Test on soft computing:
1. Why soft computing has such name

2. What interval of value membership function has

3. Is the classic set theory particular case of fuzzy set theory or vise versa

4. How the conjunction in fuzzy logic is calculated (value of membership function)
5. How the disjunction in fuzzy logic is calculated (value of membership function)

6. How the negotiation in fuzzy logic is calculated (value of membership function)

7. What is linguistic variable

8. Draw the geometric interpretation of linguistic variable “weight”
9. Draw the geometric interpretation of linguistic variable “height” 
10. Draw the geometric interpretation of linguistic variable “speed” 
11. Give 5 relations in space pseudo-physic logic

12. Give some properties of relation “X is situated under Y”

13. Give some properties of relation “X is near Y”

14. Give some properties of relation “X is longer Y”

15. Draw example of fuzzification
16. Draw example of defuzzification

17. What neural network from below list is described by fully connected graph

18. What is energy function of neural network

19. Where are knowledge in neural network

20. What is main difference between neural network and other knowledge representation methods

21. Which from below neural networks uses unsupervised learning

22. Why could say that action of neural network is solving of task of optimization

23. What is simulated by artificial neural network

24. What is main disadvantage of neural networks

25. What is result of learning of neural network

26. Which from application of neural networks is unusual today
27. What is information capacity of neural network

28. What kinds of learning are used for different models of neural networks

29. What kind of learning is used in multi layer perceptron

30. What feature have a activation function of perceptron using error back propagation algorithm
31. What characteristics of structure of MLP are changed during learning by error back propagation

32. What from logic functions is not implemented by simple perceptron of Rosenblatt

33.  What the disadvantage perceptron has in contrast to RBF-network
34. Which functions perceptron can to approximate

35. What criterion function is used in error back propagation algorithm

36. What are features of structure of Hopfield network

37. What is formulas of energy function in Hopfield model
38. What is criterion for stop of iterations is used in working (recall) of Hopfield network

39. What kind of learning is implemented in Hopfield network
40. Have influence order of presenting of examples on results of learning of Hopfield network by Hebbian rule

41. How influence repeating of already stored image during learning on result of learning

42. Which tasks Hopfield network can to solve

43. What is main disadvantage of Hopfield network

44. How the temperature is changed during learning of Botzmann machine

45. What difference between Hopfield model and Botzmann machine 

46. What is main disadvantage of Botzmann machine
47. What is difference between recurrent networks and MLP
48. Which layer context is coping in recurrent network of Elman

49. Why the recurrent neural networks use delay 

50. Which task the SOM can to solve

51. What is neighborhood function

52. What is influence on changing of weights of SOM during learning

53. What criterion is used for choice of neuron-winner in SOM

54. What is basis function in RBF-networks

55. What is difference between RBF-networks and MLP

56. What is difference between reinforcement learning and unsupervised learning
57. What is difference between reinforcement learning and supervised learning

58. What kind of neural networks may be used for reinforcement learning

59. What is constructive learning algorithms 

60. What difference between classification and clusterization

61. What is difference between SOM and ART

62. What is vigilance in ART

63. Why vector of weights is changing in successful recognition of input vector in ART
64. What the output neuron of ART is corresponding

65. In what case new output neuron is created in ART 

