GT22112005

Edges and Cycles
7.1.1 The line graph of G, written L(G), is the simple graph whose vertices are the edges of G, with 
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when e and f have a common endpoint in G.

7.1.2 Edge colouring of 
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. Ina league with 2n teams, we want to schedule games so that each pair of teams play a game, but each team plays at most once a week. Since each team must play 2n-1 others, the season lasts at least 2n-1 weeks. The games of each week must form a matching. We can schedule the season in 2n-1 weeks iff we can partition 
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into 2n-1 matchings. Since 
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is 2n-1 regular, these must be perfect matchings.

7.1.3 A k-edge colouring of G is labeling 
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, where |S|=k. The labels are colours; the edges of one colour form a colour class. A k-edge colouring is proper if incident edges have different lbels; that is, if each colour class is a matching. A graph is k-edge colourable if it has a proper k-edge colouring. The edge chromatic number 
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 of a loopless graph G is the least k such that G is k-edge-colourable.

Chromatic index is another name for 
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. Since edges sharing a vertex need different colours,  
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. Vizing and Gupta independently proved that 
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 colours suffice when G is simple. A clique in L(G) is a set of pairwise-intersecting edges of G.

7.1.4. Ina  graph G with multiple edges, we say that a vertex pair x,y is an edge of multiplicity m if there are m edges with endpoints x,y. We write 
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for the multiplicity of the pair, and we write 
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 for the maximum of the edge multiplicities of G.

7.1.7. Theorem If G is bipartite then 
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Proof: Corollary 3.1.13 states that every regular bipartite graph H ha a –factor. By induction on 
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, this yields a proper 
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edge colouring. It therefore suffices to show that for every bipartite graph G with maximum degree k, there is a k-regular bipartite graph H containing G.
To construct such a graph, first add vertices to the smaller partite set of G, if necessary, to equalize the sizes. If the resulting graph 
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is not regular, then each partite set has a vertex with degree less than k. Add an edge with these 2 vertices as endpoints. Continue adding such edges until the graph becomes k-regular; the resulting graph is H.

7.1.8 A decomposition of a regular graph G into 1-factors is a 1-factorization of G. A graph with a 1-factorization is 1-factorable.

An odd cycle is not 1-factorable.

7.1.9 The Petersen graph is 4-edge-chromatic.

7.1.10 If G is a simple graph then 
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Characterization of Line Graphs

7.1.16 For a simple graph G, there is a solution to L(H)=G iff G decomposes into complete subgraphs, with each vertex of G appearing in at most 2 lists.

.1.17 For a simple graph G, there is a solution to L(H)=G iff G is claw-free and no double triangle of G has 2 odd triangles.

Hamiltonian Cycles
7.2.1. A Hamiltonian graph is a graph with a spanning cycle, also called a Hamiltonian cycle.

7.2.3 Proposition. If G has a Hamiltonian cycle, then for each nonempty set 
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, the graph G-S has at most |S| components.

Since it is very difficult to characterize Hamiltonian graphs(recognizing existence of a Hamiltonian cycle in nay arbitrary graph is NP-Complete) there have been researches on discovering sufficient conditions for Hamiltonicity.

7.2.8. Theorem. If G is a simple graph with at least 3 vertices and 
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 then G is Hamiltonian.

7.2.9. Lemma. Let G be a simple graph. If u,v are distinct non-adjacent vertices of G with 
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, then G is Hamiltonian iff G+uv is Hamiltonian.

7.2.10. Definition. The (Hamiltonian) closure of a graph G, denoted by C(G), is the graph with vertex set V(G) obtained from G by iteratively adding edges joining pairs of non-adjacent vertices whose degree sum is at least n, until no such pairs remains.

7.2.11. Theorem. A simple n-vertex graph is Hamiltonian iff its closure is Hamiltonian.

7.2.13. Theorem. Let G be a simple graph with vertex degrees 
[image: image20.wmf]12

...,

n

ddd

£££

 where 
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then G is Hamiltonian.
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