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Over 1 Billion SNS users !!
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Viral Marketing



Abstracting Social Networks
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Quantifying Influence

The expected number of entities influenced by a node set S



Influence Maximization

ÅGOAL : finding the k most influential individuals in social 
networks



depends on ŏ

Influence Diffusion Model
IC and LT model (Kempe 2003 KDD)

IC-N model (Chen 2011 SDM)

CT-IC model (Lee 2012 ICDM)

ŏ

The expected number of entities influenced by S
DEPENDS ON

how influence is propagated through a graph



SEEDS

Independent Cascade (IC) model
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Independent Cascade (IC) model



inactive

active at t < j

t = j

Propagation ends!!!

Independent Cascade (IC) model



Micro Level

#P-HARD



Du`kt`shmf Ǔ'R) with IC model

Å#P-hard

ÅHeuristics
ÅMonte -Carlo Simulation (KKT 03) Ą [1]

ÅShortest path between two nodes (KS 06 ) Ą [2]

ÅSimultaneous simulation (CWY 09 ) Ą [1]

ÅBreaking down a graph into communities (WCS 10 ) Ą [1]

ÅPMIA : Local arborescence based on the most probable path (CWW 
10) Ą [2] ( the state -of -the -art algorithm )

Å[1] : too long processing time due to influence diffusion simulations

Å[2] : can be applied to only IC model

ÅIPA [ICDE 2013] : 10x times faster, accurate, extendible to other IC -
based models, easily parallelizedŏ(will be discussed later)



Macro Level

NP-HARD



Greedy Algorithm (KDD 03)

ÅRepeatedly select the 
node which gives the 
most marginal gain of 
s(S)

It guarantees approximation ratio 1 Ř1/e ,
if s(S) satisfies non -negativity, monotonicity, and submodularity

IC (Independent Cascade) Model



Existing Models Ignore ŏ

An individual can affect others multiple times..
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Existing Models Ignore ŏ

Marketing usually has a deadline ..

Yes Yes
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CT-IC: Continuously Activated and Time -Restricted Independent 
Cascade Model for Viral Marketing [ICDM 2012]

1.Propose a new influence spread model, CT-IC, for viral marketing, 
which generalizes previous models such that

Å An individual can affect others multiple times.

Å Marketing can have a deadline.

2.Prove CT-IC model satisfies non-negativity, monotonicity, and 
submodularity and thus guarantees 1 ŕ1/e approximation ratio.

3.Harder to evaluate s(S) in CT-IC => PMIA does not work! => CT-IPA  
(an extension of IPA [ICDE 2013])
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Three conditions for applying Greedy algorithm

ÅNon-negativity

ÅMonotonicity

ÅSubmodularity

ÅCT-IC satisfies all three 
conditions



Dataset



Model Comparison : IC vs. CT -IC



Model Comparison : IC vs. CT -IC



Effect of Marketing time Constraint



Influence Spread



Processing Time



Finding most influential individuals in SNS =>

Influence maximization =>

NP-hard in Macro & #P-hard in Micro

The state-of-the-art algorithms for IC -based models =>

PMIA [KDD 2010] and MIA -N [SDM 2011].

IPA:

Scalable and Parallelizable Processing of Influence 
Maximization for Large -Scale Social Network [ICDE 2013]
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IPA:
Scalable and Parallelizable Processing of Influence Maximization 
for Large -Scale Social Network [ICDE 2013]

1. 10x times faster than PMIA (the state -of-the-art algorithm)

2. Uses much less memory than PMIA;
Å IPA successfully produces results on graphs of millions of nodes using 4GB 

memory where PMIA fails with 24GB memory.

3. Accurately approximates influence spread;
Å IPAŚs accuracy is close to that of Greedy solutions with 20k times MC 

simulation and is higher than that of PMIA overall.

4. Can be applied to all IC -based models ;
Å PMIA cannot be applied to CT -IC model.

5. Easily parallelized ;
Å The parallel IPA speeds up as # of CPU cores increases, and more speed -up 

is achieved for larger data sets.
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IPA:
Scalable and Parallelizable Processing of Influence 
Maximization for Large -Scale Social Network [ICDE 2013]

Å Key Ideas
Å Extremely localizing influence: evaluating influence based on 

path between two nodes

Å ŗPathŘ includes all meaningful(?) paths, not only the shortest 
paths => Use more memory initially but extremely simplify 
marginal influence computation => memory -efficient 
computation of CELF greedy

Å Result
Å Fast

Å Accurate

Å Memory efficient

Å Flexible

Å Parallelizable
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Intuition of IPA

ÅExtremely localizing influence
ÅInfluence path between two nodes as influence 

evaluation unit
ÅConsidering all path is not tractable (#P -hard)
ÅConsidering all meaningful path
ÅComputing margin is simple

ÅSave memory by holding the meaning paths of only top 
3k nodes in the priority queue

ÅPMIA considers only the shortest paths
ÅComputing margin is complicated

ÅNeed to hold all pair shortest paths



Meaningful Influence Path in IC 
model



Gathering influence paths

Easily obtained by graph traversal



Approximating Ǎ({v})



Approximating Ǎ(S ɯ {v}) - Ǎ(S)

ÅǍ({v}) Í Ǎ(S ɯ {v}) - Ǎ(S)
Åinfluence blocking!!!!

ÅWe should detect blocked(invalid) paths



Detecting influence blocking

ÅCurrent seed set : S

ÅNew seed node : v

ÅValid Paths



Approximating Ǎ(S ɯ {v}) - Ǎ(S)



CT-IPA : an extension of IPA

ÅAll we need is redefining ipp (p)!!


