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Abstracting Social Networks




Quantifying Influence

o(5)

The expected number of entities influenced by a node set S



Influence Maximization

AGOAL : finding the 4 most influential individuals in social
networks

rg max o(S5)

SCV,|S|=k



ﬂ'(S) nds on O

The expected number of entities influenced by S
DEPENDS ON
how influence is propagated through a graph

$

Influence Diffusion Model
/IC and LT model (Kempe 2003 KDD)
/IC-N model (Chen 2011 SDM)
CT-1C model (Lee 2012 ICDM)
0



Independent Cascade (IC) model




Independent Cascade (IC) model
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Independent Cascade (IC) model




Micro Level

#P-HARD



Du’ kt * s)witf ICunodRl

A#P-hard

AHeuristics
AMonte -Carlo Simulation (KKT 03) A [1]
AShortest path between two nodes (KS 06 ) A [2]
ASimultaneous simulation (CWY 09) A [1]
ABreaking down a graph into communities (WCS 10 ) A [1]

APMIA: Local arborescence based on the most probable path (CWW
10) A [2] (the state -of-the -art algorithm )

A[1] : too long processing time due to influence diffusion simulations
A[2] : can be applied to only IC model

AIPA [ICDE 2013] : 10x times faster, accurate, extendible to other IC -
based model s, e a @vill beydiscossaed éater) e/ | z e d



Macro Level

rg max o(S5)

SCV,|S|=k

NP-HARD




Greedy Algorithm (KDD 03)

Algorithm 1 Greedy(G, k)

ARepeatedly select the

node which gives the 5 for i — 1 to k do
most marginal gain of 3. 4= argmax,c1\50(SU{v}) = o(S)
s(S) 4:  S=SU{u}

5: end for

6: return S

It guarantees approximation ratio 1 R1/e,
If s(S) satisfies non -negativity, monotonicity, and  submoaularity

\

IC (Independent Cascade) Model



Exi sti ng Model s | gr

An individual can affect others multiple times..

Yesterday Today Tomorrow



Exi sti ng Model s | gr

Marketing usually has a deadline ..
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CT-IC: Continuously Activated and Time -Restricted Independent
Cascade Model for Viral Marketing [ICDM 2012]

1.Propose a new influence spread model, C7-/C for viral marketing,
which generalizes previous models such that

A An individual can affect others multiple times.
A Marketing can have a deadline.

2.Prove CT-1C model satisfies non-neqgativity, monotonicity, and
submodularity and thus guarantees 1 f 1/e approximation ratio.

3.Harder to evaluate s(S) in CT-1C => PMIA does not work! =>  CT-1PA
(an extension of IPA [ICDE 2013])




Three conditions for applying Greedy algorithm

ANon -negativity a(S) > 0
AMonotonicity For S CT,0(S) <o(T)
ASubmodularity For S C T,

o(SU{v}) —0o(S) 2
ACT-IC satisfies all three o(T'U{v}) —o(T)

conditions

Theorem 1: The influence spread function of(-,f) is
monotone and submodular for all £ > 0.




Dataset

Dataset HEP PHY EPINION | AMAZON
Directedness Undir | Undir Dir Dir
# of Nodes 15K 37K 76K 262K
# of Edges 59K 232K 509K 1235K
# of Connected 1781 3833 ) 1
Components
Average Size of 8.6 9.6 38K 262K
Components
6 for CT-IPA 1/32 1/64 1/64 1/16




Model Comparison : ICvs. CT -IC

Table II
Topr-20 SEED NODES OF IC MODEL AND CT-1C MODEL SOLUTION.

(a) On PHY

4840 1568 5192 5120 1387
IC model 12081 2356 10653 4115 23571
solution 3460 3808 969 809 5567
2443 3566 5312 6342 3673
4840 5192 5120 1568 809
CT-IC model 4115 2356 3460 23571 12081
solution 7132 3842 10653 4109 3673
6342 3712 2928 3982 2289

(b) On AMAZON

17747 222839 25699 18076 168039
IC model 18337 232448 7266 11129 45391
solution 176067 9657 64815 183084 27562
59541 14461 238375 114241 1385
17747 176067 56415 51234 200657
CT-IC model | 238375 18076 236670 259011 222839
solution 6290 205434 143531 199539 59541
25699 178335 82533 114241 95315




Model Comparison : ICvs. CT -IC

Irfluence Spread

Influence Spread
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Figure 2. Comparison between IC and CT-IC models.



Effect of Marketing time Constraint
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Figure 3. The change of influence spread with respect to 7.



Influence Spread
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Processing Time
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Figure 5. Processing time of various algorithms.



Finding most influential individuals in SNS =>
Influence maximization =>
NP-hard in Macro & #P-hard in Micro

4

The state-of-the-art algorithms for IC -based models =>
PMIA [KDD 2010] and MIA-N [SDM 2011].

\

IPA:

Scalable and Parallelizable Processing of Influence
Maximization for Large -Scale Social Network [ICDE 2013]



IPA:
Scalable and Parallelizable Processing of Influence Maximization
for Large -Scale Social Network [ICDE 2013]

1.

2.

3.

4.

5.

10x times faster than PMIA (the state -of-the-art algorithm)

Uses much less memory than PMIA;

A IPA successfully produces results on graphs of millions of nodes using 4GB
memory where PMIA fails with 24GB memory.

Accurately approximates influence spread,;

A 1 PASs accuracy is close to that of
simulation and is higher than that of PMIA overall.

Can be applied to all IC -based models ;
A PMIA cannot be applied to CT -IC model.

Easily parallelized ;

A The parallel IPA speeds up as # of CPU cores increases, and more speed -up
Is achieved for larger data sets.

Gl



IPA:.
Scalable and Parallelizable Processing of Influence
Maximization for Large -Scale Social Network [ICDE 2013]

A Key Ideas

A Extremely localizing influence: evaluating influence based on
path between two nodes

A rPathR includes all meaningful (
paths => Use more memory initially but extremely simplify
marginal influence computation => memory -efficient
computation of CELF greedy

A Result

Fast

Accurate
Memory efficient
Flexible
Parallelizable

o T Do o Ix



Intuition of IPA

AExtremely localizing influence

Alnfluence path between two nodes as influence
evaluation unit

AConsidering all path is not tractable (#P -hard)
AConsidering all meaningful path
AComputing margin is simple

ASave memory by holding the meaning paths of only top
3k nodes in the priority queue

APMIA considers only the shortest paths
AComputing margin is complicated
ANeed to hold all pair shortest paths



Meaningful Influence Path in IC
model




Gathering influence paths

a
b
d
C
€
(a) Graph (b) Path expansion tree of (c) Paths from a
a to e

Easily obtained by graph traversal



Approximating A({v})

6e({a}) =
1 — {(1 —0.0001)(1 — 0.001)(1 — 0.001)} =
0.0021



Approxi mati ngA(AZ)S w

AMC{v})) T -A(sS)w {v})

Ainfluence blocking!!!!

o B IQCk " L

AWe should detect blocked(invalid) paths



Detecting influence blocking

ACurrent seed set : S

< }'U'?"'> EPS—}V

ANew seed node : v

Avalid Paths

P3d — fplp € Py, lpN S| =1}



Approximating A(@8 {vA()S)




CT-1PA : an extension of IPA

AAIl we need is redefining jop (p)!!



