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ABSTRACT

Query Responsive Awareness Software (QRAS) is proposed
in this paper as a run-time software representable model that
incorporates semantic attributes into the software. Specifi-
cally QRAS: (a) provides for the representation of properties
of the software and its application environment, (b) is com-
patible for distributed systems and in particular, smart col-
laborative object systems, and (c) provides human and/or
automated query and query-responsiveness. QRAS is based
on the Geometric Representation of Programs (GRP) model.
A case study based on a simplified inventory control system
together with a simulation of various queries concludes a
feasibility study of the proposed approach.

1. INTRODUCTION

Software is ubiquitous in modern day high-technology hu-
man population centers. These environments typically in-
clude technology infrastructures with wired and wireless ac-
cess available in urban and rural areas where software em-
bedded technologies are economically available. Such soft-
ware can be augmented with sensor capabilities and more
local processing of the sensor-acquired data thereby lead-
ing to ‘smartness’ in the software. Smart collaborative ob-
jects exemplify this vision of ubiquitous computing: they
link everyday things with information technology by aug-
menting ordinary objects with small sensor-based computing
platforms. There are nowadays many examples of ‘smart’-
enabled technologies (see for example [2,7,9]). The notion
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that such objects incorporate sensors together with percep-
tion algorithms is now established. And approaches for the
latter have been developed, for example, mobile agent-based
software, context reasoning, abstractions of sensor data, etc.

In addition, the software used in these technologies differs
from traditional software. Often, these technologies are mo-
bile, light-weight and have memory, processing capability
and power limitations. Software developed for these tech-
nologies also needs to support such light-weightiness. Fur-
thermore, the software often partakes in real-time distributed
applications, exchanging both information and control like
decisions. Traditional software environments tend to be
more monolithic and static in structure.

This paper introduces awareness software as an alternative
light-weight software for ‘smart’-enabled technologies. Aware-
ness software represents ‘smartness’ by a geometrically struc-
tured group of semantic descriptions that describe aspects of
the software. Query Responsive Awareness Software (QRAS)
is software that has two special components: a) awareness
software, and b) the capability to respond to queries about
its awareness. QRAS software is proposed to assist in the
self-management of software distributions over large-scale
heterogeneous ‘smart’-enabled technologies. The formula-
tion is based on the Geometric Representation of Programs
(GRP) model, informally proposed by d’Auriol in [4,5]. A
case study of an inventory control system is presented in the
paper. The GRP model is used to develop a ‘smart’ inven-
tory control system. A simple simulation is presented that
provides additional clarity about how such software behaves.

The rest of this paper is organized as follows. The next
section, Section 2 develops the QRAS model. A discussion
of related works appears in Section 3. Section 4 describes
the inventory control case study. Conclusions are presented
in Section 5.
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The Geometric Representation of Program (GRP) model
consists of three domains: the computation domain that



represents the execution processes, the data domain that
represents the data inputs and output of the computations,
and the awareness domain that represents the semantics of
the computations. This paper concentrates on the latter do-
main. These domains are integrated as illustrated in Fig. 1
and so both the computation and data domains appear in
the subsequent case study analyses.

Semantic variables that abstract semantic information about
the domain are identified during the software design stages.
Let a € A denote an awareness axis that models such a vari-
able. The dimension |A| denotes the number of such axes.
All axes are orthogonal but may be either dependent or in-
dependent. Specific values of these variables index integer
coordinates in the awareness space, A-space. Each compu-
tation instance (from the computation domain of the GRP
model) is mapped to such a coordinate; thereby, each com-
putation instance is fully indexed by the awareness variables.
However, sub-spaces of the A-space are formed by subsets
of the awareness axes; these correspond with subsets of the
semantic variables. Computation instances existing in the
sub-spaces are partially indexed by the awareness variables.
Constraints on the semantic variables are modeled as par-
titions on the A-space and its relevant sub-spaces, that is,
conditional expressions partition half-spaces and an inter-
secting set of such expressions determine a bounding poly-
tope enclosing a relevant set of integer points, and hence, a
set of computation instances.

The proposed query model is based on the enclosed space
given by all the partition constraints. Let QRAS=(Ra, F(RA))
where R4 is some data structure representation of A and F
is a set of methods that operate on R4 (i.e., an ADT, class
object, etc.) and provide for query formulation, initiation
and response. Information that queries may make consist of
either or both awareness information and awareness state.
The former describes the semantics of the awareness axes
and awareness regions of the awareness space and its vari-
ous sub-spaces. The latter describes particular state values
that can be further associated with a single computation
(i.e., a point in the awareness space) or with an awareness
region. Queries are initiated from QRAS-enabled software
and directed to other QRAS-enabled software. However, it
is also possible to have a user-driven interface that allows
user initiated query requests to be passed to the software.

Specifically, the following operations are defined.

e Association: Computation together with data instan-
ces are associated with specific values of the semantic
variables.

e Selection: One or more computation and/or data
instances are selected based on given specified values
of the semantic variables.

e Abstraction: One or more specific values from one
or more semantic variables, or, one or more semantic
variable concepts (i.e. the variable name itself) are
selected.

Figure 2 illustrates the overall operation of QRAS-enabled
software. Four modules denoted by A, B, C and D are shown
in a two-level software design. Standard USE relationships
are expressed by the think arcs between the modules (for
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Figure 1: Overview of the Geometric Representa-
tion of Programs (GRP) model.

A
Response
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B C M~ D
Query
Response
Programmer/User

Figure 2: Overview of QRAS concepts: Modules
A and B are QRAS-enabled; module D can query
A, and, the user can query B; the three pairs of
modules A and B, A and C, and, C and D engage in
USE relationships.

example, A USEs B). Modules A and B are QRAS-enabled as
illustrated by the inscribed oval and therefore these mod-
ules can both initiate queries and respond to queries. The
other modules, C and D can initiate queries to any of the
QRAS-enabled modules, but themselves can not respond to
any queries. In the figure, B is shown as also having a user-
driven front-end that allows the user to initiate query and
view the results.

Scalability of the model is dependent on two factors, first,
the number of dimensions and individual states in the A-
space, and second, the implementation of the QRAS-enabled
software. In the former, although there may be many seman-
tic variables describing a complex software application, only
a relatively few are specifically associated with particular
specific code fragments. A relatively low dimension A-space
is associated with such a code fragment. Thus, the repre-
sentations are expected to consist of multiple connected low
dimensional A-spaces. In the latter, appropriate interval-
based or query-based approaches may reduce the software
complexity and run-time overhead.

3. RELATED WORKS

In fact, the formulation of computation instances and en-
closing polytopes correspond with the well-known iteration
space model found in compiler and parallelizing compiler
theory (see for example [11,15]). However, an important dif-



ference is that the definition of the axes and the formulation
of the representation convey the semantics of the problem
domain. In [5], this approach is classified as non-linguistic-
carried to distinguish it from the linguistic-carried classifica-
tion of the iteration space model. The inclusion of semantic
variables, that is, the inclusion of the awareness domain of
the GRP model, augments and extends from the iteration
space model.

There are also similarities between the GRP model and the
Conceptual Space Model (CSM) [6]. Specifically, the aware-
ness axes are similar to the quality dimensions in the CSM.
However a major difference is that the GRP model supports
awareness representation in software whereas the CSM sup-
ports conceptual representations: hence, operations in the
GRP model relate more with the classification, organization
and structuring of concepts associated with computations
whereas operations in the CSM relate more with conceptual
domain representation and manipulation. For example, sim-
ilarity of objects in the CSM can be defined in terms of a
distance function defined over the space given by the quality
dimensions, however, there is no direct equivalence of simi-
larity in the GRP model where the closest analogy would be
the enclosed region of computations all of which are selected
by a common set/range of indexing values in the awareness
space.

Other related approaches in the literature include concept
formalization and software reflection. Concept formaliza-
tion provides semantic and syntactic descriptions of stan-
dardized routines to support generic programming, see for
example [17]. Software reflection is defined as: a system that
is able to reason about itself [13]; “the ability of a program
to manipulate as data something representing the state of
the program during its own execution.” [12]; and the intro-
spection and intercession performed by an agent about it-
self [1]. Reflection is included in a number of programming
languages, e.g., Java [10,14]. (A Wikipedia page lists a num-
ber of languages categorized as ‘Reflective languages’ [16].)
More recently, reflection has been considered in run-time en-
vironments [1] and middleware [8].

Our work in this paper is motivated by representing parallel
and distributed programming semantics in light-weight soft-
ware that is suitable for smart-enabled technologies. Com-
mon parallel languages are not reflective and Java’s reflective
capabilities may be too heavy for this purpose. We there-
fore explore a mechanism in this paper in order to represent
the semantics useful for programs in this context. We are
not concerned about supporting generic programming or in-
tercession via reflective methods. Our work on awareness
software complements the existing literature related with
introspection via reflective methods.

4. INVENTORY CONTROL CASE STUDY

The definition of inventory control in [3] is adopted here:
“Inventory is the stock of any item or resource used in an
organization. An inventory system is the set of policies
and controls that monitor levels (threshold value) of inven-
tory and determine what levels should be maintained, when
stock should be replenished, and how large orders should
be.” These items or resources can include: raw materials,
finished products, component parts, and supplies.
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(a) 3D Awareness space: A =
{ao = operations ,a; = items
, aq = threshold}.

ltems

(b) Ilustration of the bounded regions given
by the partitions: add: Q(i) < t, and re-
move: Q(i) > t, for all items in the inven-
tory.

Figure 3: Inventory control awareness space (axes
displayed rotated such that (i,j,k) corresponds with
vertical, horizontal, depth)

Let add, and remove be operations that can be performed
on each of the inventory items: the addition of ¢ quantity to
item 4 provided that the existing inventory quantity Q(7) is
less than a threshold t,, and similarly, the removal of ¢ quan-
tity from item i provided that the existing quantity Q(z) is
greater than a threshold ¢,.

add: Q(7)
Q)

Q>) +q
Q>) —q

— if Q(’L) < ta (1)
remove: — if Q(2) > tr (2)

Here, let a, denote the concept of add and remove opera-
tions, a; denote the concept of inventory items and aq denote
inventory threshold quantities. Hence: A = {ao,as,aq} and
the resulting awareness space of dimension |A| = 3 mod-
els the necessary concepts in the inventory control problem.
The condition <, respectively, > specifies a partition on A;
more precisely, a partition on the sub-space A® = {aq}. Fig-
ure 3(a) illustrates the A-space. Figure 3(b) illustrates the
partitions Q(i) < t, and Q(¢) > t, and the resulting two
horizontal planes for the add and remove operations respec-
tively. The hexahedron formed by these two planes and the
four vertical planes connecting the corresponding sides of
the horizontal planes represents the enclosed A-space.



Each point in the enclosed A-space region has the associ-
ated computation instances mapped to it:

((adq, i, 5) Q1) — Q@) +q forj<tq...
(remove,i,j) : QU)— QU)—q forj > 1)

for all ¢ items in the inventory.

The meaning of a computation instance is given by selections
of the awareness axes, e.g., (add,i,j) selects the instance
Q(i) < Q(i) + q. Partial indexing selects multiple instances
that are generalized by the associated semantic axis informa-
tion, e.g. (remove,,) selects all the computation instances
in the remove plane (see Fig. 3(b)) and thereby fully repre-
sents (2).

Equations (1) and (2) also form the basis for a computer
program code fragment as illustrated in Fig. 4 for the ad-
dition operation. Here, Line 1 selects on the a, dimension
and Line 2 selects on the ay dimension; and both specify
partitions, add and Q(%) < ¢4, respectively. For a particular
given 4, this corresponds with a particular arrow shown in
the lower light-gray plane in Fig. 3(b). However, for all items
in the inventory (i.e., let the code fragment be wrapped
within a repetition), this corresponds with the entire light
gray lower region in Fig. 3(b).

1 if ( add-operation ) then
2 if ( Q(i) < ta ) then
3. add q to Q(i)

4 endif

5 endif

Figure 4: Code fragment associated with (1)

The association of selection by indexing on the awareness
space forms the basis to consider various queries. Table 1
illustrates several queries that can be formulated in this ex-
ample together with the nature of the response. Figure 5
shows the corresponding dialog from a simplified simulation
of the inventory control. The simulation is implemented in
Haskell and the code that represents the A-space is shown
in Fig. 6. The simulation illustrates that the awareness ca-
pabilities as developed in this paper are feasible.

5. CONCLUSION

Query Responsive Awareness Software (QRAS) is proposed
in this paper as software that (a) incorporates awareness
and (b) can respond to externally generated queries. A sim-
ple query model is developed based on some of the ideas
of the Geometric Representation of Programs (GRP) model
that was informally proposed some years ago. The GRP
consists of the three domains, awareness, computation and
data. The earlier work on GRP focused on the computa-
tion domain, in particular, iteration spaces. This paper ex-
tends the earlier work to include the awareness domain. A
case study based on a simplified inventory control system
together with a simulation of various queries concludes a a
feasibility study that shows the reasonableness of this ap-
proach. The QRAS model is intended for distributed appli-
cations and in particular, for ‘smart-enabled’ technologies as
these have knowledge-processing requirements. The exten-
sion of the simulation to apply to general software applica-
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Ma|n> whatlsPurpose createlnventorySpace
"operations items thresholds "

Main> whatAre "items" createlnventorySpace
"chocolate candy jelly beans "

Main> whatAre "thresholds" createlnventorySpace
"tatr"

Main> whatlsComputation (0,0,0) computationinit
"Q() <= Q() + "

Main> whatlsltemData (0,0,0) inventorylInit
1

Main> whatlsltemData (0,0,0) (add 0 10 (extractAxis "items"
createlnventorySpace) quantitylnit inventorylnit )
11

Main>
Main> howMany "dimensions" createlnventorySpace
3

Main> howMany "operations" createlnventorySpace
2

Main> howMany "items" createlnventorySpace
3

Figure 5: Haskell simulation results corresponding
with the queries in Table 1

—- Semantic Domain

type Semantics = String

type AxisElement = (Int, Semantics)

type Axis = ((Int, Semantics), [ AxisElement] )
type ASpace = [Axis]

createlnventorySpace :: ASpace

createlnventorySpace = [

((o, "operations") [(0 "add"), (1, "remove")]),

((1,"items"), [(0 "chocolate"), (1, "candy"),
(2, "jelly beans) ])

((2, thresholds) [(0,"t_a"), (1,"t_r") 1)

Figure 6: Haskell representation of the inventory
A-space: the three inventory items are chocolate,
candy and jelly beans.

tion domains and the further formalization of the GRP and
QRAS models motivates future work.
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