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Abstract—In-network aggregation is essential for correlated
data gathering in wireless sensor networks which are resource-
constraint in terms of energy, computation and storage. In this
paper, we consider the problem of building a minimum cost
hierarchical architecture for correlated data gathering with in-
network aggregation, which is formulated as a min-sum optimiza-
tion problem. To solve the problem, we first develop a minimum-
cost distributed algorithm which involves only simple message-
passing rules. The algorithm is then tuned to be energy-aware so
that high-energy sensor nodes are preferably selected to become
cluster heads (CHs), which act as encoding and relaying nodes for
the raw sensing data from their corresponding one-hop member
nodes. After the cluster formation phase, joint-entropy coding
technique with explicit communication (specifically, foreign cod-
ing) is applied at every CH to remove possible data redundancy
(due to the spatial data correlation) for in-network aggregation.
Simulations show that the network lifetime can be significantly
extended using our minimum cost cluster-based approach.

I. INTRODUCTION

In this paper 1, we focus on a generic type of applications
called data gathering, in which all nodes periodically produce
information by sensing a geographic area and transmit them
to a sink for processing. The fact is that an inherent data
redundancy corresponding to a degree of spatial correlation
always exists, leading to a significant waste of energy during
networking tasks. In-network data aggregation, which is able
to remove such data redundancy, thus minimizing energy
consumption, is a desirable work that many researchers have
pursued.

Generally, the correlated data gathering problem with in-
network aggregation is formulated as a joint-optimization
problem of rate allocation and transmission structure. The
former is to find the minimum data encoding rate at each
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node, while ensuring the data collected by the sinks can be
decoded to reproduce the original data [1]. The latter is to
build optimal routes from every node to the sink(s) such that
the total energy consumption is minimized. There are two
popular source coding paradigms used: distributed source cod-
ing (e.g. Slepian-Wolf coding) and joint-entropy coding with
explicit communication [2], [3]. With Slepian-Wolf coding – a
multi-input coding strategy, the rate allocation optimization is
complicated but an optimal transmission structure appears to
be a shortest path tree (SPT) of which algorithms have been
well-developed [4]. However, performing Slepian-Wolf coding
at all nodes is difficult because it involves a large number of
bins, requires synchronous communication model, recoding at
intermediate nodes and a global knowledge of the network (i.e.
the distance between every pair of nodes) available at each
node. Moreover, wireless network is error-prone so that even
only one packet is lost will make decoding all measurements
of involving nodes impossible [5]. Joint-entropy coding with
explicit communication, a single-input, asynchronous source
coding scheme that requires a complex algorithm to find
an optimal transmission structure, makes the rate allocation
problem much simpler to solve. In this scheme, a data source
is encoded by only the side information received from at
least one of neighboring nodes and no waiting for belated
information at intermediate nodes is needed. Rickenbach et al.
[6] classified it into two opposite techniques: foreign coding
and self coding. With self coding, a node is able to encode
its own raw data only in the presence of side information
from at least another node. In contrast, foreign coding is the
technique in which raw data originating at one node is encoded
by another node. We can easily observe that foreign coding
achieves better compression rate in a many-to-one (i.e. cluster-
based) architecture than self coding [6].

Most of the work so far focused on how to build an
optimal tree for aggregating the data to a single stationary sink.
However, if the sink is mobile, these tree-based approaches
are intractable because tree re-building, which is a costly task,
is required as the sink moves over time. Moreover, if there
are multiple sinks, it is much harder to come up with an
optimal solution involving a set of trees. On the other hand,

1-4244-2424-5/08/$20.00 ©2008 IEEE ICCS 2008 953

Authorized licensed use limited to: KYUNGHEE UNIVERSITY. Downloaded on April 13, 2009 at 01:17 from IEEE Xplore.  Restrictions apply.



clustering is a mechanism to organize the sensor network into
a connected hierarchy of cluster head (CH) and member nodes.
Clustering can not only aid in reducing energy consumption
and increasing network lifetime [7], [8], and surveys [9],
[10], [11] but also providing scalability which implies the
need for load balancing, efficient resource utilization, and in-
network data fusion. Furthermore, clustering can benefit us in
many other aspects: sleep scheduling, low-latency and energy-
efficient communication, small possibility of reconstruction
error at sink [12], cheaper route discovery and maintenance
cost due to the overlay network of CHs. Because there
is no load-balancing mechanism derived for the tree-based
approaches, the nodes which are near to the sink is likely
to receive and transmit much more data than nodes which are
far from the sink. As a consequence, some of them will run
out of energy more quickly than others and connectivity lost
can become a major issue.

By applying cluster-based foreign coding, the rate alloca-
tion problem becomes simple; however, the minimum-cost
clustering task turns out to be a hard optimization problem.
In this paper, we propose a distributed clustering algorithm
for correlated data gathering to minimize the transmission
cost. We first formulate the problem as an NP-hard min-
sum optimization problem. We then develop simple, heuristic
message-passing rules to achieve a near-optimal solution. Our
cluster-based approach not only overcomes the mentioned
disadvantages of tree-based approaches but also be tuned to
provide a good trade-off between minimum-cost transmission
and node residual energy [13], thus effectively prolong the
network lifetime by re-clustering as a load-balance mecha-
nism. Our cluster-based data aggregation approach is also very
scalable and simple to implement in a real environment. By
experiments, we see that a small number of iterations are
required until the algorithm converges. We also show that the
network lifetime is further enhanced compared with an optimal
tree-based Minimum Energy Gathering Algorithm (MEGA)
[6].

The rest of this paper is organized as follows. After dis-
cussing about the related work and their limitations in Section
II, we state the network model, correlation model; and then
the correlated data gathering problem setup in Section III. In
Section IV, we introduce a distributed algorithm to establish
a minimum cost cluster-based architecture for correlated data
gathering with the foreign coding strategy. In Section V, we
evaluate the performance of our approach compared with that
of MEGA. Finally, we give our conclusion and future work in
Section VI.

II. RELATED WORK

In-network data aggregation has been the focus of much
research work. An overview of techniques and algorithms
developed for optimal in-network data aggregation can be
found in the recent survey paper [11]. However, the idea
of exploiting data correlation for in-network aggregation in
WSNs, especially with joint-entropy coding with explicit com-
munication, has just been considered recently [13], [6], [14],

[15], [16].
With tree-based approach, Rickenbach et al. [6] proposed

two algorithms. With foreign coding, the authors build a
directed minimum spanning tree for node encoding and a
Shortest Path Tree (SPT) for routing in a algorithm named
MEGA. With self coding, a Shallow Light Tree (SLT) that
unifies the properties of Minimum Steiner Tree and SPT.
In [16], the authors analyzed the tradeoff between SPT and
Traveling Salesman Path (TSP) and proposed five heuristic
approximation algorithms, which is proven close to optimal by
numerical simulations, for building a correlated data gathering
tree that exploit data correlation by using self coding strategy.

Using clustering approach, the authors of LEACH [7] and
HEED [8] mainly focus on reducing the overhead and improv-
ing scalability but do not consider the existence of spatial data
correlation. Wang et al. [12] propose a Distributed Optimal-
Compression Clustering protocol for constructing clusters of
nodes so that Slepian-Wolf coding can be performed locally
within each cluster. The advantage of this approach is the
reduction of computation complexity and relay failures that
affect on the data reconstruction at the sink because it only
requires a localized knowledge of the network structure. How-
ever, it is based on a sequential greedy method for solving
the clustering problem as an NP-hard Minimum Weight Set
Covering problem. This problem requires an unavoidable
combinatorial explosion of computations to find the best value
of a heuristic function based on the conditional entropies of a
set of nodes. Moreover, this is an energy-unaware algorithm
thus some nodes with a little amount of remained energy can
be chosen as CHs.

To exploit the benefits of clustering, we first develop a
minimum-cost distributed clustering algorithm that terminates
after a few iterations, we then apply foreign coding for data
compression at every CH before relaying them through a SPT
in an overlay network of CHs to the sink.

III. PROBLEM FORMULATION

A. Network Model

Consider N stationary, location-unaware sensors (e.g.
MICA motes [17]) uniformly distributed on an area of in-
terest and left-unattended after deployment. They form a
network which is represented as a connected undirected graph
G = (V, E) where V = {1,...,N} is the set of vertices and E is
the set of edges. Each node i produces a reading Ri and all
the readings form a N -dimensional vector of data sources. A
fixed sink is located at one end of the area to gather all the data
monitored by the sensors. Every node can save energy by using
a low transmission power level for short-range communication
(intra-cluster communication) but a higher level for relaying
the data through a long distance. The weight of an edge (i, j)
in the graph represents the transmission cost cij , which is a
function of energy spent for transmitting one unit of data from
one node to another depending on the distance between them.
Nodes i and j are neighbors if they are connected by an edge,
i.e. (i, j) ∈ E . We define an open neighbor set of node i is
defined as N (i) = {j|(i, j) ∈ E}, a closed neighbor set of
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node i as N [i] := N (i) ∪ {i}, and N (i)\j denotes the set
obtained by excluding j from N (i). Finally, each node i is
assigned a cost ci representing the cost for relaying one unit
of data packet to the sink.

B. Correlation Model

In reality, the data observed by one sensor is correlated
with the data of its neighbor nodes according to a specific
structure. Let the parameter ηij be the compression rate, the
reduced data rate by compressing raw data of node i at node
j using data available at node j (i.e. foreign coding). This
parameter depends on the distance dij between i and j and
the underlaying correlation function. In this paper, we consider
two correlation models to prove that our algorithm works well
with different kinds of monitored data:

1) The sensing data of the monitored area is assumed to
be Gaussian such that the correlation between every
pair of nodes can be modeled by a covariance matrix
[16]. We use the Power Exponential model for the
correlation coefficient such that the reduced data rate
can be assigned by the following expression:

ηij = 1 − e−γd2
ij

where γ is a constant indicating the degree of correla-
tion. This correlation model can capture a wide variety
of physical phenomenon (i.e. electromagnetic waves)
in practice [18] and can simulate various degrees of
correlation.

2) The Inverse Distance correlation model specified in [6]
where the correlation coefficient between two nodes is:

ηij = 1 − 1/(1 + dij)

Each sensor is supposed to estimate the set of ηij (each
corresponds to a neighbor node) using distance estimation or
through several message exchanges of sensing data [16].

C. Problem Setup

The total cost in a cluster-based data aggregation application
is the sum of intra-cluster transmission cost for sending
raw data from cluster members to their CHs, and the cost
for relaying the compressed data from CHs to the sink(s).
Our minimum cost hierarchical architecture problem can be
regarded as a min-sum labeling problem: Identifying a subset
of nodes in the network to label as CHs, then assigning each
of the remaining nodes to the CH with minimum transmission
cost, so that the total transmission cost of the data aggregation
application is minimized.

The cluster (or label, used interchangeably) to which a node
is assigned can be considered as a hidden variable. Let X :=
{x1, x2, ..., xN} be a set of N such hidden variables, in which,
for each i, xi takes on values (node IDs) in the closed neighbor
set N [i]. The transmission cost ζi for node i to deliver one unit
of data packet to the sink can be the cost ci if i acts as a CH;
or the transmission cost cij for i to transmit one unit of data
to some neighboring tentative CH j plus the relay cost ηcj for

sending the encoded data from j to the sink. Mathematically,
the transmission cost of each node now can be defined as:

ζi(xi) ∝
{

ci if xi = i

cij + ηijcj if xi = j, j ∈ N (i) (1)

where ηij is the compression ratio achieved by foreign coding.
In this paper, we consider multi-hop inter-cluster com-

munication for relaying data to the sink. The estimation of
transmission cost from one node to the sink is known to be
non-trivial and application specific. However, if we assume
geographic routing for the data routing between a pair of
sensors, the cost model is simplified by the assumption that the
transmission cost is proportional to the hop distance between
them; and if the nodes are deployed densely enough, this hop-
distance is proportional to the Euclidean distance [19] (see
Fig. 1). Therefore, the cost for amplifying the radio signal is
assumed to be proportional to a path loss exponent of 2 if
the distance is less than a threshold d0 as in [7]; otherwise,
the cost is proportional to the sum of square distances accu-
mulated through multi-hop path. The above equation can be
reformulated as follows:

ζi(xi) ∝
{

δ2
is if xi = i

d2
ij + ηijδ

2
js if xi = j, j ∈ N (i) (2)

where dij is the Euclidean distance between node i and node
j, δ2

js = �djs/d0� × d2
0 + (djs − �djs/d0� × d0)

2 in which
djs is the Euclidean distance between node j and the sink,
and �x� gives the greatest integer less than or equal to x In a

Fig. 1. In a dense network with geographic routing: di0in ∝
n∑

k=1

dik−1ik

cluster-based WSN, the cluster heads tend to lose their energy
more quickly than their member nodes due to heavy network
traffic they have to bear. In order to make the network load-
balanced, we need to re-elect other high-energy nodes to act as
CHs periodically. However, re-election (or re-clustering, used
interchangeably) is a waste of energy, thus we need to reduce
the re-clustering rate. By scaling the transmission cost function
with the node relative residual energy, we can provide a
good trade-off between node residual energy and transmission
cost for our cluster-based correlated data gathering scheme as
below:

ζi(xi) ∝
{

e0
ei

δ2
is if xi = i

ei

ej
(d2

ij + ηijδ
2
js) if xi = j, j ∈ N (i) (3)

where e0 is the initial energy of a node; ei, ej are the residual
energy of node i and node j, respectively.

Let the N-tuple x := (x1, x2, ..., xN ) denote the configura-
tion (or labeling) of the whole network. Since the system is
specified via its configuration, this approach is also known as
behavioral modeling. The N-tuple x can be a valid or invalid
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configuration [20]. For example, if node i selects j as its CH
(i.e., xi = j), but node j is not correctly labeled as a CH
(e.g., xj = k �= j), then this is an invalid configuration.
We use the constraint function θi(xi, x

i
1
, ..., xi

I
) to enforce

valid configurations between the label xi of sensor i and
the labels of its 1-hop neighboring nodes, denoted as xi

1:I ,
with I = |N (i)|. For the min-sum configuration problem, the
constraint function gives a penalty of 0 or ∞ for a valid or
invalid configuration respectively, defined as follows:

θi(xi, x
i
1, ..., x

i
I) :={ ∞, if xi �= ibut∃i′ ∈ N (i) : xi

i′ = i

0, otherwise
(4)

It is worth noting that the constraint functions just serve
as a mathematical modeling of the problem at hand; they do
not put any burdens on the computation of the algorithm. The
problem of choosing a minimum-cost hierarchical architecture
for data aggregation now becomes the problem of finding the
min-sum labeling among the valid configurations, defined as:

xopt := arg min
x

[∑
i∈V

ζi(xi) +
∑
i∈V

θi(xi, x
i
1
, ..., xi

I
)

]
(5)

It is known that exactly minimizing the overall cost is com-
putationally intractable, since a special case of this problem
is the NP-hard k-mean problem in data clustering; for large
problem we can only find approximate solutions which are
heuristic in nature. We propose a new approach for finding
a near-optimal solution by recursively applying the min-sum
message-passing algorithm [21].

IV. LOCDA: LIFETIME OPTIMIZED CORRELATED DATA

GATHERING WITH FOREIGN CODING IN CLUSTERED

WSNS

In this section, we describe the simplified message-passing
rules of our Lifetime Optimized Correlated Data Gathering
(LOCDA) protocol. Factor graphs [21] can be used to rep-
resent a complicated global function, which can be factored
into simpler “local” functions, each of which depends on a
subset of the variables. In a factor graph, message-passing
algorithms can compute, either exactly or approximately, var-
ious function marginalization and maximization using simple
message passing rules. More details on factor graph derivation
for the min-sum labeling problem given in Eq. 5 and message
simplification can be found in our prior work [22]. The two
types of messages exchanged between the sensor nodes in the
network graph G are:

• Request message μxi→θj
sent from sensor i to its neigh-

bor j ∈ N [i], reflects the accumulated level of suitability
for sensor i to select neighbor j as its CH, taking into
account other neighboring CH candidates j′ of i.

μθj→xi
=

max

[
0 , μxj→θj

+
∑

j′∈N (j)\i

min
(
0, μxj′→θj

)]
(6)

• Reply message μθi→xj
sent from sensor i to its neighbor

j ∈ N [i], reflects the accumulated level of willingness of
sensor i to act as a CH for sensor j, taking into account
the requests from other neighbors j′ of i.

μxi→θj
=

ζi(j) − min
j′∈N [i]\j

[
ζi(j′) + μθj′→xi

]
, ∀j ∈ N [i] (7)

Each request/reply message contains a single number such
that it allows a node to marshal all the request and reply
messages into a vector message COMPACT and send to
all of its neighbors by a single broadcast. The messages can
be initialized arbitrarily. In our implementation we initialize
them to zeros.

The proposed one-hop clustering algorithm is fully dis-
tributed and can be efficiently implemented in real sensors
because it involves only simple computations using infor-
mation available via message broadcast without any routing
mechanism. The near optimal set of CHs emerges from this
recursive message-passing procedure. At any iteration, each
node can evaluate its intermediate CH candidate by identifying
the sensor ID in its closed neighbor set given the expression:

CHi = arg min
j∈N [i]

[ζi(j) + μθi→xj
] (8)

Each node begins to run the algorithm with a Cluster
Head Election process (see Pseudocode 1) and this process is
terminated when the maximum number of iterations maxIter
is reached. This is a key parameter that needs to be carefully
selected in real implementation, since the more number of
recursions, the better approximation of the optimal clustering,
at the cost of more messages to be exchanged. We found
through simulations that maxIter = 5 is a reasonable upper
bound (see Fig. 2).

PSEUDOCODE 1: CLUSTERHEAD ELECTION

1. repeat
2. update out-going messages;
3. broadcast(COMPACT );
4. collectAllCompactMessages();
5. until TERMINATE

After the Cluster Head Election period, each CH broadcasts
an advertisement to its neighboring nodes. A node, which does
not become a CH, then chooses and joins the neighboring CH
with least cost as shown in Pseudocode 2.

PSEUDOCODE 2: CLUSTER FORMATION

1. find CHtemp using incoming messages;
2. if CHtemp = myID //myID is a CH node
3. CHfinal ← myID;
4. announceCH(myID);
5. collectJoinCluster();
6. else //myID is a cluster-member node
7. collectAnnounceCH();
8. CHcandidates ← {j|incoming announceCH};
9. CHfinal ← j ∈ CHcandidates|least−cost;
10. joinCluster(myID,CHfinal);
11. end
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Fig. 2. Estimated Cost vs. Number of Iterations

V. PERFORMANCE EVALUATION AND ANALYSIS

TABLE I
SIMULATION PARAMETERS

Type Parameter Value

Network

Network Size (0, 0) to (300, 300)
Sink Location (300, 300)
Initial Energy 2 J

Data Aggregation
Intra-cluster radius 30 m
Inter-cluster radius 100 m
Data packet size 125 bytes

Radio Model
εfs 10 pJ/bit/m2

εmp 0.0013 pJ/bit/m4

Eelec 50 nJ/bit
Efusion 5 nJ/bit/signal
Distance Threshold (d0) 75 m
Max Iteration maxIter 5

Power Expo. Corr. Model
γ = 0.001 50 rounds
γ = 0.01 25 rounds

Inv. Dist. Corr. Model 15 rounds

We begin with an analysis of the network lifetime for a
setup involving a large number of sensor nodes (400 to 1600
nodes) distributed densely and uniformly in a square area of
300 × 300 to evaluate the tradeoff between node residual
energy and data correlation for building near-optimal but
maximum lifetime hierarchical aggregation architecture. We
compare our clustering scheme with the Minimum-Energy
Gathering Algorithm (MEGA) described [6], which computes
a Minimum Spanning Arborescence structure for aggregating
raw data at intermediate nodes and a Shortest Path Tree for
relaying the aggregated data from intermediate nodes to the
sink. The energy consumption is calculated based on the
energy dissipation parameters described in Table I. We choose
the short radio range of 30 m and long radio range of 100 m
to be compatible with the specification of MICA2 motes. We
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Fig. 3. Network Lifetime comparison between LOCDA1, LOCDA2, and
MEGA

consider two versions of our Lifetime Optimized Correlated
Data Aggregation protocol (LOCDA) depending on which cost
function is used:

1) Function of transmission cost and correlation scaled by
the relative node residual energy as shown by expression
(3) (LOCDA1)

2) Function of transmission cost and correlation as shown
by expression (2) (LOCDA2)

We also vary the simulation parameters such as the node
density, the degree of correlation and perform extensive, re-
peated simulations to fully examine scalability and robustness
of our clustering protocol under two different correlation
models specified in Section III-B. To provide the tradeoff
between residual energy and data correlation, we use a simple
re-clustering method for load-balancing, which means that the
clustering process is repeated after a fixed number of rounds.
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The average network lifetime is computed as the number of
rounds until the first node dies. A round is defined as an atomic
period during which every node sends its data towards the sink
once. In Fig. 3(a), the average network lifetime of MEGA is a
little bit higher than that of LOCDA2 and the average network
lifetime of LOCDA1 is the highest in the case of Power
Exponential correlation model with a low degree of correlation
γ = 0.01. In the case of high degree of correlation γ = 0.001
(Fig. 3(a)) and Inverse Distance correlation model (Fig. 3(b)),
the network lifetime of LOCDA1 is relatively higher than
that of MEGA when the number of nodes is not too large
(N ≤ 1000). The reason is that LOCDA1 can be load-balanced
by giving a tradeoff between the transmission cost and node
residual energy, resulted in lower re-clustering rate, which is
an energy wasted process. However, when the node density
is larger, the average network lifetime of LOCDA1 drops
down rapidly and only comes towards the average network
lifetime of MEGA. This phenomenon can be explained by this
observation: the more member nodes each CH has to serve for
data aggregation and relay, the more quickly it dies in spite
of re-clustering for load-balancing. Through this analysis, we
show that our cluster-based data aggregation approach can
achieve good performance in terms of network lifetime and
robustness.

VI. CONCLUSION AND FUTURE WORK

In this work, we introduce a novel Lifetime Optimized Cor-
related Data Gathering approach for clustered WSNs. We first
build an minimum cost hierarchical architecture in which high-
energy nodes are chosen as CHs and then apply foreign coding
to reduce data redundancy due to the spatial correlation. By
giving a trade-off between node residual energy and minimum
cost transmission and utilizing periodical re-clustering as a
load-balancing mechanism, we show that our cluster-based
approach is better than previous tree-based approach in terms
of network lifetime. Our protocol is also very scalable, fully
distributed and simple to implement in the real environment.
In the future, we intend to develop an adaptive re-clustering
algorithm which can be run in a localized, distributed manner
to elect new CHs, better achieving load-balancing in the
network.
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