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Abstract — In this paper, we present a new method to
estimate 3-D human body configuration (i.e., pose) from 2-D
depth images. Our work involves modeling human body in 3-D,
finding an initial body model, and estimating body
configuration: by matching depth information to the model.
Among these steps, the most challenging problem is to find a
most suitable 3-D human model among a large number of
possible 3-D human pose configurations and matching the
model in parts to the depth information. To solve this problem,
we propose a combination approach with two stages. On the
first stage, we find the approximate model correspondent to the
depth image by matching the depth information between the
database’s model and the image. Then, we match the model
coarsely to fit the body parts using an iterative Expectation
Minimization (EM) algorithm. In results, we show that our
method can estimate 3-D human body configuration from 2-D
depth images with both simulated and real data from a depth
stereo camera.

I. INTRODUCTION

R:;overing human pose from video data, or a 3-D
iculated model fitting with human pose reflected in
one or several images, is one of the most critical problems in
computer vision and solving it brings a very basic foundation
to develop much broader applications such as human activity
recognition, human tracking, and human motion analysis.
Many researches have been working on estimating 3-D
human poses from 2-D images however they do not give us
high accuracy due to the effects of occlusion when projecting
3-D objects on the camera view plane. To mitigate this
problem recently, there have been some interesting works
with depth information gathered from a system of multiple
cameras or stereo cameras: For a multiple camera system [1]
[2], we need to deploy a system of camera on different
locations and a complicated calibration process to
synchronize the activity of different cameras. With the same
function, the stereo camera is also designed to capture the
stereo view of environment: it is more flexible to deploy and
robust to work on various environment conditions. The
distance to each object is presented by the gray values in
depth images.

Our proposed method attempts to fit the articulated human
body model to the gray silhouettes in depth images rather than
the binary silhouettes as the ordinary way of using the normal
camera. The nearest approach can be found in [3] where the
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authors developed some searching schemes to match the
query images with the templates or their pose configurations
stored in the hierarchy database. This approach requires an
optimally organized database for efficiently searching and a
large storage to store the huge number of configurations. To
overcome these disadvantages, a novel solution has been
considered in this paper: Rather storing all possible
configurations in the database, we only use limited number of
initial models. To match these models with the given depth
images, we derive depth images from the models and then
compare them based on the surface context. After getting the
model corresponding with the depth image, we adjust the
model parts by the two-step EM algorithm to minimize the
error between the model parts and their real observations. Our
preliminary results show that it is feasible to estimate 3-D
configuration of human body from only depth images.

II. METHODOLOGY

A. Overview of the Proposed Estimation System

The overall system can be described by the illustrated steps in
Fig. 1, from finding the initial model to the model fitting step
aiming at refining the model. In the model fitting step, we
consider the depth image as a cloud of points in the 3-D space.
The model fitting is an iterative procedure, including
Labeling (E-Step) in which the label is assigned for each
observed point, and the nearest corresponding point on
ellipsoids is found (after defining the labels) with these points,
and Optimization (M-Step) in which the distance between
data point and its nearest point on ellipsoid model is
minimized. : .
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Fig. 1. Overview of our proposed system

B. 3-D Human Body Model

A 3-D articulated human model is presented by a set of
kinematic chains attached with ellipsoids or super-quadric
surfaces as shown in Fig. 2 (b). The super-quadric surface
[10] is given such as
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where x,, Y, and z, are the size of super-quadric along the

X-axis, y-axis, and z-axis, § and d are the parameters used to
control the shape of the super-quadric. In general,
super-quadric ‘models more look like human body but
difficult in creation, so that ellipsoids are chosen for efficient
computation and super-quadrics for making templates in the
database. Each part of body has its local coordinate and is
influenced by the transformation of the previous segments.
We have created our model with 14 segments and 10 joints as
shown in Fig. 2 (a). The root of model lies at hip. Each blob
can be assigned some ellipsoids or super-quadrics, but to
make simple, we only use one for each. The kinematic
parameter ® of model includes all Euler angles connected
between different segments, and also free transformation
from the global coordinate to the local coordinate at root. This
leads to 22 Degree of Freedoms (DOFs): more particularly, 1
for each hand, 3 for each shoulder, 2 for neck, 1 for each leg,
2 for each side of hip, and 6 DOFs for one free transformation
to the center of body.

(@ (b) (©)
Fig. 2. 3-D human body modeling. (a) Skeleton presenting joints and
segments. (b) Super-quadric model. (c) Ellipsoid model.

C. Finding the Initial Model from Database

Fig. 3 presents four possible poses of the left hand of the
initial human model. It is possible to make more complicated
exemplars to find better approximation model at the cost of
more searching time in matching. We have 4 poses for each
hand, 4 poses for each leg and 3 view directions (front side,
left side, right side), in total, 768 possible human pose
configurations for all.

Fig. 3. Four different poses of the left hand.

The depth images are extracted from each model in the
database for later comparison, so we need an efficient
matching algorithm to match these depth images with the one
from camera. To do this we utilize the concept of shape
context that has been applied for image retrieval [4]. The
shape context defines the relationship between each point in

the shape and the rest by computing the histogram on
log-polar bin (counting number of points in each bin).
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Fig. 4. Shape context with log-polar histogram defined in the shape.

We develop the idea of the shape context to the surface
context to handle depth images. The process of computing the
shape context is shown in Fig. 5. On the preprocessing step,
we sample some points in the area bound by the human
silhouette. These points combining with its gray values
(depth) are connected together to create a mesh in 3-D space.
The summarization of the normal vectors of sample points
belonging to a bin k is

AF= YA @

q,€0
where 0 = {g, # p,,(q, = p,) € bin(k)} . p, and g, are
sample points. 71 ; denotes the normal vector of point ¢, .

The surface context defines the descriptor for point p, as

& Le ¥ Lz p 2o AR <) N 1 ) dr _dy _dz b -
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The distance between two points i and j in two different
depth images can be computed by
d(p.p) =l =¥, @

The details of comparing two surface contexts, similar to
the shape context, can be found in [S].

(@) (b)
Fig. 5. Surface context. (a) Log-polar bin of one point in a 2D area bound by
the human shape. (b) Sample points connected by 3D mesh and their normal
vectors.
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Fig. 6. The front view and side view of initial model corresponding to the
depth image.

D. Model Fitting Algorithm

To perform the model fitting to the observed data, we need to
find the correspondence between each point of the
observation with one point of the model by: the nearest
distance. In order to increase accuracy and computation
performance, each point is labeled to one part of the human
body (i.e., ellipsoid). With this labeling step, we can avoid
searching the corresponding point on the whole body.

The labels are calculated using the Conditional Random
Fields (CRFs) model [6]. Given the observed data D, in our
case, depth images, CRFs can be defined by the condition
distribution of label V' given D by

1

P(V|D) =——exp{zf,.(v,. ID)+Y Y £, 10)}, )
Z:ld ie§ ieS JeN,

where 7, and f are the data and smooth energy, N, is a set

of neighbors of i, set V includes a label of each point of D,

getting the values from x ={x,,X,...X,} representing the

head, hand, torso, etc.
The data energy, expressing the relationships between the
labels and depth image features, is defined as the Mean

Square Error (MSE) between the observed data and the

ellipsoid human model,

d,

/2 ) (6)
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where ® is the model parameters, dv,. denotes the Euclidean

E@V)=Y fw|D)=),

ieS ieS

distance between point i and the nearest point on the
ellipsoid v;, o is the constant.

The smooth energy represents the relationships between
labels of neighboring sites and is separated into two terms,

5,0y, D) =00, v ) +u v, D). ()
The @(v,,v;) term has the form given in the Generalized
Potts model [7],

ol p o

The (//(v,,,vj|D) term infegrates the similarity of depth
values for setting the labels,
oy
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where g (i, j) measures the difference in depth values of

if x#x; ©9)

X, =X,

point I and j . dist(i, j) denotes the Euclidean distance
between i and j. o is a constant.
Let total smooth energy £, (V) = Z z f,-,-(V,-»V,-l D), the
ieS jeN;
value of V is the solution of maximizing P(V|D) or

equivalent = minimizing the negative log-likelihood

~log P(V|D)

min E(®,V)+E,(V)=-log P(V|D)+const-  (10)

Model fitting is integrated by cooperating model parameter
® into this minimizing problem. The overall problem is
given by

ming(®,V) = £,(®,V)+E,(V)- (1)

This objective is solved using the hard EM to find the
optimal values of ¥,® in an iterative progress. EM iterates
the following two steps:

- E-Step. The model parameters are obtained from the
previous iterate or from the initial step as mentioned in
the previous section. Our goal is to perform the label
assignment by solving mVin #(®,,,V) using the

alpha-beta or alpha-expansion algorithm [8].

- M-Step. With the label assignment supplied by
E-Step, we minimize the error between the model and
the cloud of stereo data, mgn I(CR ) by the

damped least square estimator to find new

parameter® .

III. EXPERIMENTAL RESULTS

Fig. 7 shows the reconstructed 3-D human poses from the
simulated depth images. These depth images present the
sequence of human walking from a front view and similar to
the stereo images. The depth information is encoded in the
gray color. Using binary silhouettes in the conventional way,
it is impossible to compute the 3-D human configuration.
With the gray silhouettes as in our case, our algorithm obtains
good estimation of body configuration in 3-D that looks
appropriate in the visual inspection and exactly shows the
position of hands and legs in 3-D.

We have also conducted real experiments with the stereo
camera (Bumblebee 2, Point Grey Research) as in Fig. 8. The
Growing Correspondence Seeds (GCS) [9] algorithm is used
to estimate the depth images from a pair of stereo images.
Naturally, we extract the Region of Interest (ROI)
correspondent to the human shape by eliminating the static
background. Despite the appearance of noise and artifacts in
the obtained stereo image, we can still get the model fitting
result as shown in Fig. 8 (c).
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Fig. 8. Experimental results with real data. (a) A pair of stereo images
obtained from a Bumblebee 2 stereo camera. (b) Depth image denved from
(a). (c) Estimated 3-D human pose.
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Fig. 7. Experimental results with simulation data. (a) Depth Images. (b) Initial
Human Body Model. (c) Estimated and reconfigured 3-D human body model
from a front view. (d) Estimated and reconfigured 3-D human body mode (8]

from a side view.
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