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Abstract—Efficiency and accuracy are the most important 
terms for human activity recognition. Most of the existing 
works have the problem of speed. This paper proposed an 
efficient algorithm to recognize the activities of the human. 
There are three stages of this paper, segmentation, feature 
extraction and recognition. In this paper our contribution is in 
segmentation stage (based on morphological dilation) and in 
feature extraction stage (using watershed transformation). The 
proposed algorithm has been tested on six different types of 
activities (containing 420 frames). The recognition 
performance of our method has been compared with the 
existing method using Principle Component Analysis (PCA) to 
derive activity features. The results of our proposed method 
are comparable with the existing work. But in-term of 
efficiency, our algorithm was much faster than the existing 
work. The average accuracy and efficiency of the proposed 
algorithm for recognition was 80.83 % and 302.2 ms 
respectively. 

Keywords-component; Human activity recognition;computer 
vision; morphological dilation; watershedding; image 
segmentation. 

I. INTRODUCTION

Activity recognition means the analysis of motions and 
behaviors of a human from low-level sensors. Automatic 
human activity analysis is an increasingly active research 
area of pattern recognition and in computer vision 
community and is considered an important problem in the 
field of the computer vision and pattern recognition. 
Generally there are two types of activities that a human is 
performing commonly - Low-level activities, which is also 
called micro-activities (µ activities) e.g. sitting, standing, 
walking, running, etc. - High-level activities, which is also 
called macro-activities e.g. watching TV, playing tennis, 
ridding bus, etc. The general architecture of high-level 
activities or macro activities is shown in Fig.1. 

Some of the existing pattern recognition methods that 
were used for activity recognition can only utilize labeled 
activity samples for patterns, although usually large 
amounts of unlabeled samples exist as they do not need 
human’s labeling effort [1].   

In video the analysis of human activities is a 
monotonically increasingly important research area from 
surveillance, security, content-based video retrieval, 
animation and synthesis. There are several challenges at 
various levels of processing that are hard to solve, 
vigorousness against errors at low-level processing, view 
and rate-constant representation at mid-level processing, and 
semantic representation of human activities at higher-level 
processing. The author of [2] presented a comprehensive 
survey to address the abovementioned problems of 
representation, recognition, and learning of human from 
video and related applications. In [3] the authors have 
presented a novel method to address the activity recognition 
problem. They represented the activities by feature vectors 
from Independent Component Analysis (ICA)  on video 
frames, and then based on these features they recognized the 
human activities by using Hidden Markov Model (HMM)
classifier.  

Many pattern recognition methods have been proposed 
for the human activity recognition. The important source or 
origin for activity recognition is the shape information of the 
frames in the video. The author of [4] proposed an 
algorithm, which used Independent Component Analysis 
(ICA) for feature extraction and based on these features, the 
activity of different types of human were recognized by 
trained Hidden Markov Models (HMMs).  

The objective of this paper was to improve the efficiency 
and accuracy of recognition of the human activities. The 
proposed algorithm has been tested on six different types of 
activities, which gave a reliable accuracy and efficiency of 
activity recognition 

The rest of the paper is organized as: Section II presents 
some of related work on human activity recognition. Section 
III presents methodology of the algorithm. The results are 
discussed in Section IV. And finally the conclusion and 
some of the future work are presented in Section V.   

II. RELATED WORK

The two supervised hierarchical models for activity 
recognition based on motion words was presented by [5]. In 
their models, there were two aspects, first a ‘visual word’ 
was obtained from a large-scale descriptors from the whole 
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Fig.1. general architectural model of high-level (macro) activities 
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frame, and second was a ‘latent topics’, which directly 
corresponded to the different categories of the human 
activities. P.C. Ribeiro et al [6] addressed the problem of 
recognizing the short-term human activities (Active, 
Inactive, Walking, Running, and Fighting) from a video 
sequence. This method basically focused on three 
fundamental issues: designing a human activity classifier, 
performing of feature selection and defining the structure of 
the classifier. They used, Bayesian for designing a classifier, 
Gaussian mixture for feature selection with the Bayesian 
classifier, and adequate to cope with complex data 
distribution [6].  

Motion is the most important source information for the 
recognition of human activities. S. Ali et al [7] presented the 
utility of kinematic feature derived from motion information 
for the purpose of human activity recognition in videos, in 
which the computed the dominant kinematic modes from 
the optical flow by performing the Principal Component 
Analysis (PCA) on each kinematic features, and then nearest 
neighbor classifier used for the activity recognition.  

Activity recognition is a hot topic in context-aware 
computing. The author of [8] proposed a semi-supervised 
algorithm for activity recognition. The segmentation process 
is needed for activity recognition. In [9] the author proposed 
an algorithm for moving object segmentation based on 
histogram. The algorithm consisted of YUV color model 
based on distance formula to differentiate the background 
from the foreground in moving objects. The author of [10] 
proposed morphological dilation algorithm for weed leaves 
category recognition. The simplest approach involves 
subtracting the current frame from the known background. 
In [11] the authors have presented a new algorithm that 
represents each pixel in the frame by a group of cluster, then 
the incoming pixels is matched against the corresponding 
cluster group and the backgrounds are classified according 
to the matched pixels with the clusters. 

Some of the existing works [2, 4] have the problem of 
speed, because in their method they processed multi-
dimensional features, which causes of low efficiency. The 
purpose of this paper was to develop an efficient algorithm 
for the human activity recognition that was not an 
autonomous robot system but to investigate a real time 
machine vision system. The algorithm was tested on six 
different types of human activities (Side, Jack, Run, Bend, 
Right hand Wave, and Skip) that gave a reliable accuracy 
and efficiency. The average accuracy and efficiency of the 
proposed algorithm for activity recognition is 80.83 % and 
302.2 ms respectively. We used Matlab for implementation 
on Pentium4 desktop equipped with a 2.5 GHz Dual Core 
processor and 3 GB RAM. 

III. MATERIALS AND METHOD

The proposed recognition algorithm consists of video 
image segmentation (Pre-processing), feature extraction (i.e. 
watershed transformation), and recognition via the addition 
of the pixels, which are selected randomly at the feature 
extraction stage. Fig.9. shows the whole process of the 
proposed method.  

A. Video Image Segmentation (Pre-procesing) 
In this stage the activity of the human is divided into 

number of frames and converted into image format. The 
color images of the video are converted from RGB to gray 
and then to binary for fast and easy processing. An image 
segmentation step is conducted to divide the image into two 
classes i.e. foreground (activity of the human) and 
background (empty frame). 

Dilation is one of the basic operations in mathematical 
morphology. The simplest used of dilation is for eliminating 
irrelevant or hidden details (in term of size) from a binary 
image and make the object larger that is obtained by 
merging multiple objects. In dilation first the image has 
been expanded to binary and then to complete lattices that 
usually use a structuring element (Mask/Template/Kernel or 
Window) for expanding the shapes contained in the input 
image. The size of the structuring element must contain odd 
number of rows and odd number of columns, i.e. 3 x 3, 5 x 5 
or 7 x 7 and so on. Because during the dilation process only 
the middle pixel interact with the corresponding pixel of the 
image. The interested pixels of the neighborhood are 
designed by the structuring element of the dilation that 
applied the appropriate rule to the pixels in the 
neighborhood and assigned a value to the corresponding 
pixel in the output. In dilation process the structuring 
element moved upon the corresponding image. When the 
value of the pixel in background is exactly equal to the 
value of the middle pixel in the structuring element, then the 
values of those pixels becomes to ‘1’ and in this way the 
image becomes larger. The structuring element for the 
proposed algorithm is designed as:

False   True   False 
True    True   True 
False   True   False 

In the dilation process the binary image of the human 
activity class is dilated by a structuring element i.e. for 
dilating an image the above structuring element (filter/mask) 
of size 3x3 move pixel by pixel upon the given image, so in 
this way the unnecessary details have been removed from an 
image and the image became more enhanced for fast and 
easy processing. The general syntax for dilation is given in 
Eq.1. 

The ‘I’ represents an image while ‘S’ is used for 
structuring element. The Graphical User Interface (GUI) was 
developed in Matlab that showed the original frame, 
processed frame and the results of the proposed algorithm. 
The frame resolution was 240 pixel rows by 320 pixel 
columns. 

Fig.2. showed the complete concept of the dilation that 
has been used for enhancement and noise removing. 

(1)
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B. Feature Extraction  
After segmentation process the next stage is feature 

extraction. In this stage some of the features have been 
selected randomly by using watershed transform. The 
watershed transform is used to extract the boundaries of the 
given image of the high pixel value. The general syntax of 
the watershed transformation is give an: 

Output = watershed (A) 

Here ‘A’ is dilated (segmented) image. The output of the 
above equation has been shown in Fig.3.•

The concept of watersheding is just like the dam 
construction which is used to compute a label matrix 
identifying the watershed regions of the input image A. The 
values of the output images are integer that are greater than 
or equal to 0. When the value of the elements is labeled to 0, 
then those do not belong to a unique watershed region. 
These are called “watershed pixels”. When the elements are 
labeled 1, then belong to the first watershed region, when 
the elements are labeled 2, then belong to the second 
watershed region and so on. By default, watershed uses 8-
connected neighborhoods for 2-D inputs. For higher 
dimensions, watershed uses the connectivity [12] and is 
given as:  

CONNDEF (NDIMS (A), 'MAXIMAL'). 

The watersheding transformation (that is in geography 
called ‘dam construction’) consists of the following steps.  

• To find the low gray scale pixel in the image. Fig.4 (a). 
• If we keep a drop of water on that pixel which has a 

high gray scale and it will move only one direction i.e. 
towards that pixel which has a low gray scale. Fig.4 
(b).  

• If we keep a drop of water on that pixel which has a 
high gray scale and it will move all the directions
which have low gray scale intensities from that pixel. 
Fig.4 (c) 

C. Recognition (Classification)  
After the selection of random values by watershed 

transform, all the values were added that used for recognition 
of the human activity. All the random have been added by 
using the Eq.2. 

Where ‘M’ and ‘N’ are the number of rows and columns 
respectively, and ‘i’ and ‘j’ indicate the intensity value of a 
pixel at x and y coordinates. For recognition the activity of 
the human, all the pixel values of the following frame have 
been added and then finally the decision has been taken on 
the behalf of the calculated value shown in Fig.5. 

The proposed algorithm that involves dilation followed 
by watershed transform required a series of steps to 
demonstrate how it worked. First, the video Camera captured 
the video, which was connected to a CPU through parallel 
ports, and then forwarded it to CPU. Then the CPU 
processed the video using the proposed algorithm (dilation 
followed by watershed transform). Through the proposed 
algorithm the activity of the human can easily be recognized.

IV. RESULTS AND DISCUSSION

In the proposed algorithm six different types of activities 
(named: bend, jack, run, side, skip, and wave) have been 
recognized.  In each category there are same activities 
performed by 10 different people. Each activity consists of 
about 70 frames. So the whole database contains of 420 
images. First the video is divided into number of frames and 
then background is removed, and then the morphological 

(2)

Watershedded Image Dilated Image 
Fig.3. Random value selection by watershed transformation 

Watersheded Image
Fig.5. Random value selection by watershed transformation

               (a)                                        (b)                                        (c)

Fig.4. The watershed concept 

Dilated Image Foreground Image      
(Subtraction of the Background) 

Original Image Background 

Origin of the Morphological 
Mask (Structuring Element)

Fig.2. Segmentation Stage (Dilation of the image) 
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dilation has been applied for noise removing and for image 
enhancement used to make the algorithm efficient one. Then 
for feature extraction the watershed transform has been 
applied, through which some of the random values have been 
selected. After applying watershed transform all the selected 
values have been added for activity recognition. For training 
some of the values that were extracted by watershed 
transform have been selected from 170 images. The 
algorithm has been tested by using those values which were 
selected during the training stage. Fig.6. and 7, and Table I 
and II show the accuracy of the each category. 

TABLE I. ACCURACY RESULSTS OF DIFFIRENT ACTIVITIES               
USING THE PROPOSED   ALGORITHM

Activity Type Results found Correct (%)  
Side 80 
Jack 78 
Run 75 
Bend 90 

Right Hand Wave (RHW) 92 
Skip 70 

TABLE II. EFFICIENCY RESULSTS OF DIFFIRENT ACTIVITIES             
USING THE PROPOSED   ALGORITHM

Activity Type Results found Correct (ms) 
Side 210.5 
Jack 250.9 
Run 350.8 
Bend 400.4 

Right Hand Wave (RHW) 390.6 
Skip 210.0 

In Table I and II the accuracy and efficiency of each 
category have been determined by applying the proposed 
algorithm upon the database of 6 different style of activities 
(consists of 420 images (70 frames of each), from which we 
determined the accuracy and efficiency of each category by 
adding the pixels of all the processed database of images. 
The algorithm gave reliable accuracy and efficiency. 

It is obvious from Fig.8 that our approach is comparable 
to the existing one. But the existing work [2] consisted of 
three stages, segmentation, feature extraction (using 
Principal Component Analysis) and recognition (using 
Hidden Markov Model). PCA and HMM consisted of the 
following steps:  

• Generating the data set. 
• Finding mean and subtraction of mean.  
• Finding covariance.  
• Finding the eigenvectors. 
• Deriving the new data set (means finding the 

projection of the eigenvector). 
• Classification using HMM, which is too much 

complex that needs a huge number of parameter. For 
example the number of parameters that are evaluated 
in three-state HMM is 15, and the number of 
parameters that are evaluated in a four-state HMM 
with five continues channels are 50 [13].  

The existing work also process much parameters, so the 
processing time for finding all these parameters is very much 
high. Our proposed method only processes a scalar value (0-
dimentional) for classification. So in-terms of efficiency our 
proposed method is the efficient one (302.2 ms) from the 
existing one. 

V. CONCLUSION

In this paper we have presented an algorithm for human 
activity recognition based on morphological dilation 
followed by watershed transform. The proposed consisted of 
three stages, segmentation, feature extraction, and 
recognition. Morphological dilation is used for segmentation 
stage, for noise removing and for image enhancement. 
Watershed transform has been used for feature extraction 
stage, which selects random feature from the image. Finally 
the activity has been recognized by adding the selected 
features by the watershed transform. The recognition 
performance of our method has been compared with the 
existing method using Principle Component Analysis (PCA) 
to derive activity features, which give comparable results. 
But in-term of efficiency, our algorithm was much faster 
than the existing work. The average accuracy 80.83 % and 
efficiency 302.2 ms of the proposed algorithm for 
recognition was obtained. The dataset for testing have been 
taken from [14]. 

In our method the activity is recognized based on the 
addition of the selected pixels. So the future work is needed 
to evaluate our method through other popular classifiers.   

Fig.8. Comparison with existing one [2] 

Fig.6 Accuracy of recognition 

Fig.7 Efficiency of recognition 
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Fig.9. The whole process of the proposed method tested on different activities

Segmentation Stage 

DD
ee cc

ii ss
ii oo

nn
SS tt

aa gg
ee

Feature Extraction 
Stage Original Frame 

2010 International Conference on Electronics and Information Engineering (ICEIE 2010)

V2-437 Volume 2




