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Abstract—Sensor fusion became a powerful scheme to
recognize the daily life activities in smart homes. This paper
proposed a multi-strategy approach to overcome the challenges
of accuracy and efficiency. We design a model to integrate k-
Nearest Neighbor (KNN, k=5) technique and Bayes classifier
for recognizing the activities of daily living. There are three
stages of this model. The first stage is used to reduce the search
space by discovering the useful regions. A Bayes classifier is
utilized in the second stage to refine the degree of beliefs. The
confidence values have been denoted by the output of the
Bayes classifier. Finally, max rule has been applied to fuse
confidence values. The proposed model has been evaluated on
five different types of activities from Place Lab dataset
(PLIAl). We compare our Multi-strategy approach with the
Naive Bayes Classifier and get 9% higher accuracy and 186 ms
faster execution time.

Keywords-component; k-Nearest Neighbor (kNN); Bayesian
Classifier; Sensor Fusion.

I.  INTRODUCTION

Smart environments focus on supporting the daily life
activities. The nomenclature of Smart environments has two
major spaces, Ambient Spaces and Smart Spaces [1].
Depending on the purpose, ambient spaces have different
computing configurations. In. Ambient Spaces, sensors are
placed at exact locations to support the activities of daily
living. Locating the sensors becomes a big challenge for the
“whole-home” environment [2]. Smart Spaces are well
equipped with the heterogeneous types of sensors. They also
support the ability to transfer the computational resources at
any point within the environment [1]. Furthermore, they
support the true setup without disturbing the user’s daily life
and are totally invisible. Recognizing which activity is
performing is a complex and challenging task in the Smart
Spaces.

Sensor fusion plays an important role in recognizing the
daily activities to fuse the different sources of information.
The collected information from individual sensors has
different representation, different level of abstraction and
diverse in nature [3]. In the past, the researchers have
investigated in - fusion techniques; e.g., agent based
communities [4], Bayesian fusion by local approaches [5, 6]
and rough set method [7]. We have also proposed Multi-
strategy Bayesian approach for sensor fusion. In this model,
heterogeneous sensors data is fused to recognize the
activities.

We' used the dataset in which environment is
continuously monitored. A bulk of information is collected
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after some instance of time. To process the cumbersome
information has high computational cost. By applying the
KNN technique, relevant features have been highlighted as a
useful region. It reduced the computational cost. It made the
basis for Bayesian inference process and corresponds to the
base classifier.

The Bayesian approach is a powerful probabilistic model
for fusing the homogeneous and heterogeneous information
[5]. Estimated probabilities depend upon the information
sense by the different sensors. The complexity of Bayesian
model tasks increases exponentially with the number of
sources [8]. For getting the high accuracy to recognize the
activities it requires the initial knowledge of many
probabilities. In this process .degree of belief about the
certain type of hypothesis is built. Finally, the confident
results of each sensor are selected by the max rule.

Our focus is to explore the Smart Spaces' with respect to
supporting the activities of daily living. Our approach is
able to recognize the activities accurately and provides the
results in reasonable time. The objective of this paper is to
resolve the two major challenges including the accuracy and
computational cost.

For empirical evaluation, we implemented our idea on
the standard place lab dataset. Our results showed that the
multi-strategy approach is more accurate and efficient. We
believe that our experimental test bed is useful for further
research in the area of sensor fusion. In the context of this
paper we proposed our initial model for sensor fusion.

We structured our paper as followings: Section II
presents some of the existing approaches for Bayesian
inference modeling. Section III presents our new approach
for sensor fusion. In Section IV, we introduce our practical
results followed by discussion. And finally the conclusion
and future work are drawn in Section V.

II.  RELATED WORK

The authors of [S] proposed a framework to overcome
the challenge: of heterogeneity of sensors information
representation. They provided a technique to handle with the
uncertain, redundant and time sensitive information. In
their technique, agents communicated with each other and
posse’s useful information for decision making purposes.

The authors of [9] presented a local approach for
Bayesian fusion. Local Bayesian fusion based on coarsening
and restriction techniques. They focused on coarsening and
modeled successfully their architecture on the real world
criminal investigation process. Their technique was valid in
the both top down and bottom up approach for building the
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~ fmiom model. The drawback of this technique is finding out
M quantities of interest locally so global view space which
e the useful information may be missed.

e authors of [5] also presented a local Bayesian fusion
for the reduction of storage and computational
m Task specific prior knowledge and sensory information
wmme wsed to build local Bayesian setups in a flexible and
bllemn specific manner. Usmg the concept of misleading
_ gwallemce. the most suspicious elements of the space were
 WlsiSied They claimed that their technique is more flexible
% eseating the setup for fusion under the consideration of
‘mdisemation.

. ¥%e authors of [10] rephrased this problem in terms of
. e smmimization of an:objective function. They developed
M smd DN methods to improve the results. In the IN
swled they assumed that the validation variables are
imsfitionally independent. While in DN method these
iigsidlie are dependent on each other.

e authors of [7] used rough set theory for attribute
lsemon of the data. First the uncertain and redundant
slemation of the dataset were removed. Attributes were
ieed by calculating the importance of each attribute.
gl thcy applied classifier fusion method for high
Wmescy in the results.

Sweme of the existing work [5, 9] have the problem of
gaeacy because they search information locally. The
of this paper is to develop an efficient model for
daily life activities in Smart Environments. This
‘el was evaluated on five different types of activities and
miisced reliable accuracy and efficiency.

[II. THE PROPOSED APPROACH

e proposed approach for recognizing the activities of
jle Bwing is comprised of three stages. At the first stage
e spplied partially k-Nearest Neighbor technique. The
we of this stage is to reduce the number of classes and
MW shose feature vectors in search space which are more
‘stewanz. with the current feature vector. At the second level
amd posterior probabilities of the useful regions are
to update the degree of beliefs. Finally, we use
mux rule to fuse the information for decision making
Fig. 1 shows the complete architecture of the

Dwscovery of useful Regions
ﬂ » impossible to extract the desired information
‘ v and completely from - a single source [5].
yon is scattered in the whole search space. It is
' to find all those regions which contain the
W information. It reflects the relationship between the
m mstance and training instances of sensory
Instance-based learning techniques are
used such as nearest neighbor and locally
W regression [11]. k-Nearest Neighbor technique has
M stages; the first is the determination of the nearest
m and the second is the classification using those
[12]. The uniqueness of our proposed approach is
e, classification is the slow process in this technique. That

Fig.1. Architecture of the Sensor Fusion

is the reason why we have not performed classification at
preprocessing stage. We only find the relevancy between the
instances and take those one which are more similar with
the current one. Assume “f," is the feature vector, which
discovers the most relevant instances in complex feature
space®“fs”.

(1)

fo(xi) < fs(xn)

Euclidian distance has been used to find the relevancy of
real value instances [11]. By calculating the distance of “f,”
to instances of “f;”, it discovers those feature vectors which
are closer to the relevant features.

2

03

dy = [Sua o) = i)

Distance is calculated by the i® feature vector x; with the
training examples x;. Based on this structure most relevant

instances are obtained.

Input: training set T, current instance X, relevancy threshold
R, number of sensors S
Output: relevancy matrix
Begin
while each Training Set T, do
compute (index,S) := square(sensorData(index,S)-
x(index,S))
compute (index,S) = ¥, (T, x;)
end
compute := sort (compute,S+1)
relevancyMatrix := Top R rows (compute)
End

Fig.2. Algorithm for useful regions

B. Bayesian Inference Process

After finding out the more relevant instances, useful
regions are highlighted. For gaining the confidence, we
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refine our beliefs more precisely by multiplying the prior
knowledge and maximal likelihood for a particular instance.
Assume that we have “S”number of information sources and
“d” is  the information = that contains like
d :=d,,d;,ds, ..., ds. At this stage, the information “d” is
only useful information which is more relevant to the
current feature vector. We want to find the more precise
information and infer the optimal decision extracted from
the individual sources “S”. Assume we have “C” sets of
classifiers (C;,C,,Cs,...,C,) and want to prune the
information for these classes. Then the confidence P(C/d)
determined by the certain observed vector d is:
P(d|Cy,€2,C3,.-Cn)P(C)

P(dydzds,..dn) ©)

where P(d; d, ds, ...d,) denotes the prior probability of
data and we drop this, because it is a constant and
independent of class labels. By this way, it brings about:

P(Cldl,dz, d3 e dn) = P(dlCl, Cz, C3, ...,Cn)P(C).

P(Cldl,dz, d3 e dn) =

)

Thereby, P(d|Cy,Cz,Cs,...,C,) is the likelihood
function. Confidence is the product of prior knowledge and
maximal likelihood information of each sensor.

Input: Relevancy Matrix RM
Output: Confidence against each sensor with the class label
Begin
for Each sensor in RM, do
uAttribute = unique(RM(data,sensor))

for Each uAttribute in sensor, do
Calculate prior Probabilities
Calculate maximal likelihood Probabilities

end
confidenceMatrix € prior*maximal likelihood

end
End

Fig.3. Algorithm for Bayesian Inference
C. Final Fusion Step

The output of the Bayesian inference process is the
confidence value and it has very clear inference about the
class labels. Input sources are independent of each other and
contain the confidence about the certain classes. Several
fixed combining rules are used but they depend on output
values of the base classifier [13]. As we have “C” classes
(after getting the useful regions) and each class has “7”
confidence - value for ‘different classes. We select the
confidence of each class against “f,,” with the help of max
rule as below:

YioD, = max (Ti(Cj)) )

In Eq.5 is the decision vector which selects the most confident value
from each prune class.
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IV. RESULTS AND DISCUSSION

For recognizing the daily life- activities in the Smart
Spaces, we fused sensor information for this purpose. We
use Place Lab Intensive Activity 1 (PLIA1) dataset that was
recorded in MIT Place Laboratory [8]. Place lab is the real
smart home where everyday activities can be observed and
recorded for the experiments. It is true environment for
developing the ubiquitous computing technology. Sensing
devices are integrated into the architecture of the home. It
contains-one bedroom, dining area, kitchen, two bathrooms
and small office [8]. A volunteer was performing the
common house hold activities during the four hour period. In
that time, volunteer preparing two recopies, dish washing,
cleaning, laundering, office working, studying and light
cleaning around the apartment [2]. For our experiment, we
recognized five macro activities as depicted in Table I.

TABLE L LIST OF ACTIVITIES
Daily life activities

Relaxing
Dish Washing
Meal Preparation

Laundry
Cleaning

We use the 7 different types of environment sensors data
place at 44 different locations. Table 5 shows the name of the
sensors and their quantities.

TABLE II.  LiST OF ENVIRONMENT SENSORS
Type of Sensors Qty

Humidity Sensors 10

_Light Sensors 6
Temperature Sensors 6
Pressure Sensor 1
Current Sensors 8
Water Sensors 8
Gas Sensor 1

Humidity sensors measure in RH (Relative humidity)
between 0% and 100%. There are 10 active humidity sensors
located at different positions. Fig:4 shows the plotting of
humidity sensor data. Descriptions about the dataset are
briefly explained in the dataset documentation which is not
the part of this paper discussion. Light Sensors measure
irradiance in between 0.020 to 1.21 and its unit ismW /cm?.
Fig.5 shows the plotting of light sensor data. Total seven
types of sensors were placed during the collection of dataset.

Fig.4. Humidity Sensor data
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#we sensors have different measurement units and
%sales ,

Bs Fig 4 and 5 show the data visualization of the one
that have been collected by the Humidity and Light
. respectively. Before we present our Multi-strategy
recognition results, let us show the single classifier
for daily life activities recognized by the simple

W Bayes Classifier.

L L L
200 250 300 450

Fig.5. Light Sensor data

 EMBLE I  INDIVIDUAL ACCURACY RATE OF NAIVE BAYES

, CLASSIFIER
Jesivity Type 1 2 3 avg.
% 0.8991 0.8273 0.5346  0.7537
o
ashi 0.5494  0.5652 0.5124  0.5442
0.5975 0.5975 0.6731  0.6227
0.6440 0.6483 0.6935  0.6619
0.4798 0.4922 0.5519  0.5080

TABLE IV. INDIVIDUAL EFFICIENCYRATE OF NAIVE BAYES

CLASSIFIER
1 2 3 avg.
654.41 655.32 657.16  655.63
650.68 657.68 654.50  654.29
656.47 653.07 ©657.92  655.82
654.83 658.76 65731  656.97
659.75 658.83 656.64  658.40

& Table IIT and IV show the accuracy and efficiency of

k category, respectively. One third portion of the dataset

wd for testing and validation while seventy five percent
i have been used for the training purpose.

ik Wisking Ml geeparstion  Lunedey ey

Fig.6. Accuracy of Naive Bayes classifier

Fig.7. Efficiency of Naive Bayes classifier

In the Fig. 6 and 7 accuracy and efficiency of each
activity have been determined by applying the Naive Bayes
classifier for one hour data. In Multi-strategy approach, first
discovers the relevant features on the basis of relevancy.
Then inference process has been applied to build the
confidence about the certain beliefs for improving the
accuracy. Finally, max rule has been applied to recognize the
activities. Fig. 8 and 9 show the accuracy and efficiency of
each activity.

TABLE V. INDIVIDUAL ACCURACY RATE OF MULTI-STRATEGY
APPRAOCH
Activity Type 1 2 3 avg.
Relaxing 0.7500 0.8000 0.7833  0.7782
Dish Washing 0.6833 0.6385 0.7258  0.6825
Meal preparation 0.7666 0.7166 0.7285  0.7372
Laundry 0.7400 0.7600 0.7200  0.7400 -
Cleaning 0.6666 0.6667 0.6500  0.6611

TABLE VI.  INDIVIDUAL EFFICIENCYRATE OF MULTI-STRATEGY

APPROACH
Activity Type 1 2 3 avg.
Relaxing 576.97 577.92 558.50  571.13
Dish Washing 580.65 576.76 57765 578.31
Meal preparation 426.01 250.95 604.65 427.27
Laundry 42333 423.31 42339 42349
Cleaning 350.63 34751 349.56  349.23

Table V and VI show the accuracy and efficiency of each
activity determined by applying the proposed Multi-Strategy
Bayesian Model. One third portion of the dataset is used for
testing and validation while seventy five percent data have
been used for the training purpose.

Fig.8. Accuracy of Multi-Strategy Bayesian Model
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Fig.9. Efficiency of Multi-Strategy Bayesian Model

In the Fig. 8 and 9 accuracy and efficiency of each
activity are determined by applying the proposed model for
one hour data. We compare our Multi-strategy approach with
the simple Naive Bayes Classifier and get 9% higher
accuracy.

EETEE Mokating Appesinck i
- RS A Vot Kirategy Approah

Avewracy in prevenioge

¥
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Fig.10. Comparison of Accuracy Rate

. Exivting One
0 4 R ol Brateny Appent

Welnxing uuwum. Maat Praparation.  Laundiny

* Fig.11. Comparison of Efficiency Rate
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From Fig. 10 and 11, it is obvious that our approach is
more accurate. Simple Naive Bayes classifier is too-much
complex and time consuming. Our proposed method
processes only selected features and fuses the individuals for
identification of daily life activities in Smart Spaces.

V. CONCLUSION AND FUTURE WORK

Our instance based learning technique K-nearest
Neighbor reduced the complex search space by finding the
relevancy in the feature vectors. Uniqueness of our idea is to
get only relevant features with the help of kNN and then
Bayesian inference process is used for calculating the

confidence values. We classify the feature vectors on the

basis of gained confidence and fuse the information with the
help of Max rule. The experimental results demonstrate the
considerable improvement in the execution time. Our
proposed strategy is able to get the average accuracy 70.98%
and 469 ms average time for recognizing the daily life
activities. This test bed will help to cross validate the new
techniques in the area of sensor fusion for Smart
Environments. Our future work will focus on proposing
stable frameworks and models for sensor fusion. We plan to
explore and compare other fusion techniques that can be
applied to sensor fusion in Smart environments.
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