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Abstract: The accuracy of the video-based AR depends 

significantly on the performance of human body 

segmentation. Automatically human body segmentation is 

one of the most important and challenging issue in the 

field of computer vision and pattern recognition for u-Life 

care. Existing methods often involve modeling of the 

human body and/or the background, which normally 

requires extensive amount of training data and cannot 

efficiently handle changes over time. Recently, active 

contours have been emerging as an effective segmentation 

technique in still images. In this paper, we propose to 

adapt an active contour model that segments the dynamic 

images automatically, which is robust to illumination and 

clothing changes, typical issues in practical Activity 

Recognition systems. The experimental results of our 

approach show good segmentation results.  
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1. INTRODUCTION  

Automatically human body segmentation is one of the 

most important and challenging issue in the field of 

computer vision and pattern recognition for u-Life care. 

One of the main targeting services of u-Life care is to 

enable people to live independently longer through the 

early detection and prevention of chronic disease and 

disabilit ies. Computer vision, emplaced wireless sensor 

networks (WSN), and body networks are emerg ing 

technologies that promise to significantly enhance 

medical care for seniors living at home in assisted living 

facilit ies. With these technologies, we can collect video, 

physiological, and environmental data, identify  

individuals’ activ ities of daily living (ADL), and act for 

improved daily medical care as well as real-t ime reaction 

to medical emergencies. Overall, pro jected benefits 

include greater independence for the elderly, lower 

medical costs through reduction in hospital and 

emergency room visits, improved health, and via 

longitudinal studies, increased understanding of the 

causes of diseases and the efficacy of their treatment. 

Activity recognition can be applied to many applications 

which can roughly be grouped into four general domains, 

namely smart surveillance, virtual reality, advanced user 

interfaces, and mot ion analysis. 

The accuracy of the video-based activity recognition 

depends on the accuracy of the human body 

segmentation. To segment the human body automatically, 

is one of the main and important issue in the field of 

computer vision and pattern recognition. Many existing 

works have the problems of segmenting the human body 

automatically from the background [1]. In our previous 

work [2], we also have the problem of segmenting the 

human body automatically from the background; we just 

subtracted the empty frame from activity frame to 

segment the human body as shown in Fig.1.  

 

 

 

 

 

 

 

 

 

 

The author of [3] developed an algorithm for image 

subtraction for real t ime moving object. In their method 

they have obtained the motion mask by applying 

background subtraction and consecutive frame 

differencing, and then finally  updated the background by 

using noise reduction operator that facilitate the result of 

moving object ext raction. The limitat ion of this work is 

that it cannot work for static activities  (like bending, 

jacking, hand waving etc.), because in these types of 

activities the human body have the same position. If we 

will subtract the consecutive frames from each other, then 

it will lose a lot of information. In [4], the author 

presented a method for real time background 

segmentation. In his method he represented each pixel in  

the frame by the group of clusters and the clusters are 

ordered accordingly, due to which the background has 

been modeled and adapted to deal with background and 

lighting variations. So by this way the incoming pixels are 

matched with the clusters to classify that weather the 

corresponding pixels belongs to the part of background or 

not. The limitation of this work is that, it cannot provide 

better result for human activ ity recognition, because the 

output of this work is like the output of edge detection 

which loses a lot of depth informat ion that is related to 

human activity. The objective of this paper was to cover 

the limitations of the above methods and was to develop a 

new algorithm that can easily segment foreground (human 

body) from the background. 

 

2. METHODOLOGY  

The accuracy of the video-based AR depends 

significantly on the performance of human body 

segmentation. Object segmentation is the process of 

separating the objects of interest (human body) from the 

rest of the image (the background). Methods for object 

segmentation are often applied as the first step in many 

systems and therefore a crucial process. In the field of 

image segmentation, since it was first introduced by [5], 

Active Contour (AC) model has attracted much attention. 

Recently, Chan and Vese (CV) proposed in [6] a novel 

form of AC based on the Mumford and Shah functional 

for segmentation and the level set framework. Unlike 

Fig.1- Segmentation based on subtracting empty 

frame from the activi ty frame  
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other AC models which rely much on the gradient of the 

image as the stopping term and thus have unsatisfactory 

performance in noisy images, the CV AC model does not 

use the edge information but utilizes the difference 

between the regions inside and outside of the curve, 

making itself one of the most robust and thus widely used 

techniques for image segmentation. Its energy functional 

is defined by 
2 2
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where x (the image plane) 
2R , :I   is a 

certain image feature such as intensity, color, or texture, 

etc., and inc
 and outc

 are respectively the mean values of 

image feature inside 
 ( )in C

 and outside  ( )out C
the 

curve C , which represents for the boundary between two 

separate segments. Considering image segmentation as a 

clustering problem, we can see that this model forms two 

segments (clusters) such that the differences with in every 

segment are min imized. However, the global min imum of 

the above energy functional does not always guarantee the 

desirable results, especially when a segment is highly 

inhomogeneous, e.g., human body, as can be seen in  Fig. 

2(b). The unsatisfactory result of the CV AC in this case 

is due to the fact that it is trying to minimize the 

dissimilarity within each segment but does not take into 

account the distance between different segments. Our 

methodology is to incorporate an evolving term based on 

the Bhattacharyya distance to the CV energy functional 

such that not only the differences within each region are 

minimized but the distance between the two regions is 

maximized as well. The proposed energy functional is  
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: R  the level set function, and 
(·)H

 and 

(·) (·)H 

 respectively the Heaviside and the Dirac 

functions [8]. Note that the Bhattacharyya distance is 

defined by 
 log ( )B C

 and the maximization of this 

distance is equivalent to the min imization of 
( )B C

. Note 

also that to be comparable to the ( )F C  term, in our 

implementation, 
( )B C

 is mult iplied by the area of the 

image because its value is always within the interval [0,1]  

whereas ( )F C  is calculated based on the integral over the 

image plane. In general, we can regularize the solution by 

constraining the length of the curve and the area of the 

region inside it. Therefore, the energy functional is 

defined by 

( ) | ( ( )) | ( ( )) ( ) (1 ) ( )E C H d H d F C B C     
 
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where 
0 

 and 
0 

 are constants. 

The intuition behind the proposed energy functional is 

that we seek for a curve which 1) is regular (the firs t two 

terms) and 2) partit ions the image into two regions such 

that the differences with in each region are minimized  

(i.e ., the 
( )F C

 term) and the distance between the two 

regions is maximized (i.e., the 
( )B C

 term). 

The level set implementation for the energy functional 

in (5) can be derived as: 
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where inA
 and outA

 are respectively the areas inside and 

outside the curve C . 

As a result, the proposed model can overcome the CV 

AC’s limitation in segmenting inhomogeneous objects as 

shown in Fig. 2(c), yielding the body detector more robust 

to illumination changes and clothing. 

 

      
            (a)                         (b)                       (c) 

 

Fig.2- Sample segmentation of inhomogeneous  body-

shape object using active contours. (a) Initial contour, 

(b) result of CV AC, and (c) result of our approach. 

The CV AC fails to capture the whole body whereas 

our approach can. 

 

3. RES ULTS AND DIS CUSSION  

In order to evaluate the proposed algorithm, we used a 

publicly availab le dataset [9]. In this dataset, video clips 

of nine activities were recorded, namely “bend”, “jack” 

(jumping-jack), “jump” (jumping forward on two legs), 

“run”, “side” (gallopsideways), “skip”, “walk”, “wave1” 

(wave-one-hand), and “wave2” (wave-two-hands). Each  

activity was performed by nine different people. The 

frame size is 144 x 180. The proposed segmentation 

approach aims for human body extractions automatically  

that will be used for human activity recognition. Human 

body segmentation in video data is done frame-based, 

which means that the active contour evolution in a certain 

frame is performed independently of other frames. The 

only utilized information is the final contour obtained in 

the previous frame which will be used to determine the 

initial position of the active contour in the current frame. 

The process is outlined as follows.  

- The init ial contour is selected as an ellipse with major 

axis along y-axis and of length 50 and minor axis  

along x-axis and of length 20. This in itial shape will 



 

be the same for all frames in this experiment and 

other similar experiments in this paper; only its 

center’s location varies.  

- In each video, the first frame is segmented using 

manual initialization such that the initial contour is 

close to the object. 

- From the second frame, the position of the initial 

contour’s center in the current frame is the mass 

center (mean value) of points along the final contour 

in the previous frame. For example, suppose that 

along the final contour of frame ( 1)k  , there are N  

points 
( ) ( )( , ), 1...k k

i ix y i N . Then, the center 

( 1) ( 1)( , )k k

x yc c 
of the initial contour in frame (K+1) 

is calculated as 

( 1) ( 1) ( 1) ( 1)

1 1

1 1
;

N N
k k k k

x i y i

i i

c x c y
N N

   

 

    

Some sample segmentation results on images of different 

activity videos are shown in Fig.3. We can see that the 

proposed model with the above-described scheme works 

well with “dynamic” activ ities such as “skip”, or “run”, or 

“walk”. In our previous work [10], the proposed 

technique works well on “static” activities such as “bend” 

or “wave”. However, for “dynamic” activit ies such as 

“run”, “skip”, or “walk”, it fails to capture the whole body 

correctly. In this paper we have presented the qualitative 

segmentation results and the quantitative evaluation will 

be performed indirectly via the accuracy of the activity 

recognition system that is the future work of this paper. 

The overall segmentation results of the proposed 

algorithm on different video activities are g iven in Fig.3.  

 

4. CONCLUS ION  

This paper has presented an active contour model for 

human body segmentation from video data. Like other 

AC models, when applied to video data where the 

background environment is much more arb itrary  

compared to that of the medical imagery, it requires a less 

relaxed init ialization scheme, i.e., the init ial contour 

should be close to the object in order to correctly 

converge. A straightforward way is to use the 

segmentation result in the previous frame. Specifically,  

the mass center of points along the final contour 

(corresponding to the object boundary) in the previous 

frame is used as the center of the initial contour in the 

current frame, and also used as the center of the of the 

initial contour in the current frame As a result, the 

proposed AC model with this initialization scheme can 

correctly automatically segment the human body in both 

“static” and “dynamic” activ ity videos. 

The proposed algorithm works well for both still and 

dynamic activ ities, but for some static activit ies like 

bending activity, it cannot segment the human body well, 

because in this algorithm we move the initial contour up 

and down (means x and y direction), due to which the 

final contour expand, which move downward. This is the 

limitat ion of the proposed model, the output is given as: 

     

In future we will try to modify the proposed technique 

to solve the above problem and will try to segment the 

human body from every type of still and dynamic  

activities. 
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Fig.3- Segmentation results of different types of activities (skip, run, and walk). The blue circle is the 

initial contour and the red one is the final contour for the current frame.  


