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ABSTRACT 
Existing models of the Trust-Aware Recommender System (TARS) 
build personalized trust networks for the active users to predict 
ratings. These models have reasonable rating prediction 
performances, while suffer from high computational complexity. 
One solution is to utilize the global rating prediction mechanism 
for TARS, in which an intuitive assumption is that more reputable 
recommenders give more accurate recommendations. In addition, 
due to the scale-freeness of the trust network, some users have and 
continuously have superior reputations than others. However, we 
show via comprehensive experiments on the real TARS data that 
the recommendations given by recommenders with higher 
reputations do not tend to be more accurate. Furthermore, even 
the recommendations given by the recommenders with superior 
high reputations do not tend to more accurate. Our experimental 
study provides promising directions for the future research on the 
rating prediction mechanism of TARS.   

Categories and Subject Descriptors 
F.2 [Theory of Computation]: Analysis of Algorithms and 
Problem Complexity.  

General Terms 
Algorithms, Experimentation 

Keywords 
Reputation, rating prediction accuracy, global rating prediction 
mechanism, trust-aware recommender system 

1. INTRODUCTION 
The Trust-Aware Recommender System (TARS) suggests the 
worthwhile information to the users on the basis of trust. Though 
existing models of TARS have reasonable rating prediction 
performances [1-10], their computational cost is high: they search 
each user’s trusted users, and build their personalized trust 
networks. The computational complexity is ( )dO k , where k is the 
average degree of the trust network and d is the trust propagation 
distance.  

One way to reduce the computational complexity of the existing 
TARS models is to build the global rating prediction mechanism. 
The basis is to find the reputable recommenders in TARS, and use 
their recommendations to find the valuable information. A 
reputable recommender means this recommender has high 
reputation in the trust network, in which reputation is what is 
generally said or believed about a person’s or thing’s character or 
standing [11]. The global rating prediction mechanism is highly 
efficient: its computational complexity is only ( )O C , where C is 
a constant. it is much more light weighted than the personalized 
rating prediction mechanism of TARS. 

An intuitive assumption on building the global rating prediction 
mechanism is to assume that more reputable recommenders give 
more accurate recommendations.  That is, the higher reputation a 
recommender has, the more accurate recommendations this 
recommender gives. These recommendations will be given higher 
weight when predicting the ratings on the target item. In this 
paper, a recommender’s reputation is measured as the aggregation 
of the trust this recommender received from the trust network. So 
a recommender is more reputable if more users in the trust 
network trust this recommender.  

An inspiring fact is that the trust network is the scale-free network 
[1-5], which means while most nodes have limited indegrees, 
some nodes have superior indegrees in the trust network. In 
addition, since the topology of the scale-free network enables its 
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continuous scale-freeness [12], the nodes with superior indegrees 
continuously have much higher indegrees than other users of the 
trust network. Since a node’s indegree in the trust network is the 
number of the trust relations pointing to this user, it measures the 
extent this user is trusted by other uses in the trust network. So we 
use the indegree of the user to evaluate its reputation. The scale-
freeness of the trust network and the properties of the user’s 
indegree indict that some users have the superior reputations in 
the trust network, and they continuously have much higher 
reputations than the other. It is very attractive to use the 
recommendations given by the recommenders with the superior 
high reputations in the global rating prediction mechanism since 
these users have very stable high reputations in the trust network.  

However, we show via comprehensive experiments that the reality 
is completely far from the wishful thinking: the recommenders 
with higher reputations do not tend to give more accurate 
recommendations on the items for the target users; furthermore, 
even the recommendations given by the users with superior high 
reputations do not tends to be more accurate than the 
recommendations given by other recommenders. These 
conclusions are achieved by examining the trust-aware 
recommender system on the open dataset of Epinions [13]. 
Regardless of the number of recommendations given by a user in 
the trust-aware recommender system, this user’s reputation does 
not necessarily link to the accuracy of the recommendations given 
by him. 

The rest of the paper is organized as follows: Section 2 
summarizes the related works of TARS, Section 3 gives our 
experimental studying results on the global rating prediction 
mechanism of the trust-aware recommender systems, and Section 
4 concludes this paper and points out the future directions.  

2. RELATED WORKS 
The architecture of TARS is shown in Fig. 1. The inputs are the 
trust matrix and the rating matrix. The output is the predicted 
ratings on the items for different users. The trust matrix is the 
collection of the trust relations between the users of the 
recommender system. Each element of the trust matrix describes 
the trust between two users. The rating matrix records the users’ 
ratings on the items. Each element of the rating matrix is the 
rating given by a user on a particular item. There are two 
functional modules in the architecture of TARS: the trust 
estimation function module and the rating predictor module. Since 
it is the impossible for the users to state their trusts on all other 
users, the trust matrix is always sparseness, which means it has a 
lot of missing values. The trust estimation function module 
estimates each user’s trust on every other user, which is recorded 
in the estimated trust matrix. The rating predictor module predicts 
the users’ ratings on the items.  
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Figure1. Trust-aware recommender system architecture. 

 

Table 1. The rating prediction mechanism of the conventional 
TARS model. 

Input: T (trusts), R (ratings) 

Parameter: a (active user), u (recommender), i (item), 

,a ud ( a ’s trust propagation distance to u ), maxd (maximum 

allowable propagation distance), ,a uw ( a ’s weight (trust) 

on u ), m (number of recommenders), ,u ir ( u ’s rating on i ) .r  
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The rating prediction mechanism of the conventional TARS 
model is similar as that of Collaborative Filtering (CF) [3-7]. The 
difference is that CF weights each recommendation based on the 
active user’s similarity with the recommender, while TARS 
weights each recommendation based on the active user’s trust on 
the recommender. The detailed rating prediction mechanism of the 
conventional TARS model is shown in Table 1. There are two 
phases: the recommender weighting phase and the rating 
calculation phase, where maxd is the maximum allowable 
propagation distance between users of the recommender system. 
Users that are not reachable within the maximum allowable 
propagation distance have no estimated trust value. ,a ud is the 
active user a’s trust propagation distance to the recommender u. 
In TARS, the trust propagation distance refers to the number of 
hops in the shortest trust propagation path from the trustor to the 
trustee.  

3. EXPERIMENTAL STUDY ON THE 
GLOBAL RATING PREDICTION 
MECHANISM OF TARS 
In this section, we use a set of experiments to examine the 
relationship between the user’s reputation and the accuracy of 
their recommendations for the global rating prediction mechanism 
of TARS. The experiments are held on the real TARS dataset: 
Epinions [13]. Epinions is a product and shop review site. It has a 
pool of reviewers who can write reviews considering a set of 
aspects such as Ease of Use, On-Time Delivery etc. Other 
members can rate reviews as Not Helpful, Somewhat Helpful, 
Helpful, and Very Helpful. These ratings on the reviews are 
formatted to integers from 1 to 5 in the Epinions dataset.  
Epinions also has the Web of Trust which enables users to express 
their opinions on others: trust or block. A member's list of trusted 
members represents that member's personal Web of Trust. If an 
active user involve a target user in his web of trust, his trust on 



this target user is set to be 1 in the Epinions data set, otherwise, 
the value of trust is set to bet 1.  

The trust network of the Epinions dataset consists of 49288 users’ 
487183 directed trust relations. The rating matrix of the Epinions 
dataset records 40163 users’ 664824 ratings on 139738 items. The 
distribution of the ratings in Epinions dataset is shown in Table 2. 
The indegree distribution of the trust network is shown in Fig. 2. 
It is obvious that the trust network’s indegree distribution follows 
the power law. This means the trust network is the scale-free 
network [12]. Since a user’s indegree in the trust network is the 
number of trusts pointing to this user, i.e., the number of users 
trust this user, we use the indegree of the node to represent its 
reputation in the trust network. In this paper, the term indegree 
and the term reputation are used alternatively, representing the 
same meaning.  

 
Table 2. The distribution of the ratings in the rating matrix of 

the Epinions dataset. 
 Probability 

Rating=1 0.06502172003417446 

Rating=2 0.07622769334440394 

Rating=3 0.11360149453088336 

Rating=4 0.2923179668604022 

Rating=5 0.4528311252301361 

 

 
Figure 2. The indegree distribution of trust network in the 

Epinions dataset. 
 
Since the scale of the Epinions dataset is large, we randomly 
choose around 1% of the nodes, i.e, around 500 users, from the 
Epinions dataset. We examine the relationship between these 
users, and investigative the relationship between their reputations 
and the accuracy of their recommendations.  To ensure the 
statistical meaning of the experimental results, we repeat the 
experiments five times.  Table 3 and Table 4 list the detailed 
information of the trust matrices and the rating matrices in the five 
sets of experiments respectively. The five experiments are 
represented by Experiment 1 to Experiment 5 respectively in this 
paper. And they are also represented by Ex 1 to Ex 5 in some 
figures for the conciseness.  

 

Table 3. The detailed information of the trust matrices used in 
the five sets of experiments. 

Trust matrix Num of users Num of trust relations 

Experiment 1 500 23848 

Experiment 2 456 7148 

Experiment 3 443 3918 

Experiment 4 426 2558 

Experiment 5 387 1749 

 
Table 4. The detailed information of the rating matrices used 

in the five sets of experiments. 

Rating matrix Num of 
users 

Num of 
items 

Num of 
ratings 

Experiment 1 489 44288 66287 

Experiment 2 492 26717 39467 

Experiment 3 478 22534 36548 

Experiment 4 489 19571 31510 

Experiment 5 475 16624 24953 

 

 
Figure 3. Distribution of the ratings in the rating matrices of 

our five experiments.  
 
The distribution of the ratings in the five rating matrices 
mentioned in Table 4 is shown in Fig. 3. Their distributions are 
similar as the distributions of the overall ratings shown in Table 2. 
This indicates that our experiments on the five selected datasets 
can represent the actual situation of the original Epinions dataset. 
Our experiments are statistically meaningful.  

The indegree distribution of the nodes in the five trust matrices 
mentioned in Table 3 is shown in Fig. 4. Similar as the indegree 
distribution of the original Epinions dataset, these five trust 
networks are all scale-free networks. This means some users of the 
trust networks have superior reputations than other users, while 
most users have low reputations in the trust network. In addition, 
the limited number of users with superior high reputations 
continuously has much higher reputations than other users of the 
trust network. 
 



 
(a)                                                                     (b)                                                                      (c) 

 
                                                                            (d)                                                                     (e) 

Figure 4: The indegree distribution of the nodes in the trust matrix of (a) Experiment 1, (b) Experiment 2, (c) Experiment 3, (d) 
Experiment 4, and (e) Experiment 5. 

 
Table 5. The detailed information of the trust networks in the 

test datasets of the five experiments held in this work. 

Test dataset Num of 
target users 

Num of 
target items 

Num of 
ratings 

Experiment 1 47 3854 4062 

Experiment 2 48 2128 2325 

Experiment 3 49 2938 3408 

Experiment 4 48 2159 2306 

Experiment 5 49 4264 4830 

 
Table 6. The detailed information of the recommendations 

related to the test datasets in the five experiments held in this 
work. 

Test dataset Num of 
recommenders 

Num of 
recommendations 

Experiment 1 433 8636 

Experiment 2 408 6250 

Experiment 3 386 10543 

Experiment 4 393 5032 

Experiment 5 405 10703 

 
We randomly choose around 10% users from the trust networks of 
the five experimental datasets to compose the test datasets. These 
users are regarded as the target users of the rating prediction. The 
ratings given by these users are regarded as the target of the rating 
prediction. All other users which have given ratings on the target 
items are regarded as the recommenders, and their ratings on the 
target items are regarded as the recommendations. The reputations 
of the target users are their indegrees in their corresponding trust 
networks. The detailed information of the test datasets in the five 
experiments is given in Table 5 and Table 6. The distribution of 
the real ratings in the test datasets and the distribution of the 
recommendations on the target items are given in Fig. 5.  

 

 
                                                                           (a)                                                                     (b) 
Figure 5. The distribution of (a) the real ratings given by the target users, and (b) the recommendations given by the recommenders. 

 



 
(a)                                                                  (b)                                                                   (c) 

 
                                                                              (d)                                                                 (e)  
Figure 6. Number of recommendations given by recommenders with differenct repuations of (a) Experiment 1, (b) Experiment 2, (c) 

Experiment 3, (d) Experiment 4, and (e) Experiment 5. 
  

 
(a)                                                                    (b)                                                                    (c) 

Figure 7. The relationship between the repuations of the recommenders and the accrucy of their recommendations in Experiment 1, 
in which (a) is for all recommenders, (b) is for recommenders with the same reputations totally given more than 10 

recommendations, and (c) is for recommenders with the same reputations totally given more than 50 recommendations. 

 
(a)                                                               (b)                                                                  (c) 

Figure 8. The relationship between the repuations of the recommenders and the accrucy of their recommendations in Experiment 2, 
in which (a) is for all recommenders, (b) is for recommenders with the same reputations totally given more than 10 

recommendations, and (c) is for recommenders with the same reputations totally given more than 50 recommendations. 
 



 
(a)                                                          (b)                                                              (c) 

Figure 9. The relationship between the repuations of the recommenders and the accrucy of their recommendations in Experiment 3, 
in which (a) is for all recommenders, (b) is for recommenders with the same reputations totally given more than 10 

recommendations, and (c) is for recommenders with the same reputations totally given more than 50 recommendations. 
 

 
(a)                                                              (b)                                                                   (c) 

Figure 10. The relationship between the repuations of the recommenders and the accrucy of their recommendations in Experiment 4, 
in which (a) is for all recommenders, (b) is for recommenders with the same reputations totally given more than 10 

recommendations, and (c) is for recommenders with the same reputations totally given more than 50 recommendations. 
 

 
(a)                                                                     (b)                                                                    (c) 

Figure 11. The relationship between the repuations of the recommenders and the accrucy of their recommendations in Experiment 5, 
in which (a) is for all recommenders, (b) is for recommenders with the same reputations totally given more than 10 

recommendations, and (c) is for recommenders with the same reputations totally given more than 50 recommendations.. 

  
To predict ratings for the target users, we first examine the 
number of recommendations given by the recommenders. The 
experimental results are given in Fig. 6. This step is held since 
some users may give limited number of recommendations. To 
insure that the experimental results are statistically meaningful, 
we shall not consider the relationship between the reputation and 
the accuracy of the recommendations for this kind of 
recommenders.  

The simulation results on the five sets of experiments are shown 
in Fig. 7, Fig. 8, Fig. 9, Fig. 10 and Fig. 11 resptectivly. These 
results illsturate the relationship between the recommenders’ 
reputations and the accuracy of their recommendations. MAE, 
which is the vertical axis of each figure mentioned above, means 
the Mean Absolute Error. MAE is used to measure the error of the 
predicted ratings since it is very appropriate and useful for 

evaluating prediction accuracy in offline tests [3]. To calculate 
MAE, the predicted rating is compared with the real rating and the 
difference (in absolute value) is the prediction error, this error is 
then averaged over all predictions to obtain the overall MAE. The 
predicted rating is the mean of all recommendations with the 
given reputations in the experiments held in this work.  Based on 
the simulation results shown in Fig. 6, we also examine the 
relationship between recommenders’ reputations and the accuracy 
of their recommendations on different type of user: all 
recommenders and recommenders given a number of 
recommendations. The simulation results for all users are given in 
(a) subgraph of each figure, and the simulation results for the 
recommenders given a number of recommendations are given in 
(b) subgraph and (c) subgraph of each figure.   



The simulation results of the five sets of experiments all illustrate 
that there is no direct relationship between the recommenders’ 
reputations and the accuracy of their recommendations: the 
recommendations given by the recommenders with higher 
reputations do no contribute to better rating prediction accuracy, 
i.e, the recommendations given by these recommenders do not 
tend to be more accurate. Furthermore, the trust network is the 
scale-free network, as shown in the degree distributions of the 
trust network in Fig. 4, so some users in the trust network have 
superior indgrees. However, it is shown in the experimental 
results that the recommenders with superior high reputation in the 
trust network also do not contribute to better rating prediction 
accuracy. This means the recommendations given by the 
recommenders with superior reputations also do not tend to be 
more accurate. The simulation results, as given in (b) and (c) 
subgraphs of Fig. 7 - Fig. 11, further show that even for the 
recommenders with sufficient number of recommendations, i.e., 
the recommenders actively participated in, even if they have 
higher reputations, their recommendations do not tend to be more 
accurate.  

The experiments held in this work show that the recommendations 
given by more reputable recommenders do not tend to be more 
accurate, and these recommendations are not more valuable for 
the rating prediction. This is far from our expectation. It has been 
verified in our previous work [1-5] that if a recommender has 
shorter trust propagation distance from an active user, i.e., this 
recommender is more trustful to the active user, the 
recommendations given by this recommender tend to be more 
accurate for the rating prediction of this active user. A user’s 
reputation is the aggregation of the trusts obtained from other 
users in the trust network. If a user has higher reputation, it means 
this user is trusted by more users in the trust network of TARS. 
However, it is supervising that the recommendations given by the 
recommenders trusted by many other users in the trust network do 
not provide more accurate recommendations for the active users. 
The reason may lie in that: though trust and reputation are closely 
related concepts, they have their own characteristics. Reputation 
measures the reliability of a user from the overall point of view, 
while trust measures the reliability of a user from each user’s own 
personalized point of view. Since the ratings are personalized 
opinions representing each user’s personal tastes, the personalized 
measure trust plays an active role in the rating prediction, while 
the global measure reputation does not have necessary 
relationship with the accuracy of the recommendations.  

4. CONCLUSIONS AND FUTURE WORK 
We use five sets of experiments to examine the relationship 
between the recommender’s reputation and the accuracy of its 
recommendations. The experiments are held on the global rating 
prediction mechanism of the trust-aware recommender system, 
where reputation is achieved by aggregating the user trust in the 
trust network. Since the trust network is the scale-free network, 
some users have superior reputations than other users, and these 
users continuously have high reputations. The experimental 
results clearly show that more reputable recommenders do not 
tend to give more accurate recommendations. Not only the 
recommenders with superior reputations, but also the 
recommenders actively participant in TARS, do not tend to gave 
more accurate recommendations than other recommenders. The 
experimental results imply that when utilizing the global rating 
prediction mechanism, the performance of TARS will not be 
improved by applying the weighted methodology, at least no 

better than the simple calculation of the mean value of the 
recommendations.  

Besides applying the global rating prediction mechanism, there 
are some other ways to reduce the computational complexity of 
the existing TARS models. For example, we can deeply mining 
the trust relationship between users, use graph mining or other 
related methods to reduce the scale of each user’s trust network, 
e.g., use the periodic pattern recognition finding the users in the 
same user group, and use the co-current pattern recognition 
finding the users in the similar user groups, assuming the users in 
the same user group and similar group have similar tastes, then 
build up a core trust network recording the most trusted and 
valuable users to each active user. The effective global rating 
prediction mechanism and the efficient personalized rating 
prediction mechanism are our future directions on the work of the 
trust-aware recommender systems.  
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