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ABSTRACT 
 

In this paper, a new recognition model, based on Hidden 

Conditional Random Fields (HCRFs), is proposed for 

human Facial Expression Recognition (FER) systems. At the 

first stage of our FER system, some well-known statistical 

techniques are used for both global and local feature 

extraction. These features are then fed to the HDRF-based 

recognition model at the final stage to recognize six human 

facial expressions. The proposed recognition model is tested 

on Cohn-Kanade database of facial expression videos. The 

training and testing is performed using one-leave-one-out 

cross-validation rule, which means that every facial 

expression is used for both training and testing. By means of 

a confusion matrix, it is shown that the proposed scheme has 

yielded improved recognition rate, with a mean recognition 

rate of 93%, when compared with some of the existing 

techniques. This shows the feasibility of using our HCRF-

based recognition model for accurate human facial 

expression recognition.
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Index Terms— PCA, ICA, LDA, HCRF 
 

1. INTRODUCTION 
 

Recognition module plays a significant role in 

determining the overall accuracy of a Facial Expression 

Recognition (FER) system. Many of the existing systems 

have focused on implementing new improved algorithms 

for face detection and feature extraction; however, most 

of them have failed or faced difficulties in recognition 

stage.  

The authors in [1] used Artificial Neural Networks 

(ANNs) to detect different types of facial expression, and 

achieved an accuracy of 73%. However, neural networks 

are considered as black box and have incomplete 

capability to explicitly categorize possible fundamental 

relationships [2]. 
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Gaussian Mixture Model (GMM) is another well-

known recognition model used in many previous works 

to improve the accuracy of the recognition part of an 

FER system [3] and [4], but with very little success. A 

GMM model operates along similar principles to a 

Bayesian classifier. However, the likelihood function is 

not assumed to be a single Gaussian probability density. 

Instead, it is assumed to be of unknown shape and 

functional form and thus approximated by a weighted 

mixture of Gaussian functions. The weights and the 

parameters (centers and covariance) of the mixture 

components are calculated using the expectation-

maximization (EM) algorithm.  

Support Vector Machines (SVMs) was employed in 

FER systems by [5]–[9], with claims of achieving higher 

recognition accuracies. However, one drawback of SVMs 

is that they do not ensure good recognition accuracy if 

the numbers of samples are less than the number of the 

selected features. Moreover, there is no direct method for 

probability estimation in SVMs. Furthermore, SVMs 

simply disregard the temporal addictions among video 

frames thus each frame is supposed to be statistically 

independent from the rest. This confines their prediction 

ability, particularly when uncertainties exist in some 

video sequences, where it is complicated to recognize a 

suitable expression label for one frame until we have 

information of its temporal circumstance [10]. 

Another well-known classifier used in numerous 

previous FER systems, for sequential data, is Hidden 

Markov Model (HMM). It is known for producing high 

recognition accuracy. However, HMM has shown a 

higher degree of complexity in incorporating long-range 

dependencies between the states and observations. This 

is because, HMM is restrictive to model observations in 

a uniform way [11]. Furthermore, HMM is generative in 

nature and assumes the states and observations to be 

independent of each other. A limitation of generative 

model is that latent variables are assumed to be 

independently provided by the observations. Since, we 

want to incorporate long range dependencies in the 

model and allow hidden variables to depend on several 

local features, so specifying such a generative model is a 
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challenging task [12]. Maximum entropy Markov model 

(MEMM) is a non-generative model. It was developed to 

overcome the limitations of HMM and showed good 

results [21]. Nevertheless, MEMM has a commonly 

known weakness called label bias problem [13]. In other 

words, it uses per-state normalization of transition 

scores, implying score conservation at each state. 

Conditional Random Fields (CRFs) [13] and Hidden 

Conditional Random Fields (HCRFs) [12] are the 

generalizations of MEMM that are proposed to take 

advantages of MEMM and to solve the label bias problem. 

HCRF extends the capability of CRF with hidden states, 

making it able to learn hidden structure of sequential data. 

Both of them use global normalization instead of per-state 

normalization. Thus, they allow weighted scores, making the 

parameter spaces larger than those of MEMM and HMM. In 

order to inherit the advantages of HCRF model and 

completely tackle the limitations of the existing work, in this 

paper, we proposed the use of HCRF which is able to 

explicitly utilize mixture of full-covariance Gaussian 

distributions. We applied the proposed model to the publicly 

available facial expression data and compared the results 

with that obtained by HMM. 
 

2. MATERIALS AND METHODS 
 

2.1. Feature Extraction using Statistical Techniques 

 

There lots of methods have been developed and validated 

for the purpose of feature extraction for FER systems, 

among them Principal Component Analysis (PCA) and 

Independent Component Analysis (ICA) are widely used, 

and their performance has already been validated in [14]. 

Therefore, we decided to use PCA and ICA for feature 

extraction to extract both the global and local features 

respectively.  

 

2.3. Linear Discriminant Analysis (LDA) 

 

LDA maximizes the ratio of between-class variance to 

within-class variance in any particular data set, thereby 

guaranteeing maximal separability. LDA produces an 

optimal linear discriminant function that maps the input into 

the classification space on which the class identification of 

the samples is decided. LDA easily handles the case in 

which the within-class frequencies are unequal and their 

performances have been examined on randomly generated 

test data. For more details on LDA, please refer to [15]. 
 

2.4. Proposed Recognition Model 
 

As mentioned earlier, the current HMM and Gaussian 

mixture HCRF models are not competent to utilize full 

distributions. These models do not guarantee the 

convergence of their parameters to some specific values, at 

which the conditional probability is modeled as a mixture of 

the normal density functions. To overcome these limitations, 

we explicitly included a mixture of Gaussian distributions in 

the feature functions, thus our feature functions could be 

described in the following forms 
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where M is the number of density function, D is the 

dimension of the observation and ,

Obs

s m
is the mixing weight 

of the m
th

 component with mean μs,m and covariance matrix 

∑s,m. As we can see in (3), Г, μ, and ∑ can be updated during 

the training phase, hence we can set 
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As a result, the conditional probability can be rewritten 

as:  
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Based on equations (7) and (8), we can compute the 

conditional probability by using the well-known forward and 

backward algorithm as:  
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In the training phase our goal has been to find the 

parameters (Ʌ, Г, μ, and ∑) to maximize the conditional 

probability of the training data due to which best accuracy of 

classification was achieved. 
 

3. RESULTS AND DISCUSSION 
 

In this research we have tested the idea of employing 

HCRFs for human facial expressions recognition. The tests 

are found to be successful and we have achieved significant 

improvements in the recognition rate. 

In order to evaluate and validate the proposed model, a 

publicly available dataset [16] of facial expressions has been 

utilized. Six different types of expressions were used from 

this dataset, namely: “Happy”, “Sad”, “Surprise”, 

“Disgust”, “Anger”, and “Fear”. Each expression was 

performed by a different subject/person. Mostly, the 

image data in this dataset of facial expressions display 

the frontal view of the face and each expression is 

composed of several sequences of expression frames. 

The performance of the proposed recognition model 

has been validated by comparing it against the existing 

systems. In order to demonstrate the recognition rate of 

six universal facial expressions, the proposed model has 

been trained and tested on the abovementioned dataset of 

facial expression based on one-leave-one-out cross 

validation rule. The size of frame in the experiments was 

set to 60 x 60. 

As mentioned earlier, PCA and ICA were employed in 

order to calculate both the global and local features. 

However, most of these feature were merged with each 

other in the feature space, therefore, a linear classifier, 

LDA, was used for dimension reduction and better 

classification. 

After feature extraction, Mel-frequency cepstral 

coefficients (MFCCs) were extracted at the recognition 

stage. Then the training and testing were performed 

based on the one-leave-one-out cross-validation rule, and 

then the classification experiments were performed using 

the proposed recognition model (HCRF). 

At the initial step, the experiments were run using 

HMM with different number of states and Gaussian 

mixtures. The states of HMM that produced the most 

accurate classification were applied for training and 

evaluating the proposed model. The average 

classification rates based on the one-leave-one-out cross-

validation rule are shown in Table I. Furthermore, the 

results of the proposed recognition model on four facial 

expressions are also shown in Figure 1. 

TABLE I.  CONFUSION MATRIX OF THE PROPOSED MODEL USING COHN-
KANADE DATABASE OF FACIAL EXPRESSIONS (UNIT: %) 

 Happy Sad Anger Disgust Surprise Fear 

Happy 92.6 0 1 0 6.4 0 

Sad 0 93.6 5 1.4 0 0 

Anger 0 3.7 94.3 2 0 0 

Disgust 0 0 8 92 0 0 

Surprise 0 0 0 5 95 0 

Fear 0 2 7 0 0 91 

Average 93.08 

 

Figure 1. 3D-feature plot of the proposed model for four 

different types of facial expressions after LDA.  

It is to be noted from Figure 1 that proposed model 

succeeded in achieving a high class separation in the 

feature space which helped the system in achieving a 

high recognition rate. The proposed system was further 

compared with some of the existing works that used the 

same database of facial expressions for their experiments. 

The comparison results of the proposed model against these 

existing works [17]–[20] are shown in Figure 2. 

 

Figure 2. Comparison of the proposed recognition model with 

some of the existing works. 



Figure 2 indicates that the proposed model is much better 

than those of the existing works. This improvement in 

accuracy could be attributed to the use of HCRFs that 

solved the limitations of the CRFs and HMM.  The proposed 

recognition model works well for frontal view of facial 

expressions and also extracts the hidden details between the 

two transition states to calculate the likelihoods.  

As said earlier, the training and testing of the proposed 

model is performed using the one-leave-one-out cross-

validation rule, which means that every facial expression 

was used for both training and testing. The current 

implementation was done in Matlab, on a dual-core Pentium 

processor 2.5 GHz with 3 GB RAM, it takes very small 

amount of time for classification of human facial 

expressions. 

 

4. CONCLUSION  

 

The analysis of the human facial expressions has become 

a dynamic and challenging research area for applications 

like communication and psychology over the past few 

years. 

In this research, a new recognition model has been 

developed for the sake of highly accurate facial expression 

recognition. Well know statistical methods, such as PCA and 

ICA were employed for feature extraction. Furthermore, a 

linear classifier, LDA, was used for dimension reduction and 

class separation. Finally, the proposed model was utilized 

for recognition. The proposed FER system achieved 93% 

recognition rate when applied on Cohn-Kanade dataset of 

facial expressions. The results of the proposed recognition 

model showed a significant improvement in recognition 

when compared with some of the existing techniques applied 

on the same dataset.  

Most of the expressions in Cohn-Kanade dataset are in 

frontal views. In future, we are looking forward to work on 

expression recognition based on side views which are not 

covered in this research. So, further research work is 

required to modify the proposed model and test it for side 

views of facial expressions for better performance. 
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