Human Facial Expression Recognition Using
Wavelet Transform and Hidden Markov Model

Muhammad Hameed Siddiqgi and Sungyoung Lee*

Department of Computer Engineering, Kyung Hee University
(Global Campus), Suwon, Rep. of Korea
{siddiqi,sylee}@oslab.khu.ac.kr

Abstract. The accuracy of the Facial Expression Recognition (FER)
system is completely reliant on the extraction of the informative features.
In this work, a new feature extraction method is proposed that has the
capability to extract the most prominent features from the human face.
The proposed technique has been tested and validated in order to achieve
the best accuracy for FER systems. There are some regions in the face
that have much contribution in achieving the best accuracy. Therefore,
in this work, the human face is divided into number of regions and in
each region the movement of pixels have been traced. For this purpose,
one of the wavelet families named symlet wavelet is used and individual
facial frame is decomposed up to 2 levels. In each decomposition level,
the distances between the pixels is found by using the distance formula
and by this way some of the informative coefficients are extracted and
hence the feature vector has been created. Moreover, the dimension of the
feature space is reduced by employing a well-known statistical technique
such as Linear Discriminant Analysis (LDA). Finally, Hidden Markov
Model (HMM) is exploited for training and testing the system in order
to label the expressions. The proposed FER system has been tested and
validated on Cohn-Kanade dataset. The resulting recognition accuracy
of 94% illustrates the success of employing the proposed technique for
FER.
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1 Introduction

Facial expression recognition (FER) plays a significant role in daily life commu-
nication. In daily life, various types of communication are utilized for human-to-
human interactions: for instance, verbal and non-verbal communication, mental
states, and physiological activities [6]. Among these, verbal communication (such
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as speech) and non-verbal communication (such as facial expressions) [I4] are
most often employed. According to [I4], during a face-to-face communication,
the feelings of a person (such as like or dislike) depend just 7% on the spoken
words, 38% on voice intonation, and an incredible 55% on facial expressions.

Generally, FER system consists of three basic modules: preprocessing, fea-
ture extraction and recognition. So far, there lots of works have been done for
preprocessing including automatic face detection and for recognition modules.
Most of the facial features are very sensitive regarding to noise and illumination
and also there is very slight change in the facial pixels intensity, however, very
limited work can be found for feature extraction in the literature.

Some of the previous works including [9,[12,[13] employed a well-known sta-
tistical technique like Principal Component Analysis (PCA) for facial feature
extraction. However, PCA focuses only the global features and moreover com-
putational wise PCA is much expensive [7]. In order to achieve high recognition
rate, local facial features are very important, Therefore, to solve the problem of
PCA, another higher-order statistical method named Independent Component
Analysis (ICA) has been exploited by [1] and [4], which has capability to extract
the informative local features from the face. However, if a huge amount of data
is exploited as an input, ICA does not has the capability to handle these inputs
and might lose informative features which we want.

Therefore, the authors of [3L5LITLT5] proposed Local Feature Analysis (LFA)
and Local Non-negative Matrix Factorization (LNMF) in order to solve the
limitations of statistical methods and to extract informative local facial features
from the human face. However, LFA does not extract the local features when
there are local distortion and partial occlusion in the pixels located in non-salient
areas [10]. Similarly, one of the limitations of LNMF is that it does not assure
the significant facial features in the localized area. Moreover, some time LNMF
reduces the performance of FER systems because it has no ability to discriminate
the features of cheek, forechead and jaw like areas [10].

The objective of this paper is to propose a new feature extraction technique
based wavelet transform (especially symlet wavelet family). In this method, the
human face is divided into number of regions and in each region the distance
between the two pixels has been calculated by employing the distance formula.
After that the average distance of each region is calculated and by this way the
feature vector is calculated. In the second step of this method, the dimension of
the feature space is reduced by exploiting a well-known linear classifier named
Linear Discriminant Analysis (LDA), and finally, each expression is labeled by
employing a well-known classifier like Hidden Markov Model (HMM).

We already described some related work about this field. The rest of the paper
is organized as follows. Section [2] delivers an overview of the proposed feature
extraction technique. Section [3] provides some experimental results along with
some discussion on the results and a comparison with some of the widely used
statistical feature extraction methods. Finally, the paper will be concluded after
some future direction in Section @l
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2 Material and Method

2.1 Feature Extraction Using Wavelet Transform

Feature extraction deals with getting the distinguishable features from each facial
expression shape and quantizing it as a discrete symbol.

In this stage, the decomposition process has been applied using symlet wavelet,
for which the facial frames were in grey scale. The wavelet decomposition could
be interpreted as signal decomposition in a set of independent feature vector.
Each vector consists of sub-vectors like
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where V represents the 2D feature vector. If we have 2D frame X it breaks up into
orthogonal sub images corresponding to different visualization. The following
equation shows one level of decomposition.

X =A, +D, (2)

where X indicates the decomposed image and A; and D, are called approxima-
tion and detail coefficient vectors. If a facial frame is decomposed up to multiple
levels, the Eq. 2l can then be written as

X=A4;+D;j+D;_1+Dj_o+....+ D+ D, (3)

where j represents the level of decomposition, and A and D represent the approx-
imation and detail coefficients respectively. The detail coefficients mostly consist
of noise, so for feature extraction only the approximation coefficients are used.
In the proposed algorithm, each facial frame is decomposed up to two levels, i.e.,
the value of j = 2, because by exceeding the value of j = 2, the facial frame
looses significant information, due to which the informative coefficients cannot
be detected properly, which may cause misclassification. The detail coefficients
further consist of three sub-coefficients, so the Eq. [3] can be written as

X =As+ D2+ D1

= A2+ [(Dr)y + (Dv)y + (Da)y] (@)
+ [(Dr)y + (Do) + (Da)y]

where Dy, D, and D, are known as horizontal, vertical and diagonal coefficients
respectively. It means that all the coefficients are connected with each other
like a chain. Note that at each decomposition step, approximation and detail
coefficient vectors are obtained by passing the signal through a low-pass filter
and high-pass filter respectively.

In each decomposition level, the distance between the pixels is found by using
the distance formula and by this way some of the informative coefficients are
extracted and hence the feature vector has been created.

Dist = \/(xg — x1)2 + (y2 — y1)2 (5)
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where (z1,y1) and (x2,y2) are the location of the two pixels respectively.

In a specified time window and frequency bandwith wavelet transform, the
frequency is guesstimated. The signal (i.e., facial frame) is analyzed by using the
wavelet transform [I7].

O (s, by) = w/ \pfe< aibj>dt 6)

where a; is the scale of the wavelet between lower frequency and upper frequency
bounds to get high decision for frequency estimation, and b; is the position of
the wavelet from the start and end of the time window with the spacing of signal
sampling period. Other parameters include: time ¢; the wavelet function ¥y . is
used for frequency estimation; and C(a;, b;) that are the wavelet coefficients with
the specified scale and position parameters. Finally, the scale is converted to the
mode frequency, f,, for each facial frame:

fa (\I/f-e)

Jm = am (o). A

(7)
where fq (Us.) is the average frequency of the wavelet function, and A is the
signal sampling period. The feature vector is obtained by taking the average of
the whole pixels distance for each facial frame that is given as:

fdlst7f1+f2+J;3\,]+ -+ fr (8)
where fg;5+ indicates the average distance of each facial frame which is known
as a feature vector of that expressions, f1 f2 f3 .... fx are the mode frequencies
for each individual frame, K is the last frame of the current expression, and NV
represents the whole number of frames in each expression video.

In next step, the dimension of the feature space is reduced by employing a
well-known technique Linear Discriminant Analysis (LDA) that maximizes the
ratio of between-class variance to within-class variance in any particular data
set, thereby guaranteeing maximal separability. For more details on LDA, please
refer to [3].

2.2 Expression Modeling and Training Using HMM

HMM is a well-known method that provides a statistical model A for a set of
observation sequences. Sometimes, the observations are called ”frames” in facial
expression recognition applications. Suppose there are sequence of observations
of length T that are denoted by O1, Oa, ..., Op. An HMM also consists of particu-
lar sequences of states, S, whose lengths range from 1 to N (S = 51,53, ..., Sn),
where N is the number of states in the model, and the time ¢ for each state is
denoted Q = ¢1, q2, ..., gn. The likelihood P (O|)) can be evaluated by summing
over all possible state sequences:

P(O[)) = ZP 0,QIN) )
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A simple procedure for finding the parameters A that maximize the above equa-
tion for HMMs, introduced in [2] depends on the forward and backward algo-
rithms a¢(j) = P(01...0¢,q: = j|\) and Bi(j) = P(O(t + 1)...07|q: = j, M),
respectively, such that these variables can be initiated inductively by the follow-
ing three processes:

o (j) = mjb; (01),1<j <N (10)

Br(j)=L1<j<N (11)

During testing, the appropriate HMMs can then be determined by mean of
likelihood estimation for the sequence observations O calculated based on the
trained \ as

N
P(O|\) = ZaT (4) (12)

The maximum likelihood for the observations provided by the trained HMMs
indicates the recognized label. For more details on HMM, please refer to [16].

3 Experimental Results and Discussion

We have tested the idea of employing symlet wavelet transform for human facial
expression recognition in the study. The tests were found to be successful and we
have achieved significant improvement in recognition rate. The proposed feature
extraction has been tested and validated on publicly available standard dataset
named Cohn-Kanade [§]. Six basic expressions were collected for experiments
such as happy, anger, surprise, sad, disgust, and fear from this dataset that were
performed by 40 different subjects. All these expressions in this dataset display
the frontal view of the face. The size of each frame was 60x60, where the images
were first converted to a zero-mean vector of size 1x3600 for feature extraction.

The system was trained and tested by employing n-fold cross validation rule
based on subjects. It means that out of n subjects, data from a single subject
was retained as the validation data for testing the proposed scheme, whereas
the data for the remaining n — 1 subjects were used as the training data. This
process was repeated n times, with data from each subject used exactly once
as the validation data. The value of n varied according to the dataset used.
The total 2,880 ((6 x 40 x12), where 6 represents the number of expressions, 40
indicates the number of subjects, and 12 shows the frames in each expression
video) frames are used for the whole experiments.

The performance of the proposed facial feature extraction technique has been
validated by comparing it with some of the previous widely used well-known sta-
tistical techniques like: PCA, and ICA. The experimental results of the proposed
technique along with results of the statistical methods are shown in Figure [
and in Table [ and

It is obvious from Figure [land Table [lthat the proposed technique achieved
best recognition rate than of the statistical methods as shown in Table [l
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Table 1. Confusion matrix of the proposed method on Cohn-Kanade database of facial

expressions (Unit: %)

Happy Sad Anger Disgust Surprise Fear

Happy 94 3 0 0 1 2
Sad 2 95 0 3 0 0
Anger 0 3 93 0 0 4
Disgust 0 1 1 96 2 0
Surprise 0 2 0 3 92 4
Fear 0 0 4 2 0 94
Average 94

Table 2. Confusion matrix of the statistical methods (like: PCA, ICA, LDA) with
HMM using Cohn-Kanade database of facial expressions (Unit: %)

Happy Sad Anger Disgust Surprise Fear

Happy 86.1 6 2.5 3.4 2 0
Sad 5 89 0 3 0 3
Anger 0 0 91 3 0 6
Disgust 0 0 0 90.1 9.9 0
Surprise 2 0 0 § 88 4
Fear 2 1 15 2 0 80
Average 87.37
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Fig. 1. 3D-feature plot for six different types of facial expressions after LDA. It is
indicated that LDA provides best classification rate on the proposed feature extraction

technique.

This is because symlet wavelet is a compactly supported wavelet on gray scale
images with the least asymmetry and highest number of vanishing moments
for a given support width. The symlet wavelet has the capability to support



118 M.H. Siddiqi and S. Lee

the characteristics of orthogonal, biorthogonal, and reverse biorthogonal of gray
scale images, thats why it provides better classification results. The frequency-
based assumption is supported in our experiments. We measure the statistic
dependency of wavelet coefficients for all the facial frames of gray scale. Joint
probability of a grey scale frame is computed by collecting geometrically aligned
frames of the expression for each wavelet coefficient. Mutual information for
the wavelet coefficients computed using these distributions is used to estimate
the strength of statistical dependency between the two facial frames. Moreover,
wavelet transform is capable to extract prominent features from gray scale im-
ages with the aid of locality in frequency, orientation and in space as well. Since
wavelet is a multi-resolution that helps us to efficiently find the images in coarse-
to-find way. Moreover, it is obvious from Figure [Ithat applying LDA to features
from all the classes provides best separation of the expressions. LDA is a linear
technique, which limits its flexibility when applied to complex datasets. More-
over, LDA maximizes the total scatter of the data while minimizing the within
scatter of the classes.

4 Conclusion

Facial Expressions Recognition (FER) has become an important research area
for many applications over the last decade. A typical FER system consists of
three basic modules such as preprocessing module that is used to improve the
quality of the image by diminishing the illumination noise and by eliminating
the unnecessary details from the background, feature extraction module that
deals with getting the distinguishable features each expression and quantizing
it as a discrete symbol, and recognition module, in which a classifier is first
trained with training data and then used to generate the label of human facial
expression contained in the incoming video data. Mostly, facial features are very
sensitive to noise and illumination and quite merge with each other in the feature
space, that’s why in the feature space, it is very hard to separate the different
facial expression features. Therefore, very less amount of work can be found be
found on feature extraction module in literature. In this work, we proposed a
new technique based on symlet wavelet for feature extraction module. In this
technique, the human face is divided into number of regions and in each region
the distance between the two pixels were calculated based on distance formula.
After that, the average distance was found for each region and hence by this way
the feature vectors were created. To reduce the dimensions of the feature vectors
in the feature space, LDA was exploited. Finally, the expressions were labeled by
employing HMM. The proposed system achieved an average recognition accuracy
of 94% over Cohn-Kanade dataset, illustrating the successful employment of
the proposed method for FER system. In the proposed technique, n-fold cross
validation rule has been exploited to achieve best accuracy. The proposed FER
system has been trained and tested in laboratory. The next step will be the
implementation of the proposed feature extraction technique in smarthomes or
in smartphones for real healthcare environment.
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