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Abstract. Information contained in large digital repositories consisting
of billions of documents represented in various formats make it difficult
to retrieve the desired information. It is necessary to develop techniques
that are accurate and fast enough to retrieve the desired information from
hay stack of online digital repositories. On one hand, Keyword based
systems and techniques have high recall and performance, however, they
have low precision. On the other hand, semantics based systems have
high precision and good recall, however, their performance decreases with
data growth. Therefore, to improve precision and performance, we pro-
pose semantics based searching framework using Hadoop MapReduce to
process the data at large scale. We apply semantic techniques to extract
required information from digital documents and MapReduce program-
ming model to apply these techniques. Application of semantic tech-
niques using MapReduce distributed model will result in high precision
and good performance of user query result.

1 Introduction

Online digital repositories are increasing in size and varieties amounting to ter-
abytes and petabytes of data[1]. The data growth in digital documents is even
more than approximation of Moore’s law. Performing search on large scale digital
documents using traditional search engines is tiresome, slow and monotonous.
The existing and established searching techniques use word-counting[2], and doc-
ument indexing[3] to accomplish their job. Existing semantics systems perfor-
mance decreases with the increase of information in large repositories. Numer-
ous digital repositories such as IEEE[4], ACM[5] and MEDLINE[6] processed
through distributed solutions available for traditional keywords and indexing
techniques in[2][3], however, there is lack of a distributed system that process
large information with its semantics and tagging efficiently. Conventional systems
and techniques such as in [7][8][9][10] focus on processing data semantically to
increase the accuracy of intended user query, however, its performance decreases
because of its sequential and procedural nature. Searching data at large scale
(big data) has been discussed by many researchers, many systems and tech-
niques have been proposed using traditional sequential and distributed frame-
works. MapReduce(MR) has also been adopted by many large organizations for



analytics such as in Google[11], Facebook[12] and XML processing[13], e-mails
processing respectively. All these systems use Hadoop-MR, while no such system
exists that adopts and considers semantics based searching of digital data using
MR. In this paper, we propose Hadoop-MR[14] based parallel and distributed
search technique in digital repositories with semantics as discussed in[7] to gain
the accuracy and performance. Accuracy is achieved through adaption of se-
mantic searching and performance through implementing in separate map and
reduce phases as shown in Figure 1. Due to its distributed and independent
nature of processing, the proposed framework outperforms existing semantics
based processing systems.

2 Proposed Framework
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Fig. 1. Architecture of Semantic Based
Search in Large Repositories

In this section, we describe architec-
ture of a searching engine on dig-
ital documents using MR. The de-
tailed architecture is shown in Fig-
ure 1 and here we discuss individual
components, their work and results.
We assume that the data has already
been crawled in HDFS and the data is
in the heterogeneous formats. Results
returned by the proposed framework
will be stored back to HDFS which
can then be searched intelligently and
easily. Our proposed framework con-
sists of 3 modules based on MR
three phases: map partition, and re-
duce modules. Each module has other
sub components.

2.1 Map module

Map module shown in Figure 1 (I)
shows sub-components that extract
the meta data from documents se-
mantically which is described as follows.

Custom Data Reader/Pre-processor: Since Hadoop divides input data into
data chunks with default size of 64MB and data is in heterogeneous formats.
Therefore, firstly we read a whole single file as input to mapper to avoid the
data of a single file being distributed across multiple mappers. This helps in
exact identification, indexing of the document, word, and tagging relationship.
Finally, the document is parsed for slang removal. As the professional documents
related to research and academia often does not contain slang, however, here



it will remove the words that do not play an important role in the context
identification such as is, am, are, they, these, those, and other many such type
of words. It will focus on the key words and vocabularies that can be used in the
context identification such as sections of the document and tagging the word to
the section according to their importance.

Classification and Tag Assignment/Lexical Analysis: Each digital docu-
ment consists of many sections e.g. research documents contains sections: title,
abstract, introduction, and conclusion. It identifies each part of document and
tag the words that appear under this section. It classifies text into different sec-
tion based on weight of it appearing in each section. Terms are extracted and
categorized as single terms and compound terms. For compound terms, it will
use the stop words mechanism while single terms are directly identified. After
identification, it will perform lexical analysis using Parts Of Speech(POS) tech-
nique. POS is performed with the help of thesaurus and stemming is performed
to correctly identify the concept words. A term may be occurring multiple times,
therefore, we include term clustering based on the document and their frequency.

Mapping and (k,v) pair Generation: In this sub-component, results of
previous are processed to map each word to its section, and index the section
and word both to the document. Since in MR, the map output must be in (key,
val) pairs, therefore, data is processed to generate the pairs with words as key
and the rest of the semantic data as its value. (Key, val) pair generation helps in
partitioner and reducer step to perform clustering and indexing of documents.

2.2 Partitioner Module

This module has the only sub-component i.e. partitioner and comparator as
shown in Figure 1(II). The (key, val) pairs generated by the map module are
processed by partitioner module to shuffle the data between nodes in the cluster.
Shuffling is performed based on keys (concept words). Words with same seman-
tics are forwarded to a single reducer for further aggregation and final output
generation. The partitioner component is customized to avoid data skew, in case,
if skew occurs, it distributes the data to other available reducers.

2.3 Aggregator and Results Generator

Figure 1(III) shows the final component in the architecture and the data for-
warded by the previous modules is collected and aggregated by reduce module
based on their keys. As their keys represent the concept, therefore, a concept oc-
curring in each document is aggregated with all its semantics and ranked based
on its frequency and importance of the section of document. The ranking helps
in returning results to a query easily. each concept is also indexed to a document
it belongs to. The results of reducer are in (key, val) format and stored directly
into the Hadoop repository. Once all steps are performed, data in HDFS will be



ready for querying and searching. The searching of results are of two kinds: a)
online search, b) offline search. In online, the query will be directly processed by
this framework and the results will be returned to the user. In offline, the data
is preprocessed and the query result is directly returned from the data in HDFS.

3 Discussion and Conclusion

In this paper, we presented an architecture for semantics searching over large
repositories using Hadoop-MR. MR programming model is used to perform com-
putation and process the data in parallel over cluster of commodity hardware.
Semantic techniques are used to attain focus on the correct terms identification.
The proposed architecture combines distributed processing with semantics based
processing to provide an in-depth search with high performance over large data-
sets. Currently, our focus is to develop semantics based intelligent search engine
using Hadoop-MR to achieve high performance and recall. In future, we intend
to extend our architecture to other data formats to extend its applications.
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