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ABSTRACT 

Healthcare systems provide suitable services in different do-

mains to help people in fitting themselves into their best pattern 

of life. This study is focused on the development of a hybrid 

reasoning engine called KARE (knowledge acquisition and 

reasoning engine) which is the core reasoning module of 

ATHENA (activity-awareness for human-engaged wellness 

applications) platform1, carried out at UCLab2 as a project for 

promoting active lifestyle. This engine recommends food, men-

tal and physical therapy to the ATHENA users that are based on 

their personal preferences, historical physical, mental and social 

health information. In KARE, a hybrid approach is used for 

reasoning which internally combines the predictions of multiple 

parallel reasoners into a collective decision. Random Forest, 

Naïve Bayes and IB1 algorithms are used in parallel in each of 

the reasoner to generate personalized recommendations for the 

specified service. The predictions of all the individual reasoners 

are combined using majority voting scheme to enhance the 

predictive accuracy of the individual reasoner. The proposed 

hybrid reasoning approach is tested on real world dataset of 

weight management, collected under the ATHENA project. The 

accuracy of correct recommendations for food, physical and 

mental therapies is 98.7%. 

Categories and Subject Descriptors 

Algorithms. 

General Terms 

Algorithms, Experimentation. 
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Reasoning; hybrid reasoning; learning; KARE; healthcare; 
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1. INTRODUCTION 
A person’s health is defined in terms of a number of attributes, 

but few of them are considered as more promising, such as 

physical, mental, and social primitives[1]. These attributes are 

highly correlated and vastly contributed in healthy lifestyle [3; 

24]. In a real clinical environment, physiotherapists prescribe 

exercise and other physical activities  to patients to promote 

their active lifestyle[25]. According to the survey [21], physio-

therapists in United States of America have indicated that phys-

ical activity is the most focused activity for promoting health 

behavior. A physically inactive person is highly exposed to 

chronic, cardiovascular, obesity, type 2 diabetes mellitus, sever-

al forms of cancer, and depression diseases[4; 17]. Similarly, 

mental health is also a fundamental factor that provides signifi-

cant benefits for improving health and quality of life. Mental 

health provides elasticity, health assets, capabilities and positive 

adaptation that enables people to cope, to flourish and to expe-

rience good health and social outcomes[12]. Apart from physi-

cal and mental factors, balanced diet and healthy eating plan are 

key factors to healthier lifestyle. 

To promote active life style, in UCLab, at Kyung Hee Universi-

ty, we are conducting a research project with the name 

ATHENA aimed to elevate active lifestyle and wellbeing by 

identifying the underline connections between the physical, 

mental and social health primitives of users [11]. The prototype 

version of ATHENA is implemented which provides personal-

ized dietary, physical and mental therapy recommendations to 

its users. The reasoning part of ATHENA is performed by 

KARE that generates personalized recommendations. In this 

paper, we present KARE, which uses a hybrid reasoning ap-

proach for generating personalized recommendations for users 

wellbeing. 

Hybrid reasoning is a widely used and acceptable research area 

in the reasoning community due to its high predictive accuracy. 

It provides appropriate technology for computer-based solution 

of complex, real-life problems, like those encountered in medi-

cal domain[8]. In healthcare, a pervasive system, called Con-

text-Aware Real-time Assistant (CARA) [27] has been de-

signed for providing personalized healthcare services for elder-

ly, so that to fit them into their normal activities of life. In 

CARA, contextual sensory data of elderly’s activities are col-

lected, fused, analyzed and reasoned to generate timely appro-

priate alerts using rule-based and case-based reasoning. Similar-

ly, to promote and maintain healthy lifestyle, HealthyLife [9] 

system is developed for recognizing users activities and gener-

ating appropriate alerts, suggestions and recommendations. 

HealthyLife uses answer set programming-based stream reason-
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ing (ASR) and artificial neural network (ANN) to generate 

alerts and suggestions. Similarly, WebDIET [20] is a web‐based 

healthcare system that recommends suitable food to its users on 

the web using menu plans and users preferences. This system 

uses case-based reasoning for providing recommendations 

either directly to its users or to the dieticians who serve as ad-

ministrators. Health cloud[15] is another system used to rec-

ommend better food to its users using ontological reasoning 

which exploits knowledge reasoning model. Thismodel gives a 

reasonable way of getting a better food choice from original 

food information and personal profile of the users. The food 

information consumed by this system includes food types, 

names and ingredients while the profile information includes 

physical, health and habit information.  

Apart from healthcare, a number of systems and studies can be 

found in clinical setup which exploit hybrid reasoning models. 

For example, in end-of-life cancer care, nurse clinicians attempt 

to deliver care to the patients to minimize their pain, and im-

prove their quality of life using case-based reasoning [10]. 

Similarly, a web-based health self-checkup system [23] is de-

veloped which helps the users to monitor their healthy lifestyle 

through their daily checkups. This system takes key physiologi-

cal parameters of its users and their lifestyle information as 

input, performs analysis and generates report. The users adopt 

themselves according to the recommendations, mentioned in the 

report, for promoting their lifestyle. Likewise, the hybrid of 

rule-based and case-based reasoning can also be found in litera-

ture for acute bacterial meningitis [7] and domain independent 

clinical decision support in ICU[16]. Case-based reasoning and 

cluster analysis have been tried for health monitoring of elderly 

people in remotely way[2]. A hybrid case-based reasoning, 

rule-based reasoning and fuzzy theory reasoning has been ap-

plied for the treatment planning of adolescent early intervention 

of mental healthcare [26]. Similarly, a hybrid neural network 

(NN) and case-based reasoning (CBR) model is used for the 

diagnosis of congenital heart diseases [22]. In the same way, to 

classify the types of liver diseases, a hybrid diagnosis model of 

CBR, AHP (analytic hierarchy process) and ANN is used [18]. 

For the diabetes type 1, a decision support tool is designed 

using rule-based, case-based and model-based reasoning [19]. 

The existing work on reasoning is limited to classical approach-

es with single learning and reasoning algorithm for recommen-

dations. Similarly, if some approaches use multiple learning and 

reasoning approaches, they only focus single objective function. 

To overcome the problem of generating recommendations for 

multiple services using multiple learning and reasoning algo-

rithms, this paper presents a hybrid approach with parallel 

design for learning and reasoning. The outputs of the parallel 

reasoners are combined using majority voting scheme. The 

algorithms used are random forest, naïve Bayes and IB1 and the 

services targeted are diet, physical and mental therapy. The 

main contributions and uniqueness’s of the paper includes: 

 The development of a novel hybrid reasoning engine with 

a parallel design to generate personalized healthcare rec-

ommendations for promoting active lifestyle. 

 The generation of personalized cross-domain recommen-

dations for food, physical and mental therapies. 

 The development of a stable reasoning approach for 

providing highly stable and accurate recommendations 

even with small data. 

 The development of an integrated environment for data 

preprocessing learning and reasoning without degrading 

the system performance. 

The rest of paper is structured as follows. Section 2 discusses 

the overview of ATHENA. Section 3 discusses the architecture 

and methodology of the proposed KARE system. Section 4 

describes the implementation and results while section 5 con-

cludes the work done with future directions. Section 6 

acknowledges the funding agencies and section 7 presents the 

references used in the paper.  

2. ATHENA OVERVIEW 
ATHENA (a project taken as a research at UCLab) is a platform 

designed to integrate relationship between the basic health 

primitives of the users and estimates their lifestyle to generate 

real-time recommendations for their wellbeing. The purpose of 

ATHENA was to develop a system in order to promote the 

active lifestyle for individuals as shown in Figure 1. The plat-

form presented personalized recommendations to its users by 

analyzing their past history data and personal preferences. This 

system used sensory data, collected through smart devices and 

processed using ingeniously developed tools. It exploited big 

data infrastructure for the massive sensory data storage and fast 

retrieval.  

 

Figure 1. Abstract View of ATHENA. 

In ATHENA, physical health (i.e., activities), mental and social 

health (i.e., feelings and emotions) were linked to sleep pat-

terns, food habits, and users preferences to recommend food, 

physical and mental therapies to its users (Figure 1).  All these 

parameters were measured through the activity recognition, 

emotion recognition, and sleep monitoring systems developed 

by our lab. Users profile and preferences were also taken into 

account, while recommending services for active lifestyle. In 

the first phase of ATHENA, data is collected from social net-

work and sensory data sources and stored into the big data 

storage. This data is then loaded into the low-level data pro-

cessing layer for extracting low-level and high-level activates 

using different modules, such as social media interactor, weara-

ble device-based activity recognizer, smart-phone based activity 

recognizer and emotion recognizer, developed by our lab. These 

recognized activities and emotions were stored into the person-

alized intermediate data and also forwarded to the human be-

havior analyzer and context-aware recognizer for higher level 

decision making. This personalized intermediate data was 

passed into the personal service processing and reasoner layer. 

In this layer, personal profile information were collected from 

the users and stored them into the personalized intermediate 

data store. The inference and reasoner modules of this layer 

took personalized intermediate data, performed automatic learn-

ing, and stored the learned models into the personalized inter-

mediate knowledge base. The learned models were retrieved for 

generating personalized healthcare recommendations for an 

input request when the reasoning process is activated for an 

input request. The scope of this study is only limited to the 

hybrid reasoning for the ATHENA platform. 

3. ARCHITECTURE & METHODOLOGY 

3.1 Architecture 
The proposed architecture of KARE, implemented in ATHENA 

is shown in Figure 2.  



 

Figure 2. Architecture of Knowledge Acquisition and Reasoning Engine. 

It consists of five main components, such as input interface, 

preprocessing component, main KARE engine, knowledge base 

and output interface. 

The input interface provides a user friendly and easy way for 

knowledge engineer to create knowledge and for end user to 

enter input request for recommendation services. It is used for 

loading personalized intermediate data for learning and entering 

input query for generating service recommendations. The sec-

ond component is preprocessing which allows cleaning, trans-

formation, and reduction of the loaded data. It converts data 

into the formats of the learning algorithms, i.e., random forest, 

naïve Bayes, and IB1 in this case.  

Main KARE engine by itself consists of learning and reasoning 

modules. The learning module learns the preprocessed data 

using the specified learning algorithms and stores the 

knowledge into the knowledge base. The knowledge base keeps 

the learned models separately, that can easily be used during the 

hybrid reasoning process. The reasoning module is activated 

during the execution process when a service is requested by the 

user. Reasoning for an input request, for example food recom-

mendation, is performed by all of the three, random forest, 

naïve Bayes, and IB1 models. The result from each of the rea-

soner is taken and combined using majority voting scheme to 

get the integrated output as a final personalized recommenda-

tion for appropriate food. Finally, the result of the KARE en-

gine is directed to the output interface where it is presented to 

the ultimate user. 

3.2 Methodology 
KARE Methodology is divided into three parts: data prepro-

cessing, learning, and reasoning. Preprocessing and learning are 

activated by knowledge engineer for building knowledge base. 

Knowledge engineer uses the input interface and preprocessing 

module to clean, transform, and reduce the personalized inter-

mediate data. In the cleaning task, missing values that exist in 

the data are filled by adopting Grzymala-Busse [13] methodol-

ogy. According to this method, holes in the dataset are filled 

with the most common values of the attributes if the attribute is 

of type nominal and the mean value if it is of type numeric. In 

transformation, the low level data in the dataset is replaced with 

the higher-level concepts, such as taking breakfast, lunch and 

dinner etc. In the reduction step, continuous values of the at-

tributes, such as height, weight etc. are discretized using global 

discretization technique initially proposed by Polkowski et al. 

[5] implemented in the rough set exploration system [6]. 

After preprocessing, the knowledge acquisition (i.e., learning 

process starts). We are using one training dataset to be learn by 

three different approaches, such as rules generation method 

(i.e., random forest), probabilistic method (i.e., Naïve Bayes), 

and instance-based learning method (i.e., k-NN). The motiva-

tion for using multiple learners for one dataset is to learn the 

diverse data appropriately. Each learner learns the data differ-

ently and thus eliminates the shortcomings of the other learners. 

This way, the same dataset is learned three times with three 

learners, each time for the different service (i.e., food, mental 

therapy, and physical therapy). Total nine models are learned 

and stored separately into the knowledge base. The learning 

process is shown by the bold face line in the architecture (Fig-

ure 2). 

Once the learning process is completed, execution process (i.e., 

inference or reasoning) is activated by the user query from the 

input interface. While requesting the service, user specifies 

his/her preferences in term of preferred activity, food, and mu-

sic etc. The input interface transfers the user query to the pre-

processing component for parsing and forwarding to the hybrid 

reasoning module of the KARE engine. During the reasoning 

process, if a request for food recommendation is made, 

knowledge base is activated and models are loaded for generat-

ing recommendations. The recommendations from all the three 

reasoners are collected and combined using majority voting 

schemes to get the integrated output. The final results of KARE 

are forwarded to the output interface, where it is presented to 

the users. 

4. IMPLEMENTATION AND RESULTS 
In this section, we focus on the case study and the results ob-

tained (shown in Table 1) by simulating the weight manage-

ment dataset in Weka environment [14]. 



4.1 Case study and dataset 
KARE is simulated with a weight management scenario dataset 

in which the subject wants to maintain his normal body weight 

and adopt active life style. In this scenario, the subjects are 

interested in getting appropriate dietary, physical, and mental 

therapy recommendations. The attributes of the weight man-

agement dataset, collected as a result of ATHENA project, are 

divided into five groups (personal profile, physical activities, 

mental activities, food, and sleep), as shown in Figure 3. The 

dataset contains 116 records.  

 

Figure 3. Characteristics of the Weight Management  

Dataset 

The aim of this study is to generate food recommendations for 

the users and suggest them appropriate physical, mental therapy 

and food based on their body mass index (BMI), personal pref-

erences, and sleep quality. 

4.2 Experiments and results 
We performed our experiments on the weight management 

dataset. For the first time, the whole dataset is taken for learn-

ing and the food attribute is selected as the target (label) attrib-

ute. The dataset is learned using random forest, naïve bays, and 

IB1 algorithms. For the second time, physical activity is select-

ed as the label and the data is learned using the same algo-

rithms. In the last, the mental therapy is taken as the label and 

the data is learned in the same way as the previously. For learn-

ing step, we used Weka [14] using an Intel Pentium Dual-

CoreTM (2.5 GHz) with a RAM capacity of 4 GB. While con-

ducting the experiments, we kept all the parameters of the learn-

ing algorithms as default in the Weka setup. Furthermore, 

10−fold cross-validation scheme was chosen for splitting the 

data into training and testing sets.  

The test set is provided to the hybrid reasoning system where all 

the learned models are utilized for generating predictions. All 

the results are collected and combined using majority voting 

scheme for the final predictions and recommendations. The 

detailed results are shown in Table 1. 

Based on the results shown in Table 1, we observe that good 

results are generated by the hybrid reasoner where the individu-

al results from all the three learners are combined together. As 

we know some learners produce good result when they are fed 

with small amount of dataset and bad result when the dataset is 

big. However, some other learners behave exactly opposite as 

produce good result when the dataset is big and bad result when 

the dataset is low. Hence, this hybrid reasoning consists of three 

different reasoners whose results are combined on the majority 

voting scheme, because its performance is always stable and 

good. We also noticed that naïve Bayes performance is not 

good compared to the other learners, such as Random Forest 

and IB1 because it is a weak classifier. On the other hand, 1-

NN outperforms Random Forest by producing 99.1% accuracy, 

but when ensemble with the other classifiers, the final results 

produced is 98.7% accurate which is stable. 

 

5. CONCLUSIONS AND FUTURE WORK 
In this study, an easy to use automatic reasoning tool (KARE) 

is discussed which is an integral part of the ATHENA platform. 

Knowledge engineer can easily use the engine to automatically 

learn the data using multiple learning algorithms and store the 

models into the knowledge base.  This knowledge base is used 

during the reasoning process of generating personalized rec-

ommendations using hybrid reasoning approach. The proposed 

approach achieves an accuracy of 98.7% for food, physical 

activity, and mental therapy recommendations. 

Current work is focusing on weight management scenario and 

can be extended to other active lifestyle scenarios because this 

approach is independent of the domain but only needs formula-

tion of the dataset. Furthermore, the complexity of the hybrid 

approach can be overcome by defining special techniques for 

the automatic selection of the learners for leaning the models. 
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Table 1. Percentage Accuracy and F-score of Individual Reasoners and Hybrid Reasoner 

Personalized  

Recommendations 

Naïve  

Bayes 

Random  

Forest 

1-Nearest  

Neighbor 

Hybrid  

Reasoning 

Accuracy F-score Accuracy F-score Accuracy F-score Accuracy F-score 

Mental (music) Ther-

apy 
87.931 0.873 87.931 0.878 87.069 0.87 87.069 0.87 

Food Recommenda-

tion 
98.2759 0.983 98.2759 0.983 96.5517 0.966 98.2759 0.983 

Physical Therapy 83.6207 0.823 85.3448 0.851 88.7931 0.886 87.931 0.877 

 



7. REFERENCES 
[1] The Ottawa Charter for Health Promotion, 1986. In 

Proceedings of the An International conference on 

Health Promotion (World Health Organization 

(WHO), Ottawa, Canada1986). 

[2] AHMED, M.U., BANAEE, H., and LOUTFI, A., 

2013. Health monitoring for elderly: an application 

using case-based reasoning and cluster analysis. ISRN 

Artificial Intelligence 2013. 

[3] ANGEVAREN, M., AUFDEMKAMPE, G., 

VERHAAR, H.J., ALEMAN, A., and VANHEES, L., 

2008. Physical activity and enhanced fitness to im-

prove cognitive function in older people without 

known cognitive impairment. Cochrane Database 

Syst Rev 3, 3. 

[4] BAUMAN, A.E., 2004. Updating the evidence that 

physical activity is good for health: an epidemiologi-

cal review 2000â€“2003. Journal of Science and 

Medicine in Sport 7, 1, 6-19. 

[5] BAZAN, J.G., NGUYEN, H.S., NGUYEN, S.H., 

SYNAK, P., and WRÃ³BLEWSKI, J., 2000. Rough 

set algorithms in classification problem. In Rough set 

methods and applications Springer, 49-88. 

[6] BAZAN, J.G. and SZCZUKA, M., 2005. The rough 

set exploration system. In Transactions on Rough 

Sets III Springer, 37-56. 

[7] CABRERA, M.M. and EDYE, E.O., 2010. Integra-

tion of rule based expert systems and case based rea-

soning in an acute bacterial meningitis clinical deci-

sion support system. International Journal of Com-

puter Science and Information Security 7, 2. 

[8] CHRISTODOULOU, E. and KERAVNOU, E.T., 

1998. Metareasoning and meta-level learning in a hy-

brid knowledge-based architecture. Artificial Intelli-

gence in Medicine 14, 1, 53-81. 

[9] DO, T.M., LOKE, S.W., and LIU, F., 2013. Healthy-

Life: An Activity Recognition System with 

Smartphone Using Logic-Based Stream Reasoning. In 

Mobile and Ubiquitous Systems: Computing, Net-

working, and Services Springer, 188-199. 

[10] ELVIDGE, K., 2012. A hybrid reasoning system for 

care planning in end-of-life cancer care. In 13th In-

ternational Conference on Information Reuse and In-

tegration IEEE, 730-733. 

[11] FAHIM, M., IDRIS, M., ALI, R., NUGENT, C., 

KANG, B., HUH, E.-N., and LEE, S., 2014. 

ATHENA: A Personalized Platform to Promote an 

Active Lifestyle and Wellbeing Based on Physical, 

Mental and Social Health Primitives. Sensors 14, 5, 

9313-9329. 

[12] FRIEDLI, L., 2009. Mental health, resilience and 

inequalities WHO Regional Office for Europe Co-

penhagen. 

[13] GRZYMALA-BUSSE, J.W. and HU, M., 2001. A 

comparison of several approaches to missing attribute 

values in data mining. In Rough sets and current 

trends in computing Springer, 378-385. 

[14] HALL, M., FRANK, E., HOLMES, G., 

PFAHRINGER, B., REUTEMANN, P., and 

WITTEN, I.H., 2009. The WEKA data mining soft-

ware: an update. ACM SIGKDD explorations newslet-

ter 11, 1, 10-18. 

[15] HANBING, D., XIA, Z., and JIREN, L., 2011. 

Knowledge reasoning in health cloud. In Internation-

al Conference on Cloud and Service Computing 

(CSC), 48-54. DOI= 

http://dx.doi.org/10.1109/csc.2011.6138551. 

[16] KUMAR, K.A., SINGH, Y., and SANYAL, S., 2009. 

Hybrid approach using case-based reasoning and 

rule-based reasoning for domain independent clinical 

decision support in ICU. Expert Systems with Appli-

cations 36, 1, 65-71. 

[17] LEE, I.M. and SKERRETT, P.J., 2001. Physical 

activity and all-cause mortality: what is the dose-

response relation? Medicine and science in sports and 

exercise 33, 6; SUPP, S459-S471. 

[18] LIN, R.-H. and CHUANG, C.-L., 2010. A hybrid 

diagnosis model for determining the types of the liver 

disease. Computers in Biology and Medicine 40, 7, 

665-670. 

[19] MONTANI, S., MAGNI, P., BELLAZZI, R., 

LARIZZA, C., ROUDSARI, A.V., and CARSON, 

E.R., 2003. Integrating model-based decision support 

in a multi-modal reasoning system for managing type 

1 diabetic patients. Artificial Intelligence in Medicine 

29, 1, 131-151. 

[20] RAVANA, S.D., RAHMAN, S.A., and CHAN, H.Y., 

2007. Web-based diet information system with case-

based reasoning capabilities. International Journal of 

Web Information Systems 2, 3/4, 154-163. 

[21] REA, B.L., MARSHAK, H.H., NEISH, C., and 

DAVIS, N., 2004. The role of health promotion in 

physical therapy in California, New York, and Ten-

nessee. Physical therapy 84, 6, 510-523. 

[22] REATEGUI, E.B., CAMPBELL, J.A., and LEAO, 

B.F., 1997. Combining a neural network with case-

based reasoning in a diagnostic system. Artificial In-

telligence in Medicine 9, 1, 5-27. 

[23] SEKYOUNG, Y., GOEUN, L., SEUNGHUN, P., and 

WEIMO, Z., 2011. Development of remote healthcare 

system for measuring and promoting healthy lifestyle. 

Expert Syst With Applications 38, 3, 2828-2834. 

DOI= http://dx.doi.org/10.1016/j.eswa.2010.08.075. 

[24] STURMAN, M.T., MORRIS, M.C., DE LEON, 

C.F.M., BIENIAS, J.L., WILSON, R.S., and EVANS, 

D.A., 2005. Physical activity, cognitive activity, and 

cognitive decline in a biracial community population. 

Archives of Neurology 62, 11, 1750-1754. 

[25] VERHAGEN, E. and ENGBERS, L., 2009. The 

physical therapist's role in physical activity promo-

tion. British journal of sports medicine 43, 2, 99-101. 

[26] WANG, W.M., CHEUNG, C.F., LEE, W.B., and 

KWOK, S.K., 2007. Knowledge based treatment 

planning for adolescent early intervention of mental 

healthcare: a hybrid case-based reasoning approach. 

Expert Systems 24, 4, 232-251. 

[27] YUAN, B. and HERBERT, J., 2014. Context-aware 

hybrid reasoning framework for pervasive healthcare. 

Personal and ubiquitous computing 18, 4, 865-881. 

 

 

http://dx.doi.org/10.1109/csc.2011.6138551
http://dx.doi.org/10.1016/j.eswa.2010.08.075

