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Abstract—The standardized healthcare documents are being
adopted at an exponential rate all around the world which poses
several challenges about its large scale analysis and compre-
hension. The healthcare standards are complex and difficult to
understand for a health analytics expert due to its comprehensive
nature. This paper proposes a semantic transformation model of
the healthcare documents in a distributed environment to tackle
the voluminous data and its variety. In this paper Hadoop is used
for the semantic transformation model and clinical document
architecture (CDA) standard for the case study. The case study
shows that the health analytics can be well supported by the
transformation model as it is simple and tailor made for the
situation.

I. INTRODUCTION

All the stakeholders in the healthcare industry i.e. the
physicians, specialists and health insurance companies gen-
erate healthcare data in different forms and standards. These
standards usually have a very complex structure which makes
the healthcare data very challenging. New standards record
comprehensive data for every patient. From patient’s admission
to discharge, many documents are generated comprising of
tests, reports, previous history and doctor recommendations
etc. During this process a lot of data is generated as patients
today are monitored constantly through different devices [1].
With a lot of data becoming a norm in healthcare, extracting
analytics from the data is a big challenge due to performance
and scalability issues.

The introduction of ‘Big Data’ in healthcare has the po-
tential to change the way the data is processed and also the
operational structure of IT in healthcare. The complex nature
of data sets also result in inefficient and difficult management
of conventional databases. Big data has three important traits
i.e. volume, variety and velocity [2]. It does not mean that big
data can play an important role only where size matters but it
also helps in the complex nature of the data sets.

Big data in healthcare refers to the health data sets which
are complex, large and cannot be handled with conventional
infrastructure and databases. It not only refers to the volume
of the data but also the variety and diversity of the data. Health
data includes electronic documents, patient scans and images,
prescriptions, discharge summaries, insurance claims, patient
sensory data and social data from facebook and twitter.

It is a huge opportunity to transform and associate the

healthcare data that could identify patterns and assist in health
analytics [3]. This could lead to cost effective solutions and
influence patient life due to better understanding of the data
and its characteristics. The potential benefits can also be long
term as many complex situations can be better understood
like patient readmission, surgeries, risk analysis etc. 1.2 bil-
lion clinical documents are produced in the U.S. each year,
and about 60 percent of these contain valuable patient care
information in an unstructured/semi-structured format [4].The
health analytics extracted from the transformed clinical docu-
ments can lead to better decisions and much quicker processing
for future use. An estimate of 80% hospitals are using EHRs
now [5].

Hadoop [6] is used for the big data implementation i.e.
model transformation and metadata parsing. More details will
come in late sections. The rest of the paper is organized as
follows: Section II presents the related work. Section III, de-
tails health standard clinical document architecture, section IV
describes the a distributed semantic transformation model and
section V explains the overall framework and infrastructure.
Case study is explained in section VI. Finally, we conclude
our work in section V.

II. RELATED WORK

The authors in [7] use Hadoop [6] and discharge sum-
maries. They use simple log files for discharge summaries
and group them. The data set is synthetically generated and
conformed to a structure with respect to drugs prescribed,
patient, date and quantity. They transform the data by grouping
patients against all the drugs they have been prescribed. The
data does not follow any data standard and the approach is
very simple.

Another Approach is cloud based as they use the Hadoop
infrastructure for data aggregation management [8]. They use
Hive and HBase for querying and storing relations. They did
not do any analytics on the medical data. Mapreduce jobs are
deployed just to retrieve stored data.

The Hospital data is used to build a hospital-specific
Predixion model [9]. The prediction model is then used to
risk stratify patients upon admission. Risk scores are updated
throughout the patient’s stay. Readmission risk scores are used
by care givers to target appropriate patient care paths.
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TABLE I: CDA Discharge Summary Sections and Details

Section Contains

Allergies, Ad-
verse, Alerts

Substance. Reaction, Status

Hospital
Discharge
Medications

Medication and Instructions

Plan of Care Planned Activity and Planned Date

Family history Parents Diagnosis and Age At Onset

Functional Sta-
tus

Functional Condition, Effective Dates, Condition

Immunizations Vaccine, Date, Status

Procedures Procedure and Date

Problems Condition, Effective Dates and Condition Status

Vital Signs date/Time, Height, Weight, BP etc

Social History Social History Element, Description and Dates

One technique is a Clinical Data Managing and Ana-
lyzing System [10], which uses hybrid XML database and
HBase/Hadoop infrastructure to handle big amount of heart
disease clinical data analysis online. They have an RDBMS
and HBase system to store XML documents and using the
system for fault tolerance and replication of the data. They
are using a hybrid solution of big data and RDBMS which is
known to be inefficient due to different data access techniques.

III. CLINICAL DOCUMENT ARCHITECTURE

Clinical document Architecture (CDA) [11] is a base stan-
dard which provides a common architecture, coding, semantic
framework, and markup language for the creation of electronic
clinical documents. CDA documents are coded in eXtensible
Markup Language (XML). A CDA document is an XML doc-
ument which comprises of a header which identify the patient,
encounter information, contact information, care provider etc.
and there is a body part which consists of some mandatory
and optional sections. These sections contain diagnosis, plan of
care, family history, allergies, vital signs etc. A more detailed
view as shown in table 1.

IV. SEMANTIC DISTRIBUTED TRANSFORMATION MODEL

Semantic transformation of complex healthcare documents
gives a huge advantage in comprehending and understanding
the clinical data. It also assists in the health analytics as the
transformed reduced documents can be tailor made for the
health analytics scenario. This leads to high speed solutions
and less processing for the analytics output. We have taken
CDA documents as our case study. There are many sections in
the CDA body which comprises of clinical statements such as
observations, substance administration etc and their respective
codes. These clinical statements have different complex data
types like coded value (CV), Concept descriptor (CD) and code
with equivalents (CE). Figure 1 shows a sample section specif-
ically the diagnosis which is the required part of a discharge
summary gives a glimpse that the codes, naming convention

and relationships can be very confusing and difficult to parse
or query in a meaningful time. The important information
to extract is the diagnosis i.e. the chest pain and the code
associated with it.

Fig. 1: CDA Component,section,code,entity
relation,observation

The semantic transformation is needed so that the CDA
document can be used for health analytics with simple process-
ing. For this purpose we need a model which can maintain the
basic relationships but remove the complexity of sections, com-
plex data types and relationships. The data transformation is
done with respect to the analytics expert’s needs. A generalized
object model is needed to create a simple and understandable
reduced document. The class diagram in figure 2 shows the
reduced document which contains the patient id and encounter
information. It also contain the list of reduced sections that the
health analytic query may need. The reduced section contains
the section code, title and collection of clinical statements.
The clinical statement is an atomic object which contains
the code and value (description). The remaining classes i.e.
driver, XMLInputFormat, mapper and reducer are supporting
the distributed environment of the system and will be explained
in framework section.
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Fig. 2: Class Diagram

V. PROPOSED FRAMEWORK

The input of the proposed framework will be the health
and clinical standard documents from hospitals, insurance
companies, physicians and pharmacies. This framework will
have a big data storage and processing layer. This layer caters
to the need of volume of the documents and the complexity
of the documents.

Fig. 3: Big Data Classification Framework

A. Big Data Storage and processing Layer

The big data layer consists of a repository and a job
scheduling algorithm inherited from the hadoop implementa-
tion. The component explanation is given below

1) Semantic Partitioner : The storage layer is using
Hadoop Distributed File System (HDFS) for storing the data.
This layer has a semantic partitioner to extract the complete
healthcare document. The default behavior of Hadoop is to
read all the data line by line which in this case is not practical.
If the whole document is not retrieved the semantics of that
document is lost as the completeness is a must for extraction.

2) Standard Schema Validator: This module is specific to
the healthcare documents that are going to be processed and
parsed. For example if the CDA documents are being processed
then the CDA schema is the standard schema. This schema is

saved in the distributed cache so that all the data nodes in the
big data environment have this schema.

3) Query Formulator: The query formulator has two parts
i.e. the extractor and the builder. This query is based on the
health analytics scenario and it maps the concepts of this query
to HDFS repository.

4) Batch Scheduling: Batch scheduling is related to the
multiple jobs in the distributed environment. The jobs after
processing assigns the intermediate data for processing to the
data nodes in queue. This needs to be customized so that
similar intermediate data can be broadcasted to one data node.
This increases the overall job execution time and performance.

B. Intermediate Processing Layer

The intermediate processing layer comprises of the func-
tions which are passed on the big data storage layer for
assistance in processing. This is a supporting functions layer
which will pass on different information like partition the data
and parse the data.

1) XML Data Reader: This is the custom data reader which
assists in retrieving the data from the HDFS. This indicates the
starting and ending of the healthcare documents. As most of
the healthcare documents are in XML, so a custom reader was
designed to increase the efficiency for the semantic partitioner.
Different health standards have different header information in
their documents, so an additional check in the data reader can
assist to identify healthcare information

2) Speculative Parsing: A speculative parser for healthcare
documents speculates the section parsing with the help of
the schema. This will assist the schema validator in the big
data layer. It will increase the efficiency as it will predict
the medical document section due to its prior knowledge of
document schema. It will automatically extract data from the
medical data which are compulsory in the data and in worst
case will traverse the whole document.

3) Driver Class: The driver class calls all the functions
relevant to the distributed execution. In this instance it calls the
mapper and reducer classes. The mapper parses the document
and broadcast the extracted intermediate information. The
driver then calls the reducer class and converts this information
into the object model and customized mapping depending on
the standard.

C. Health Analytics

The health analytics layer consists of the different sce-
narios. It is layer which is customizable and depends on the
need of the health expert. In the framework the mentioned
classifications are disease, medication and readmission. As
these classifications are related to the case study, so it is
mentioned.

VI. CASE STUDY

The case study of readmitted patients and how likely is
the risk of readmission again for these patients. Around 20%
of all hospital admissions occur within 30 days of a previous
discharge 30% of the 2 trillion annual cost of healthcare in the
United States [12]. A discharge summary reports on a patient’s
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episode of care. Identifying patients at risk of readmission can
guide efficient resource utilization and can potentially save
millions of healthcare dollars each year. Effectively making
predictions from such complex standard data and volume in
coming years requires the development of effective analytical
models.

We have implemented naive bayes in mapreduce which
helps predicting by training huge volume of data and we have
labeled data from the parallel parser.

Fig. 4: Readmission Case Study

Figure 4 starts from a Clinical Document Architecture
(CDA) [5] and information is extracted into a table which
breaks it down to admission days, disease, codes and allergies.
This is done by the transformation module which is explained
in section 4. This object model is then converted into a table
for applying the algorithm After applying naive bayes on
selected attributes i.e. the admit days and allergies. By this
process the risk attached to readmission of respective patients
are found. The last table shows the risk score of the users in
terms of their likelihood of readmission. The machine learning
technique is not explained as it is out of scope of this paper.
This case study proves that converting unstructured/standard
clinical documents can support the health care analytics.

VII. CONCLUSION

Health standards nowadays are very comprehensive and
complete as it has all the infromation about patient demograph-
ics and medical history. This in most cases leads to a complex
medical document which is hard to parse and process. This
creates Our approach takes advantage of parallel processing in
big data and make machine learning and parsing more efficient.
Readmissions problem is selected as our application as it is
ideal due to such complex standard data and volume
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