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Abstract. One limitation seen among most of the previous methods
is that they were evaluated under settings that are far from real-life
scenarios. The reason is that the existing facial expression recognition
(FER) datasets are mostly pose-based and assume a predefined setup.
The expressions in these datasets are recorded using a fixed camera
deployment with a constant background and static ambient settings. In a
real-life scenario, FER systems are expected to deal with changing ambi-
ent conditions, dynamic background, varying camera angles, different
face size, and other human-related variations. Accordingly, in this work,
three FER datasets are collected over a period of six months, keeping
in view the limitations of existing datasets. These datasets are collected
from YouTube, real world talk shows, and real world interviews. The
most widely used FER methodologies are implemented, and evaluated
using these datasets to analyze their performance in real-life situations.

Keywords: Facial expression recognition · Feature extraction · Feature
selection · Recognition · YouTube · Real-world

1 Introduction

Existing FER methodologies utilized previous datasets and did not consider
the real world challenges in their respective systems. For instance, two most
commonly used expression datasets used for evaluating FER systems are
Cohn-Kanade (CK) [5] dataset, and JAFFE dataset [7]. JAFFE dataset is col-
lected from 10 different subjects (Japanese female), where CK dataset is collected
from 97 subjects (university students). Both datasets are collected under con-
trolled laboratory settings with constant lighting effects, camera stetting, and
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background. All of the images are taken from the frontal view of the camera,
with tied hair in the case of JAFFE dataset, in order to expose all the sensitive
regions. Furthermore, these datasets are pose-based, i.e., subjects performed the
expressions exactly when they are asked to. Limited efforts have been put into
designing a new dataset that is closer to real-life situations, probably because
creating such a dataset is a very difficult and time consuming task. And this is
where the contribution of this work lies.

Accordingly, in this work, we have defined a realistic and innovative dataset
collected from YouTube, some real world talk shows, and some interviews that
considered the above-mentioned limitations. From lab settings to a real-life envi-
ronment, we defined three cases with increasing complexity. In all three cases, a
large number of different subjects of different gender, race, and age were included.
Also, the defined datasets have various sizes of the face that is related to prox-
imity. From existing works, more recent methodologies were implemented.

2 Existing Standard FER Methodologies and Datasets

Standard Methods: For feature extraction, LBP [4], LDP [8], curvelet trans-
form [14], and wavelet transform [10]; for feature selection, (LDA) [9], kernel dis-
criminant analysis (KDA) [17], and generalized discriminant analysis (GDA) [15];
and for recognition, SVM(s) [8], HMM(s) [9] and HCRF(s) [11] were used.

Existing Datasets: The extended version of CMU-PIE dataset [12] was col-
lected named Multi-PIE [3] that covered the limitations of CMU-PIE. However,
multi-PIE is a pose-based dataset collected under a static illumination condi-
tions. Similarly, the extended Cohn-Kanade (CK+) dataset [6] is the extension
of CK dataset [5] which covered the limitations of CK dataset. This dataset con-
sists of both pose-based and spontaneous expressions. However, this dataset has
been collected under a controlled environment and though some subjects were
at a 30-degree angle with the camera, the remaining subjects were with frontal
view to the camera. Georgia Tech Face dataset [1] contains images of 50 people,
which is a pose-based dataset and the images show frontal and/or tilted faces
with different expressions. USTC-NVIE [16] consists of both pose and spon-
taneous expressions collected by more than 100 people. However, a visible and
infrared thermal camera was used for dataset collection with a predefined lighting
setup. Another important real world dataset named VADANA: Vims Appear-
ance dataset [13] was collected to consider the research problem of gender and
age in the area of FER. However, this dataset is a pose-based dataset, too. Like-
wise, another real world dataset named YMU (YouTube Makeup) dataset [2]
was collected from the YouTube makeup tutorials consisting of 151 subjects.
However, in this dataset, only females (having makeup) are involved that may
cause the gender problem.
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3 Novel Datasets to Benchmark Real-World FER
Systems

Emulated Dataset: In this dataset, the ordinary subjects performed expressions
in a pose-based manner in a controlled lab environment. The subjects belonged
to different colors, age, and ethnicities. The subject age ranges from 4 years to
60 years. In some of the cases, the images in some expressions are rotated using
the camera for better accuracy of the system. The subjects include both males and
females. Each expression has at least 165 images. The images used in the dataset
are of size 240 × 320 and 320 × 240 pixels with facial frame.

Semi-naturalistic Dataset: In this dataset, the expressions are collected from
the actors and actresses of Hollywood and Bollywood in their respective movies,
where we had no control on expression timings, camera, lighting and background
settings. The expressions have different views from different angles with glasses,
hair open and close, and other obvious actions are collected in this dataset with
dynamic settings. Each expression consists of at least 165 images. The dataset
has the images of size 240 × 320 and 320 × 240 pixels with facial frame.

Naturalistic Dataset: In this dataset, subjects from various parts of the world,
races, and ethnicities have been selected. The expressions are spontaneous that
have been captured in natural and dynamic settings from real world talk-shows,
interviews, and YouTube natural videos such as news and real world incidents.
The total of 165 images have been considered for each expression. The age range
of the subjects are from 18 to 50 years. Images used in the dataset are of size
240 × 320 and 320 × 240 pixels with facial frame. All the datasets include six
basic expressions such as happy, sad, angry, normal, disgust, and fear. These
datasets will be made available for future research to the research community.

4 Experimental Results

A comprehensive set of experiments were performed, in which the performance
of each method was tested and validated using 10-fold cross-validation rule for
each dataset. All the experiments were performed in Matlab using an Intel R©
Pentium R© Dual-CoreTM (2.5 GHz) with a RAM capacity of 3 GB.

Experimental Analysis Using Emulated Dataset: The average recognition
rates for each method when benchmarked on the emulated dataset are shown in
Fig. 1 (first image). As it can be seen, the vast majority of the evaluated methods
yield an average accuracy within the range 65 to 80 %, thus far from perfect recog-
nition capabilities. Some combinations of feature extraction and selection meth-
ods provide better results than others, especially, LBP + KDA, LDP + GDA,
Curvelet + KDA and Wavelets + KDA and GDA. The sort of feature extraction
and selection technique used in the FER model turns to have a less clear impact
than classification paradigm. In fact, highest accuracies are generally obtained by
using HCRF, while poorest results are obtained for systems based on SVM.
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Fig. 1. The average (bar and standard deviation whiskers) classification rates from
the evaluation of the standard FER methods using the defined emulated (first image),
semi-naturalistic (middle image), and naturalistic (last image) datasets. The top leg-
end presents the recognition paradigm. The horizontal axis labels present the stan-
dard feature extraction methods used for each experiment, while, the underlined shows
respectively the standard feature selection methods.
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Experimental Analysis Using Semi-naturalistic Dataset: Figure 1 (mid-
dle image) depicts the performance values of each standard method for the semi-
naturalistic case. At first sight, a significant drop in the performance is observed
with respect to the ideal scenario. Here, the performance of the evaluated models
span from 45 % to 65 %, which is unacceptable for realistic FER applications.
The combinations of feature extraction and selection methods that yield best
results are different to the ones highlighted for the emulated case. Concretely,
Wavelet + KDA and LDP + GDA seem to provide the best performance for all
classification paradigms. Conversely to the emulated scenario, no classification
paradigm is observed to prevail over the others for the semi-naturalistic case.

Experimental Analysis Using Naturalistic Dataset: The accuracy results
corresponding to the third evaluation scenario, i.e., the naturalistic case, are
shown in Fig. 1 (last image). As it could be expected, the performance of all mod-
els is dramatically reduced with respect to the emulated or ideal scenario, with
accuracies that range between less than 40 % to 55 %. Although marginalizing
across feature extraction, selection, and classification techniques is of arguable
value given the low accuracy values, it may be said that best combinations are
LDP + LDA, and Curvelet/Wavelet + KDA/GDA. Similarly, no clear conclu-
sions can be derived from the analysis of the prevalence of the classification mod-
els, although highest results tend to be obtained by using the HCRF. Despite,
the combinations of feature extraction and selection methods that yield best
results are different to the ones highlighted for the emulated case.

5 Conclusion

Human FER has emerged as a fascinating research area during the last two
decades. However, accurate FER in real world scenarios is still a challenging
work. Most of the previous FER methodologies achieved high recognition rate
using all the previous datasets. However, most of these datasets were collected
under predefined setups. And, these methodologies showed poor performance
when applied on real world datasets. Several factors that effects the accuracy of
the FER methodologies include varying light conditions and dynamic variation
of the background.

In this work, we have defined three kinds of datasets named emulated, semi-
naturalistic, and naturalistic datasets. The defined datasets considered most of
the limitations of the existing datasets in real world scenarios. These datasets
are collected from real world talk shows, interviews, and YouTube. We have eval-
uated some well-known existing standard FER methodologies using the defined
datasets. All the standard methodologies were tested and validated using 10-
fold cross-validation rule. It can be seen that all the methodologies showed least
performance on semi-naturalistic and naturalistic datasets.

Therefore, it is desirable that in future we will propose new methods to
improve the accuracy of FER systems in real-life scenarios.
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