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Abstract. Feature subset selection is an important data reduction technique. Ef-
fects of feature selection on classifier’s accuracy are extensively studied yet 
comprehensibility of the resultant model is given less attention. We show that 
a weak feature selection method may significantly increase the complexity of a 
classification model. We also proposed an extendable feature selection meth-
odology based on our preliminary results. Insights from the study can be used 
for developing clinical decision support systems.  
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1  INTRODUCTION 

Data classification is one of the important tasks in data mining for knowledge 

acquisition. The main purpose of a classification algorithm is to model rela-

tionship between independent features and a response variable. An inferred 

model constructed by a classification algorithm may produce either a compre-

hensible model or an incomprehensible model. This paper deals with compre-

hensible models. Decision tree and rule-based decision list are the two most 

common used comprehensible models [1]. Aforementioned models are de-

picted in Fig. 1 and Fig. 2, respectively. Along with predictive accuracy, com-

prehensibility of a model is also an important characteristic for a classification 

a l g o r i t h m  i n  c e r t a i n  d o m a i n s  [ 1 ] .  
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Fig. 1.   Decision Tree model      Fig. 2. Decision List model 

2 RELATED WORK 

This section deals with some of the important related studies. Fast Correlation 

Based Feature Selection (FCBFS) [2] is one of the highly effective filter meth-

ods. It accounts for both feature relevancy and redundancy. H. Liu et al. [3] 

proposed a consistency based feature selection mechanism. We have used ge-

netic algorithm in this method (referred hereafter GA-Consist). Correlation-

based Feature subset Selection (CFS) evaluates usefulness of a subset of attrib-

utes based inter and intra feature correlation [4]. This study is based on four 

commonly used comprehensible models namely C4.5, CART, RIPPER and 

Ant-Miner. Table 1 summarized some of the important studies. 

Table 1. Summarized Related Work 

 

3 Proposed Methodology and Experimentation 

Based on the empirical study, we proposed a methodology for selecting a fea-

ture selection method based on a number of considerations. The key consider-
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ation for this study is the nature of the classification model intended to be pro-

duced i.e. true base model or rule based model. Accuracy and complexity of the 

model are also addressed. For example if a rule based model is intended and 

complexity of the model is of high consideration then FCBF is recommended 

otherwise CFS can yield relatively accurate results with comparatively a more 

complex model.  Fig. 3 depicts feature selection methodology in a graphical 

manner. It is important to note that this is a preliminary study which lays foun-

dation for further studies on the intersection of effective data reduction methods 

and classifier comprehensibility. 

 

Fig. 3.    Feature selection Methodology 

The purpose of the proposed methodology is to assist in selecting a feature se-

lection method based on user’s requirements. Moreover, only those feature se-

lection methods are retained which enhances some aspect of the classifier e.g. 

compact model size, predictive accuracy, reduced training/testing time, etc. 

Since, GA-Consist couldn’t provide any extra advantage over either CFS or 

FCBF therefore it is not depicted in Fig. 3. Datasets used in this study are easily 

accessible from University of California, Irvine (UCI) machine learning repos-

itory [10] and related openly accessible dataset repositories. Table 2 enlists da-

tasets along with basic statistics i.e. number of features, instances and classes 

in each dataset. It is important to note that all the datasets employed in this study 

are from the bio-medical domain. All the experiments from Table 3 to Table 6 

are performed using 10-fold cross validation. These datasets are of varied com-

plexity i.e. from medium to large dimensionality, high number of instances, 



imbalanced feature-instance ratio, etc. Hence, insights gathered from the study 

can be extended to data driven decision support systems. 

Table 2. Datasets characterisitcs 

 

In order to construct comprehensible classifiers all the datasets with numeric 

features are discretized. In this study effect of data discretization on model con-

struction is not studied. Four state of the art classifiers are used i.e. C4.5, CART, 

RIPPER and Ant-Miner. Three filter methods, FCBF, CFS and GA-

Consistency are used for feature subset selection. Detailed experimentation is 

performed. Due to the page limitation only the summarized results are dis-

cussed. As mentioned in Table 3 with no feature selection C4.5 achieved an 

average accuracy of 76.47%. Average tree size and number of leaves are 42.63 

and 31.81, respectively. In case of feature selection it can be observed that all 

the feature selection methods achieved a reduced dataset. FCBF selected the 

smallest number of features i.e. on average 7.63 features were retained, while 

the tree size was also reduced significantly. Average accuracy of C4.5 is 

slightly reduced with FCBF as compared to no feature selection. CFS also 

achieved smaller tree size as compared to without feature selection. Moreover, 

its accuracy is slightly better than the feature selection methods considered in 

the study. Case of GA-Consist is interesting. It could not perform well for clas-

sification accuracy although it retained only half of the feature set on average 

which is a lot of feature reduction. Tree size in case of GA-Consist is far more 

complex than with any of the other feature selection algorithms or with no fea-

ture selection. It can be easily observed that due to the failure in selecting useful 

features it not only affects the accuracy of the classifier but the model size also 

complicates more so than using all the features. It is an important observation 
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which allows for more study on the effects of feature selection methods on the 

resultant model’s complexity. 

Table 3.  Experimental results for C4.5                  Table 4. Experimental results for CART 

    

CART classifier achieved an average accuracy of 72.89% with no feature se-

lection. Resultant tree size and number of leaves are 16.09 and 8.54, respec-

tively. CART could achieve lower accuracy as compared to C4.5 with a much 

reduced tree size on average. FCBF achieved highest accuracy on CART yet 

couldn’t much improve on the model size. GA-Consist resulted in lower accu-

racy on average and a comparatively large model size. 

For rule-based classifiers we have opted for a popular model complexity metric 

i.e. number of rules and conditions per rule [1]. RIPPER achieves an average 

accuracy of 72.41% with no feature selection. On average 4.81 rules were cre-

ated with a 1.96 conditions-to-rule ratio. Moreover, FCBF achieved slightly 

higher accuracy than CFS. Model size of FCBF was also slightly larger than 

with no feature selection, as is the case with other two feature selection meth-

ods. Hence, it can be observed that in case of RIPPER classifier feature selec-

tion methods couldn’t improve on the model size of the algorithm. So here we 

can observe the trade-off between classifier’s accuracy and its model size. If a 

user has a preference for the former case then FCBF would be preferred while 

no feature selection method may be preferred for the latter case.  

Table 5. Experimental results for RIPPER                Table 6. Experimental results for Ant-Miner

        

Table 6 mentions results for Ant-miner classifier. On average Ant-miner algo-

rithm achieves higher accuracy than RIPPER. Moreover, average model size of 

Ant-miner is comparatively larger than that of RIPPER. CFS achieved the high-

est accuracy, with a slightly larger model size then FCBF. Although GA-

Consist couldn’t achieve higher accuracy but it did achieve a lower model size.  

So we can infer that the effects of a feature selection method on the model size 

vary from one classifier to another.  Hence, effects of feature selection on com-

prehensibility of the classifier are more subtle. Since Ant-miner is a population-



based stochastic algorithm [11] it has incurred the highest training time of all 

the classifiers considered in this study.  

4 CONCLUSION AND FUTURE WORK 

In this study we evaluated effects of feature selection methods on comprehen-

sibility of the classifiers. Classifier comprehensibility has received relatively 

less attention while selecting for an appropriate feature selection method. We 

have shown that different feature selection methods have a varied effect on the 

comprehensibility of classifiers.  
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