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Abstract—This paper proposes a novel digital image wa- embedded images was quite worse than others in the field.
termarking method, namely SMLE, that allows to intelligently A wavelet quantization technique for blind watermarkingswa
embed a gray-scale watermark image into a color host image developed by Run et al. [4], but it was defeated by some
in the wavelet domain. By decomposing a gray-scale image common attacks such as rotation and lossy JPEG compres-
Eﬁsbair)]atry ,\iﬂma?%s.' inf_digittqutrcz&riSng) frtc))_m Lef)‘it Signififcf:_ant 't3|it sion due to constant thresholding used for watermark extrac

0 Most Significant Bi , binary bits are efficiently : oo
embedded to optimal wavelet coefficient blocks using a quan- :g)cnﬁn!\éizehida?lrey; Ge:ag!érE?]Dﬁ;Oc?;z)?lesvggr;g?L?nglj(gg\?\?lt/ll())n

tization technique which encodes wavelet coefficient diffences . ) . ) . ) h
to either of two pre-identified thresholds for correspondig 0- N wWhich binary bits were encoded into wavelet directional

bits or 1-bits. To boost visual quality, an embedding rule isim- ~ gradients using Absolute Angle Quantization Index Modu-
proved by equal spreading coefficient adjustment on two midke-  lation (AAQIM). Extreme Learning Machine (ELM) [6], a
frequency sub-bands instead of only one as existing approaes.  fast learning algorithm commonly used for Single Hidden
Additionally, 2D Otsu algorithm, more proficient than 1D Otsu  Layer Feedforward Neural Networks (SLFNs), was performed
algorithm for binary classification under attacking scenatios, is  in the wavelet domain to reach a pleasant tradeoff between
rate watermgrgweii(téacnon. Aclczprdmg otlol expgrlmental reiuésl' are principally introduced to embed binary informatiorg.ge.
our propose watermarking model produces remarkable . : : )
!mperceptibility as yvell as high robustness against commodigif[al :mgggz atﬂcej b;thi;?g]%?gcgf?e?gz er(])%c;deg Ilgg)dgé:y;;?lel&ru;mo
image transformations and mostly does better than other exsiing ges, 4 ) P pay pacity, .
methods at same payload rate. measured by an embeddlng rate factor. Rec_ently, Saboori et
_ ) ) al. [7] combined Principle Component Analysis (PCA) and a
Keywords—Color image watermarking, selective MSB-LSB em- hjstogram matching technique on the luminance component of

bedding, wavelet coefficient quantization, 2D Otsu threkting. YUV color space to embed a gray-scale watermark into a color
host image. Although the method delivered high impercepti-
. INTRODUCTION bility of watermarked images, it was weakly against common

) ) ) attacks such as digital filtering, rotation, and additiomaise.
Fostered by the rapid growth of mobile devices and the

Internet, the creation and sharing of digital images arej-ubi In this work, we propose a blind digital image watermark-
uitously captured to reflect daily personal and social life.ing model, namely Selective MSB-LSB Embedding (SMLE),
Some critical challenges relating to transmission, steragd for color host images. Concretely, a gray-scale watermark
especially usage are highly noticeable in which the copyrig image is decomposed to component binary images following
protection plays a crucial role. Ifimage sharing is not potéd  LSB-MSB digits ordering and then encoded into a host im-
for free access, download and re-usage by others illegallgge onto middle-frequency sub-bands in the wavelet domain.
personal images might become subjects to commercial c€ompared to the existing work [8], we further improve an em-
other purposes by third parties without an owner consent. Thedding rule by equally spreading quantization adjustroent
prevent such kind of problems, efficient and robust digitaltwo sub-bands simultaneously to minimize the total coefiti
watermarking techniques are urgently required for coyrig alternation. This leads to an increment of the embeddedemag
protection and authentication [1], [2]. quality as well. In the extraction stage, an adaptive trokbsh
. . . for binary bit classification is calculated by 2D Otsu algjomi
. Watern]arklélg tephmqt;ss can bel (éateg(_)nzedd k])(ased O%hich isymore efficient than 1D Otsu for )rllash conditiggg We
goﬂg?fsg'r?g ii)og?rlgczlé% rgsu?rZ?T?:nt ;;2?'na:mb"ngeq:eemnic_;yenchmark SMLE with several common color host images
blind a’nd non-blind Waterma?rkin schemes. Due to ,natur ?nd gray-scale Waterm_arks under var_ious embedding strengt
Iimita{tions of spatial domain ba%ed technidues o higaievels. Based on experimental evaluation, our proposediSML
1o rhchieves a high performance in terms of imperceptibilitd an

percep_tibility of a hO.St image _and fragility of a watermark_ robustness, and so far outperforms existing approachesrs s
under image processing operations, most image waterngarklrbayload cabacity

techniques spread _hidden informatio_n on _the freq.uency doma
[3]-[6]. To be against geometric distortions, Niu et al. [3]  The remaining of this paper is organized as follows. The

combined Nonsubsampled Contourlet Transform (NSCT) andecond section describes our proposed watermarking model.
Support Vector Regression (SVR), however, the quality ofgyperimental results are reported and discussed in the thir

978-1-5090-1897-0/16/$31.08)2016 IEEE section. Finally, conclusions are outlined in the fourtbte.



a watermark on a host image. A large value Jofdeeply
embeds a watermark into a host image, i.e., a watermark
is more robust under several digital image transformations

2. DWT Quantization Threshol
] Calculation

l—

(o] Bl8 ) while its imperceptibility on a_host image is worse and worse
A&z | BI6 of o Therefore, A should be flexibly selected for a reasonable
—LBl2 |y o2 »So E balance between watermark robustness and image impercepti
BI3 [ o] §§ 8 bility. For watermark embedment execution, an improved rul
I [&2] 2 is generally applied as follows (placing by k#! and k#2
BIS [Bi7 | o 3 - as two optimal channels (;orresponding to binary watermarks
BI 6 [&is | 25| ¢ o2 in w1 andw;x: respectively)
Al ralinni ég % =2 For g-blts encoding
Z[Bis (i1 %5‘ E 3 If Ai,k* > g

LH} = LHF —V?/2

LHF > HLF . .
¢ = _*{ HIF = HLF +V°/2

Fig. 1. The workflow of embedding process. The gray-scaleenzrk is

(@)

decomposed from a 8-bit image to 8 binary images (Bls) reptesy digits e L 0
ordering from LSB to MSB. LHF < HLF — LH; L LH; . +Vi /2
‘ : HLY = HLY — VY /2
S
Il. THE PROPOSEDMETHODOLOGY If Az‘,k* < o

LHF = LHF

This section presents SMLE, an efficient image watermark- HLF — HILF 3)
ing method where a gray-scale watermark is embedded to a ¢ ¢
color image. Both watermark embedment and extraction ar&or 1-bits encoding
processed in the wavelet domain, concretel§ia 64 image  If AP, <4
is encoded into coefficients of the horizontal LH (low-high)
and vertical HL (high-low) sub-bands of &2 x 512 host LHF > HLF & {
image using Discrete Wavelet Transform (DWT). o

LHF = LHF +V}/2
HLY =HLY -V} /2 @)
LHF =LHF -V} /2

k* k*
LHF < HL¥ — { HIF Z HIF 41/

A. Watermark Embedding Process

At first, a gray-scale watermark imad® is decomposed If Azsk > 01 B} )
to eight binary imagesv;;.,s Which represents digits ordering LH} = LHF 5)
from LSB to MSB as shown in Fig. 1. These binary bits are HLF = HLF
then embedded to a host color imadeby a quantization
techniqgue in which HL-LH coefficient differenced,; ; =
|HLY — LHF| of i'" wavelet block ink™ color channel are
guantized to predefined thresholiisand d; for 0-bits and 1-
bits respectively by altering wavelet coefficients. Folilogv[8],
wavelet blocks are sorted in the ascending order of difiegen
denotedA?,, to encode 0-bits for smallest difference blocks
and 1-bits for greatest difference blocks. Two optimal colo  \When the embedding process is completed, the modified
channels are chosen for binary embedding to minimize theoefficient differences are either less thigror greater thad; .
differences between?, andd, for binary bitw; =0 andd;  Each color channel is recovered by Inverse Discrete Wavelet
for w; = 1. In particular, the watermark bits of four binary Transform (IDWT). Moreover, an associated key containing
imagesw;# = {we,wys, wys, wys} are encoded to the the information of channel blocks is generated and maiathin
first optimal channek#! and the watermark bits of remaining for original watermark recovery during the extraction Ess.
imagesw#: = {wp1, w3, Wps, wyy } are then encoded to the
second optimal channéf*2. The channel selection is defined g \\atermark Extraction Process

where V9 = AP, — 4§, and V! = & — A7, represent
the modification of original coefficients required for enayl
0-bits and 1-bits, respectively. Compared to [8] where the
modification is employed on either LH or HL by? or V!,

we split them equally for two sub-bands to preserve the Visua
quality of watermarked images.

as follows
The first step in extraction process is to calculate the
arg min (‘Afk - 5OD Yw; € wpxr =0 DWT coefficient differences of encoded blocks with a key,
) k ' created in the embedding stage to contain the channel and

arg min (‘Afk - 51‘) Vw; € wps =1 block information. With a classification threshold, denbdg

k where dy < da < 01, watermark bits are basically recovered
L al"g;nin (}Af,k#l - 50D Vw; € wyxz =0 by a comparison rule
arg;nin (}Af,k#l - 61D Vw; € wyxe = 1 w; = { (1) VA;‘LJ@* > 0 ©6)
(1) otherwise

The notation—k#! indicates remaining color channels exceptlt is important to note thafx must be determined with the
E#1. Two quantization thresholds are calculated following (8)unknown quantization thresholds @f and 6;. Therefore,
whereNy andN; are the number of 0-bits and 1-bits®of,.,5; an adaptive two-dimensional (2D) Otsu threshold [9], regu-
A is the robustness factor representing embedding strerigth tarly used for image segmentation, is calculated to classif



(6o =v,0; =v+ A) = argmin Z (Ai—v)—i— Z (v+>\—A§) (8)

TABLE I. AVERAGE PSNRAND SSIMOF EMBEDDED HOST IMAGES
5 CPSNR (dB)
Matlab Burger King Firefox Starbucks

20 48.2°%3.66 49.66-2.77 50.25:1.28 49.54-2.56
25 45.24+3.33 46.85:3.34 47.55:-2.08 46.83:3.28
30 42.7#3.06 44.513.46 45.35:-2.64 44.52£3.47
35 40.74£2.78 42.473.36 43.53:3.03 42.48:3.37

40 39.06+2.51 40.43:3.13 41.89:-3.17 40.7&3.15
@]% 45 37.62£2.29 38.82:3.90 40.3%3.14 39.15:-2.91
/ 50 36.34+2.15 37.54-2.69 39.0@:3.01 37.81-2.69
. A SSIM
Matlab Burger King Firefox Starbucks

@ @ @(@ ‘ﬁ' ‘—%\ ‘ﬂ ‘\ 20 0.999E0.001  0.99%0.001  0.09&0.001  0.99&0.001
EPUA TR, AR, A7) 4 . 25 0.98:0.001 0.9940.001 0.994-0.001  0.998-0.001
‘ 30  0.97:0.002 0.99&0.001 0.994-0.001  0.9980.001

35  0.995:0.003 0.9970002 0.998-0.001  0.9970.002

Fig. 2. Test images used for evaluation. Top row: Lena, M#n&eppers, 40 0.993-0.005 0.995-0.003 0.9972-0.001  0.995-0.003
and Barbara as host images; middle row: Matlab, Burger Kiigfox, and 45  0.99HH0.007 0.994-0.004 0.993-0.003 0.994-0.004
Starbucks as watermarks; and bottom row: Eight binary corapbimages 50 0.988:0.008 0.992:0.006  0.994-0.004  0.992-0.006

are decomposed from the Matlab sample.

55 T

—- Proposed
~@ Huynh-The et al. [6] ]

DWT blocks which present 0-bits and 1-bits embedment. By
maximizing the trace of between-class variance mafix a

threshold vecto(s = da, t) is selected: T4
o
(s,t) = argmax (T7(Sp)) @) 7%
0<s<L Sast
0<t<L 30}
where L = max(A;-) and the trace of discrete matrix is 25 : : : : : : :
expressed as follows (more details in Appendix): 0 2 30 % 4 4 0

A
_ (prawo — ) + (prywo — p1y)° @
Tr (S) oo (L= o) ) )

)
In the paper, a fast recursive algorithm of 2D Otsu [10] is 0.995| '\‘x?#\\

employed to obtain the optimal threshaldCompared to 1D
Otsu [11], 2D Otsu algorithm handles as well to the noise seg-
mentation challenge thanks to its contents-independemach
teristics. A gray-scale watermark image is finally recansted
following digits ordering from eight recovered binary inesg

0.99¢

0.985r

SSIM

0.98f

0.975- —™Proposed
~@ Huynh-The et al. [6]

I1l. SIMULATION RESULTS AND DISCUSSION 0.97 : : : : : :
20 25 30 35 40 45 50
In this section, we evaluate the perceptibility of embedded A
images and the robustness of watermarks under variousgropul (b)

image transformations. Foul2 x 512 color images served

as host images and folr! x 64 gray-scale images used as Fig. 3. Watermark perceptibility comparisgn between theppsed embed-
watermark images are shown in Fig. 2. Color Peak Signal-To2"9 "ule and Huynh-The et al. [8] scheme: (a) CPSNR, (b) SSIM

Noise (CPSNR) and Structural Similarity Index (SSIM) are

used to measure the quality of watermarked images, i.e., the o ) _
perceptibility of a watermark in host images. The extractio calculate quantization thresholds and 4, is further consid-
performance is quantitatively benchmarked by Normalizecered. Table I reports the average CPSNR and SSIM of four

Cross-Correlation coefficient (NCC) which approaches fbyun samples on various values of with different watermarks.

for high robustness. Obviously, the lower the\ is, the higher the CPSNR and
SSIM achieve due to the less wavelet coefficient modification
A. Watermark Perceptibility of the improved embedding rule. However a watermark will

be more fragile under outside attacks because a small déstan
This section analyzes watermark perceptibility after thebetweenj, andd; can not guarantee a high-quality extraction.
embedment process by evaluating the visual quality of waterTherefore A should be selected for a pleasant tradeoff between
marked images. The impact of robustness fadtaitilized to  watermark robustness and host image imperceptibility.



TABLE III. NCC COMPARISONBETWEEN2D OTSUAND 1D OTsU
ALGORITHM FOR WATERMARK EXTRACTION USING A = 40

Median Filtering Average Filtering
Size 1D Otsu 2D Otsu Size 1D Otsu 2D Otsu
3 x 3 0.900+ 0.066 0.895+ 0.080] 3 x 3 0.900+ 0.079 0.894+ 0.088
5x5 0.7064 0.107 0.720+ 0.114] 5 x 5 0.668+ 0.108 0.666+ 0.108
7x 7 0.621+ 0.120 0.639+ 0.128[ 7 x 7 0.5594 0.117 0.5744+ 0.126
9x9 05794 0.119 0.597+ 0.130] 9 x 9 0.497+ 0.117 0.507+ 0.122
11 x 11 0.535+ 0.112 0.559+ 0.122|11 x 11 0.443+ 0.111 0.452+ 0.117
Motion Blurring JPEG Compression
No.Pixels 1D Otsu 2D Otsu | QF (%) 1D Otsu 2D Otsu
3 0.923+ 0.087 0.914+ 0.083] 10 0.693+ 0.049 0.660+ 0.065
5 0.815+ 0.097 0.806+ 0.102| 30 0.828+ 0.069 0.824+ 0.058
7 0.7134 0.091 0.723+ 0.095] 50 0.852+ 0.073 0.872+ 0.044
9 0.637+ 0.065 0.640+ 0.063] 70 0.865+ 0.081 0.875+ 0.069
11 0.578+ 0.064 0.579+ 0.065 90 0.902+ 0.080 0.914+ 0.056

Fig. 4. Popular transformations on embedded image of Lesfatfl right
of two first rows): Non-Attack, Median Filtering x 5, Average Filtering
5 x 5, Motion Blurring 5 pixels, Down-Scaling28 x 128, Rotation 0.5, TABLE V. M ETHOD COMPARISONIN THE TERM OF ROBUSTNESS
Cropping128 x 128, Gaussian Nois¢u = 0,02 = 0.0025), Salt& Pepper FOR LENA SAMPLE

Noise (density = 5%), and Lossy JPEG Compressi¢Quality = 70%).

; Image Saboori et al. [7] SMLE

The bottom row shows the corresponding extracted watesnark Transformation ~RGB-B YUV (X — 35)
MedFilt 3 x 3 0.8510 0.8876 0.9574

AverFilt 3 x 3 0.8454  0.8512  0.9575

Compared to the previous rule [8], the embedding rule in Gousslts X3 99mT 09T 09999
this paper is _significantly improved to boost the quality of Gaussian Noise ‘08101  0.8838 0.8902
watermarked images. With the quantitative results ploited Saltﬁzpl;gpgeeg Noise 0%31326 0%?;128 8-324312
Fig. 3, our improved rule is entirely better, approximatetiB IPEG 57 06356 09060  0.8740
of CPSNR and 0.004 of SSIM. JPEG 706 0.7456  0.9820  0.8854
JPEG 906 09188 0.9836  0.8944

B. Watermark Robustness

_ This section explores the ability of our proposed methodapproach in terms of watermark robustness as shown in Table
in recovering hidden information against digital imagenta |v. Saboori et al. [7] embedded a gray-scale watermark image
formations like attack operations. For the latter, poptians-  into a color host image following two color mode strategies,
formations in the field are median filtering, average filtgrin e.g., the blue channel of RGB and the luminance channel
linear motion blurring, size scaling, rotation, croppirgidi-  of YUV. Although our proposed method performs worse in
tional noise (Gaussian and Sdlt Pepper), and lossy JPEG term of image imperceptibility as 39.48 dB vs 40.88 dB and
compression. Fig. 4 illustrates the transformations am@rth 4026 dB of RGB-B and YUV-Y respectively, it remarkably
corresponding extracted watermarks with Lena and Matlalyytperforms Saboori's approach in the most of digital image
samples. The NCC values of recovered watermarks corrransformations, except the lossy JPEG compression. itigho
sponding to aforementioned attacks are reported in Tablge noted that SMLE results in Table IV are reported as the

Il with various values of\. It is noted that the results average of Lena Samp|e with various watermarks.
are delivered as the average of four host images associated

with four watermarks. The robustness is typically improved
regarding the increment ok. However, our model reports

quite poor results with rotation and scaling due to follogvin IV. CONCLUSION
reasons: i) DWT decomposes an image in the horizontal and
vertical dimensions while rotation operates In the dla(j;,al)a A novel d|g|ta| color image Watermarking method, called

s<_:a|in.g (_)peration_makes the loss of detail informa.tionugh) Selective MSB-LSB Embedding (SMLE), has been proposed
bicubic interpolation. The robustness is further inves®gl in this work. By decomposing a gray-scale image to binary
with median filtering, average filtering, motion blurringdcd  images in which the digits order from LSB to MSB, a gray-

lossy JPEG compression under various intensities as @lottescale watermark is encoded into a color host image using
in Fig. 5. As a result, the stronger the attack damages ae, tty quantization technique in the wavelet domain. Besides a
lower accuracy the watermark is generally recovered. color channel selection, the quality of watermarked images

To prove the efficiency of 2D Otsu compared to 1D Otsu'shfs'gn'f'?qnt!y |mrr)]r0ved |W|th aln Opt'r?f"."l. embed((jj_lfr.lg F“'e
for watermark extraction, we evaluate robustness with tqu Ic i d'TmlmIZZSSOtt € tcita ){\r/]ave_et coe 'C'f?n.t ”,:Ot ! |ca:|oni
different thresholding algorithms. Table IIl presents N@& ' adaition, su_aigorithm IS more €eflicient 1o extrac

sults of recovered watermarks in which 2D Otsu extracts morgvate(;marlignger valr 'Ou.shd'g“_l"i‘rl] Image t_ransfo:matlolns €om
precisely for median filtering, average filtering, and motio pared to tsu algorithm. The experimental results prove

blurring, especially in high levels of attacking. Althougp  that our proposed SMLE watermarking model achieves a high
Otsu looks more reliable than 1D Otsu in the task of calcodati performance in imperceptibility of embedded host images an
a high-rate threshold for watermark extraction, it recgiinigh robustness of extracted watermarks. The proposed method

computational resource and performs unexpectedly in Iossgener?% Oltjtp?rfcf)rlms ott;grESémllar watermarliln%hapft:mc
JPEG compression. xcept the test of lossy compression. In the future, we

continuously validate the method on various large dataswls
In the last experiment, we compare SMLE with Saboori’'simprove the extraction accuracy for lossy JPEG compression



TABLE II. NCC OF EXTRACTED WATERMARKS UNDER DIFFERENT IMAGE TRANSFORMAIONS
Image A
Transformation 20 25 30 35 40 45 50
Non-Attack 0.988+ 0.017 0.991+ 0.017 0.993+ 0.015 0.994+ 0.013  0.995+ 0.012  0.999+ 0.003  0.997+ 0.010
MedFilt 5 x 5 0.697+ 0.092  0.695+ 0.098 0.707+ 0.104 0.715+ 0.110 0.7204+ 0.114  0.702+ 0.104  0.705+ 0.108
AverFilt 5 x 5 0.658+ 0.100  0.658+ 0.101  0.669+ 0.109 0.669+ 0.111  0.6664+ 0.108  0.666+ 0.109  0.661+ 0.109
Blurring 5 pixels 0.765+ 0.090  0.788+ 0.082  0.7974+ 0.089  0.804+ 0.097  0.806+ 0.102  0.8104+ 0.106  0.818+ 0.109
Down-Scaling128 x 128  0.532+ 0.103  0.538+ 0.104  0.553+ 0.116  0.562+ 0.125  0.565+ 0.128  0.567+ 0.132  0.571+ 0.137
Rotation 0.8 0.597+ 0.089  0.597+ 0.087 0.610+ 0.086  0.614+ 0.089  0.615+ 0.094  0.613+ 0.095  0.619+ 0.097
Cropping128 x 128 0.892+ 0.042  0.894+ 0.040 0.895+ 0.038  0.895+ 0.037  0.8964+ 0.036  0.902+ 0.041  0.902+ 0.040
Gaussian Noise 0.682 0.169  0.694+ 0.155  0.724+ 0.125 0.7524+ 0.099  0.790+ 0.075  0.818+ 0.054  0.838+ 0.048
Salt & Pepper Noise 0.50%- 0.182  0.650+ 0.127  0.679+ 0.130  0.7184+ 0.049  0.693+ 0.075  0.652+ 0.156  0.635+ 0.172
JPEG 7%% 0.847+ 0.086  0.853+ 0.075 0.862+ 0.065 0.867+ 0.061  0.8574+ 0.076  0.852+ 0.075  0.849+ 0.075
Median Filtering Average Filtering
1r -©-Lena 1 @ -©-Lena
- Mandrill ~-Mandrill
Peppers Peppers
0.8l - Barbara 0.8 T —-&-Barbara
Q }\$\$ Q
S o6l Sos
0.4r 0.4
0.2 0.2
3x3 5x5 X7 9x9 11x11 3x3 5x5 X7 9x9 11x11
Window Siz¢ Window Siz¢
@ (b)
Linear Motion Blurring Lossy JPEG Compression
1r -©-Lena 1
> Mandrill
0.9 Peppers }
-5-Barbara 0.9 /)
0.8+
8 8 0.8
Z 0.7 z
0.7
0.6¢ -©-Lena
0.6 ~>-Mandrill
0.5r . Peppers
-&-Barbara
0.4 : : . ' . 0.5 : - - : 5
3x3 5x5 7 9x9  11x11 10 30 50 70 90
No. Pixels Of Blurrini Quality (%
(©) (d)

Fig. 5. Average watermark extraction accuracy measured 6 Nising\A = 40 with four watermarks under various image transformatiai@ag: Median
Filtering, (b) Average Filtering, (c) Motion Blurring, and) Lossy JPEG Compression.

APPENDIX
2D OTSUALGORITHM

The intensity means of two classes and the total mean of 2D
histogram are expressed as follows:

Suppose a gray-scale image with the sizeMéfx N is
presented by a gray level intensify(z, y) and its correspond-

ing local average (z,y), ranging from0 to L — 1, whereL soltol o solicl T
is the number of gray levels. Lef; is the total number of . ; ;)”””' ;);)mj
occurrence (or frequency) of the pdit, j) which is formed po = [poi, poj]” = | — 05— o
by f(z,y) =i and g (z,y) = j. The joint probability mass
function in 2-dimensional histogram is defined: T
L—1L—-1 L—1L—-1
pi; = % ©) ., Z: Z:tipij Z: thpu (11)
Y MxN = [pi, ] = | — o — =
The probability of two classes are given as:
s—1t—1 L—-1L—-1 T L—-1L-1 L—-1L-1
Wo = Y. Y. Diji Wi= Y, . Pij (10) pr = [pri, prg]” = | D2 D0 ipig, 2o D JPij
i=0 =0 i=s j=t =0 j=0 =0 j=0



The between-class variance matSy is defined as:

Sy = Z Wk [(MI@ — pr) (ke — MT)T} (12)
k=0

By taking the trace ofS; following (8), where

s t s t
Wi = 2 Y s i = 2 jPij (13)

i=0 =0 i=0 j=0
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