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Abstract—Large language models (LLMs) have significantly
improved numerous natural language processing tasks. However,
their performance relies heavily on the provided instructions or
prompts. Recently, several prompting methodologies have been
developed to enhance the reasoning abilities of LLMs. Notably,
the Chain-of-Thought (CoT) approach provides examples that
help break down tasks into sub-steps, resulting in more accurate
solutions. However, the process of generating detailed examples
may not be user-friendly, as end users prefer providing task
descriptions rather than a set of examples. In this study, we intro-
duce Chain-of-Factors (CoF), an innovative zero-shot prompting
methodology that incorporates task-specific instructions as a
chain of factors into the prompt, aimed at enhancing the factor-
centric reasoning abilities of LLMs. Experiments on three LLMs,
including ChatGPT-3.5, Gemini, and GPT-4, show performance
improvements ranging from 0.01% to 40.2% in accuracy on
various symbolic reasoning and logical reasoning tasks compared
with zero-shot and few-shot CoT. In summary, CoF enhances
LLMs’ reasoning abilities by including task-specific steps and
instructions, while also decreasing the necessity for fine-tuning
specific to each task.

Index Terms—Factor-Centeric Reasoning, Prompt Engineer-
ing, Large Language Models.

I. INTRODUCTION

Large language models (LLMs) have transformed natu-
ral language processing (NLP) by achieving state-of-the-art
performance on numerous tasks [1]. The success of these
models is attributed to their in-context (few-shot or zero-
shot) learning capabilities, which enable them to acquire
task-relevant instructions in the prompt and generate suitable
responses accordingly [2], [3]. These prompts enable LLMs
to understand, perform, and adapt tasks without fine-tuning,
generating context-aligned outputs [4], [5].

Recently, researchers have proposed various prompting
methodologies that enhance the task understanding and rea-

soning abilities of LLMs [2], [6]–[11]. Broadly, these prompt-
ing methodologies are categorized into two types: n-shot
and zero-shot prompting. In n-shot prompting, the prompt
is supplemented with n examples that aid LLMs in under-
standing how to approach solving a specific task. One of
the most widely used n-shot prompting methodologies is
the Chain-of-Thought (CoT) prompting [7]. CoT em-
ploys a divide-and-conquer approach, breaking down complex
tasks into easily solvable sub-steps. The CoT methodology
has achieved remarkable improvements in various reasoning
benchmarks, particularly excelling in arithmetic reasoning
tasks. However, creating step-by-step labeled examples for
some reasoning tasks can be difficult. Additionally, users often
prefer giving task instructions instead of detailed examples
[12]. Therefore, Kojima et al. [2] introduced a zero-shot ver-
sion of CoT known as Zero-shot-CoT. In this approach, exam-
ples are replaced with a single phrase, Let’s think step
by step, instructing LLMs to break down the task into sub-
tasks. Remarkably, Zero-shot-CoT has achieved comparable
results to CoT. Nevertheless, relying solely on a generic phrase
may not be sufficient to effectively guide LLMs in managing
complex tasks. Instead, using task-specific instructions that
outline the necessary steps and decision-making process can
enhance their comprehension of the task. Specifically, both
CoT [7], Zero-shot-CoT [2], and similar n-shot and zero-shot
methodologies [8]–[11] encounter challenges when tackling
tasks that require implicit reasoning or intuition.

In this study, we introduce a novel zero-shot prompting
methodology known as Chain-of-Factors (CoF). CoF incor-
porates task-specific reasoning steps and intuitions as factors
within the prompt. These factors encompass steps, regulations,
directives, and decision-making principles aimed at enhancing
the factor-centric reasoning capabilities of LLMs. These fac-



Question: [Question]

[Optional � Output format]

Standard Template

Instructions: [Provide a task specific instructions and

guidelines to enable LLM about the context of the target

task.]

Question: [Question]

Factors: [Provide a list of influential factors affecting the

output of the target task.]

[Optional � Output format]

Chain-of-Factors Template

Question: [Question]

Answer: Let's think step by step,

[Optional � Output format]

Zero-Shot-CoT Template

Fig. 1. Templates for prompting in Standard, Zero-shot-CoT, and Chain-of-
Factors scenarios.

tors can be manually generated, through machine learning and
AI techniques, or a combination of both. The experimental
results, conducted with CoF across various datasets (including
Last Letter, Coin Flip, Tracking Shuffled Objects, and Se-
mantic Textual Similarity Benchmark), showcase performance
enhancements ranging from 0.01% to 75.8% compared to
zero-shot and n-shot standard prompts. Additionally, there
is an improvement of 0.01% to 40.2% when compared to
zero-shot and n-shot CoT prompting methods, all using the
ChatGPT3.5 model. For the Gemini-Pro model, perfor-
mance gains range from 16.7% to 55.8% against standard
prompts and from 3.6% to 37.6% against zero-shot and n-shot
CoT prompts. Moreover, utilizing the GPT-4 model yields
an improvement of 0.01% to 80.0% against standard prompts
and a minimal enhancement of 0.02% to 1.7% against zero-
shot and n-shot CoT prompts. These results illustrate that CoF
prompting is especially effective for tasks that can be described
in terms of factors. Our key contributions are summarized as
follows:

• We introduce a novel prompting methodology, incorpo-
rating task-specific instructions, rules, constraints, steps,
decision making principles or other influential factors
empowering factor-centric reasoning abilities of LLMs.

• CoF allows LLMs to acquire new skills by using prede-
fined factors that represent task-specific decision-making
logic and abilities. This reduces the necessity for fine-
tuning LLMs specifically for each task.

• We demonstrate that CoF is highly appropriate for tasks
involving symbolic reasoning or those that can be ex-
pressed in terms of factors.

II. CHAIN-OF-FACTORS

We present Chain-of-Factors (CoF), a zero-shot template-
based prompting technique for factor-centric reasoning. CoF
draws inspiration from the concept of a chain-of-thought [7],
but generating step-by-step examples can be challenging and
may not be user-friendly, as end users are more likely to prefer
providing task descriptions rather than a set of examples.
Additionally, language models may encounter difficulties in
comprehending the reasoning logic from the provided ex-
ample. Therefore, this research investigates the impact of
directly providing instructions as factors across various tasks.
Currently, we have manually crafted factors specific to each

task to assess the efficacy of LLMs in factor-centric reasoning.
Below are the steps we followed to design task-specific factors:

• Randomly selected instances of the given task.
• Manually evaluated each instance, and task description to

gain a comprehensive understanding of the task.
• Outlining generic steps, based on our human intuition and

approach to task-solving, as factors for tackling the task.
Figure 1 compares the CoF prompt template with stan-

dard and Zero-shot-CoT templates. The CoF template pri-
marily comprises three components: instructions, questions,
and factors, along with an optional description of the desired
output format. The instruction section provides task-related
contextual information, the question defines the task, and the
factors elaborate on the approach to the task, which can involve
either sequential or non-sequential steps. As mentioned earlier,
factors can be designed manually, using AI and LLMs, or a
combination of both. In this study, we chose manual design
to show the CoF’s ability to input human decision logic into
LLMs for various tasks. A concrete example of the CoF
prompting compare to standard, and Zero-shot-CoT is shown
in Figure 2 for a) Last Letter b) Coin Flip c) Shuffled Objects
and d) Semantic Textual Similarity (STS) tasks.

III. EXPERIMENTAL SETUP

Tasks and Datasets: We evaluated We tested our CoF
method on five datasets from symbolic and logical reasoning
categories. For symbolic reasoning, we used two datasets:
Last Letter Concatenation and Coin Flip [2]. In Last Letter
Concatenation, LLMs had to find a four-word phrase, extract
the last character of each word, and concatenate them into a
new string. In the Coin Flip task, LLMs determined whether
a coin landed heads up after a series of four flips or no flips.
For logical reasoning, we used the Tracking Shuffled Objects
and STS-Benchmark datasets [2], [13]. The Tracking Shuffled
Objects task tests LLMs’ ability to determine an object’s
final state after shuffling three objects. The STS-Benchmark
task requires LLMs to rate the semantic similarity between
two sentences, scoring from 0 to 5 representing completely
different and semantically identical, respectively.

All the tasks mentioned are ideal for CoF since they can
be easily described by factors, leading to expected strong
performance. We also tested CoF on a less suitable task, Date
Understanding, from Common Sense Reasoning, where
LLMs choose the correct date from multiple options [2], [7].
Accuracy was used as the performance metric for all datasets
except STS, which was evaluated using the Pearson correlation
coefficient.

Models: To demonstrate the concept, we used three well-
known language models in our experiments: ChatGPT3.5,
Gemini-Pro and GPT-4. We interacted with ChatGPT3.5
and GPT-4 through API provided by OpenAI1, and for
Gemini-Pro, we utilized the Google API2 to execute
prompts and extract results.

1https://openai.com/index/introducing-chatgpt-and-whisper-apis/
2https://blog.google/technology/ai/gemini-api-developers-cloud/



Instructions:

Answer the given question by considering the

following factors.

Question: A coin is heads up. Whitney flips the

coin. Erika does not flip the coin. Tj does not flip

the coin. Benito flips the coin. Is the coin still heads

up? Note that "flip" here means "reverse".

Factors:

a) Identify the initial state of the coin.

b) Determine the state of the coin at each step.

Verify each step result and Output �YES" if the last

state of the coin is head and �NO" otherwise

without any explanation.

Coin Flip � CoF Prompt Example

Question: A coin is heads up. Whitney flips the coin.

Erika does not flip the coin. Tj does not flip the coin.

Benito flips the coin. Is the coin still heads up? Note

that "flip" here means "reverse".

Answer the question in YES/NO without providing

explanations.

Coin Flip � Standard Prompt Example

Question: A coin is heads up. Whitney flips the coin.

Erika does not flip the coin. Tj does not flip the coin.

Benito flips the coin. Is the coin still heads up? Note

that "flip" here means "reverse".

Answer: Let's think step by step and Answer the

question in YES/NO without providing explanations.

Coin Flip � Zero-Shot-CoT Prompt Example

Instructions: Answer the given question by

considering the following factors.

Question: Take the last letters of each words in

"Whitney Erika Tj Benito" and concatenate them.

Factors:

a) Extract the target phrase given in double

quotes in the question.

b) Split the identified phrase into tokens.

c) Extract the last character of each token.

d) Join the extracted characters in the same

order as given without considering semantic

meaning.

Verify each factor result and Output the new

generated string as The answer is:

Last Letter � CoF Prompt Example

Question: Take the last letters of each words in

"Whitney Erika Tj Benito" and concatenate them.

Answer the question without providing

explanations.

Last Letter � Standard Prompt Example

Question: Take the last letters of each words in

"Whitney Erika Tj Benito" and concatenate them.

Answer: Let's think step by step

Last Letter � Zero-Shot-CoT Prompt Example

Instructions:

Answer the given question by considering the

following factors.

Question: Alice, Bob, and Claire are playing a

game. At the start of the game, they are each

holding a ball: Alice has a orange ball, Bob has a

white ball, and Claire has a blue ball.

As the game progresses, pairs of players trade

balls. First, Alice and Bob swap balls. Then, Bob

and Claire swap balls. Finally, Alice and Bob swap

balls. At the end of the game, Alice has the

Factors:

a) Identify the initial status of each person.

b) Determine each person's status at each swap.

Verify the outcome of each step and provide the

final status of the person specified in the question

without providing explanations.

Shuffled Objects � CoF Prompt Example

Question: Question: Alice, Bob, and Claire are

playing a game. At the start of the game, they are

each holding a ball: Alice has a orange ball, Bob has

a white ball, and Claire has a blue ball.

As the game progresses, pairs of players trade balls.

First, Alice and Bob swap balls. Then, Bob and Claire

swap balls. Finally, Alice and Bob swap balls. At the

end of the game, Alice has the

Answer the question without providing

explanations.

Shuffled Objects � Standard Prompt Example

Question: Question: Alice, Bob, and Claire are

playing a game. At the start of the game, they are

each holding a ball: Alice has a orange ball, Bob has

a white ball, and Claire has a blue ball.

As the game progresses, pairs of players trade balls.

First, Alice and Bob swap balls. Then, Bob and Claire

swap balls. Finally, Alice and Bob swap balls. At the

end of the game, Alice has the

Answer: Let's think step by step and Answer the

question without providing explanations.

Shuffled Objects � Zero-Shot-CoT Prompt Example

Instructions: Evaluate the semantic similarity of

the given two sentences by considering the

following factors.

Sentence1: A girl is styling her hair.

Sentence2: A girl is brushing her hair.

Factors:

a) Similarity between the themes of the

sentences.

b) Similarity of participating objects.

c) Similarity of the activities being carried out in

each sentence.

d) Any other factor described in the sentences.

Calculate the average of all factor scores and

report the final similarity score as a number

between 0 and 5 without providing explanations.

STS � CoF Prompt Example

Question: What is the semantic similarity of the

given two sentences.

Sentence1: A girl is styling her hair.

Sentence2: A girl is brushing her hair.

Output score as number between 0 and 5 without

any explanation.

STS � Standard Prompt Example

Question: What is the semantic similarity of the

given two sentences.

Sentence1: A girl is styling her hair.

Sentence2: A girl is brushing her hair.

Answer: Let's think step by step and Output score

as number between 0 and 5 without providing

explanations.

STS � Zero-Shot-CoT Prompt Example

a) b)

c) d)

Fig. 2. Example prompts for Standard, Zero-shot-CoT, and Chain-of-Factors scenarios for a) Last Letter b) Coin Flip c) Shuffled Objects d) Semantic Textual
Similarity tasks.

Baselines: As previously mentioned, the CoF draws signifi-
cant inspiration from the work presented in CoT [7]. However,
it’s essential to emphasize that CoF operates within the realm
of zero-shot prompting. Consequently, we evaluate CoF in
contrast with the vanilla prompt as the Standard prompt, and
the zero-shot version of CoT as Zero-shot-CoT as our baseline
[2]. Additionally, we also compared CoF with few-shot-CoT
supplementing 2, 4, and 8 CoT examples with the prompt. For
Zero-shot-CoT, we obtained the results using the methodology
outlined in [2]. In their manuscript [2], the Zero-shot-CoT
approach uses two prompts for each question: one for rea-
soning extraction and one for answer extraction. In contrast,
we accomplished both reasoning and answer extraction with
a single prompt.

IV. RESULTS AND DISCUSSION

Table I displays the results achieved by CoF compared to
the Standard, Zero-shot-CoT, and few-shot-CoT prompting ap-
proaches. CoF performed significantly better in both symbolic
reasoning datasets (Last Letter and Coin Flip) as well
as in both logical reasoning datasets (Shuffled Objects
and STS-Benchmark). However, when it came to the
Common Sense Reasoning task (Date Understanding),
CoF could not outperform its competitors. This outcome was
expected because CoF is particularly effective for tasks that
can be tackled using factors. Since common sense reasoning

tasks are challenging to represent as factors, CoF encounters
difficulties in providing appropriate solutions for such tasks.

A. Last Letter Dataset Results and Analysis
As shown in Table I, in the Last Letter task, the

ChatGPT3.5 model, when using the zero-shot standard
prompt, predicted only 18 out of 500 instances correctly,
resulting in a 3.60% accuracy rate. In the 2-shot, 4-shot,
and 8-shot scenarios, the model accurately predicted 16, 10,
and 11 instances, yielding accuracies of 3.2%, 2.0%, and
2.2% respectively. When using the zero-shot-CoT prompt, the
model accurately predicted 389 instances (77.80%). However,
with 2-shot, 4-shot, and 8-shot CoT prompts, the model’s
accuracy significantly decreased, correctly predicting only
25, 14, and 22 instances respectively, resulting in less than
5% accuracy in all cases. With the CoF prompt, the model
correctly predicted 397 instances (79.40%) and placed CoF
at the top position. Similarly, the Gemini-Pro model failed
to predict any instances correctly with the zero-shot, 2-shot,
and 4-shot standard prompts and only predicted 2 instances
correctly in 8-shot setting. However, the same model was able
to achieve 263 (52.60%), 137 (27.4%), 172 (34.4%), and 123
(24.6%) correct predictions with the 0-shot, 2-shot, 4-shot,
and 8-shot settings. While, with CoF, the model achieved an
accuracy of 56.20% with 281 correct predictions. Furthermore,
the GPT-4 model was able to correctly predict 59, 61,
458, and 43 instances producing 11.8%, 12.2%, 91.6%, and



TABLE I
ACCURACY COMPARISON OF STANDARD, ZERO-SHOT-COT, AND COF ON EACH TASK. ALL DATASETS USE ACCURACY AS AN EVALUATION METRIC

EXCEPT STS-BENCHMARK, WHICH UTILIZES PEARSON CORRELATION COEFFICIENT AS AN EVALUATION METRIC.

Models Prompts Symbolic Reasoning Logical Reasoning Common Sense Reasoning

Last Letter Coin Flip Shuffled Objects STS-Benchmark
(Pearson) Date Understanding

ChatGPT3.5

0-shot Standard 3.6 51.2 34.0 0.76 39.8
2-shot-Standard 3.2 53.6 34.3 0.78 64.2
4-shot-Standard 2.0 51.8 30.9 0.78 67.8
8-shot-Standard 2.2 52.0 29.2 0.78 64.2
0-shot-CoT 77.8 54.0 36.4 0.71 56.4
2-shot-CoT 5.0 48.6 26.5 0.69 50.4
4-shot-CoT 2.8 47.8 25.5 0.78 54.5
8-shot-CoT 4.4 49.4 29.6 0.78 52.6
CoF 79.4 94.2 71.3 0.79 38.5

Gemini-Pro

0-shot Standard 0.0 56.6 26.8 - 29.0
2-shot-Standard 0.0 48.4 29.6 - 54.5
4-shot-Standard 0.0 52.6 26.4 - 61.2
8-shot-Standard 0.4 47.8 26.7 - 61.8
0-shot-CoT 52.6 46.6 31.2 - 36.6
2-shot-CoT 27.4 51.2 29.9 - 56.9
4-shot-CoT 34.4 49.60 29.7 - 60.7
8-shot-CoT 24.6 52.4 32.5 - 60.2
CoF 56.2 90.0 46.3 - 29.3

GPT-4

0-shot Standard 11.8 50.2 40.4 0.83 83.5
4-shot Standard 12.2 77.0 38.1 - 87.5
0-shot CoT 91.6 57.4 41.2 0.82 83.5
4-shot CoT 8.6 97.6 39.7 - 87.5
CoF 92.2 97.8 42.9 0.84 82.9

8.6% accuracies with 0-shot-standard, 4-shot-standard, 0-shot-
CoT, and 4-shot-CoT, respectively. Whereas the same model
achieved 92.2% accuracy with CoF by correctly predicting
461 out of 500 instances. The performance of all three models
showed improvement in CoF, suggesting that specific factors
play a role in guiding the reasoning abilities of LLMs.

Question: Take the last letters of

each words in "Whitney Erika Tj

Benito" and concatenate them.

Certainly! Let�s break down the factors for the

given question:

a) Extract the target phrase given in the double

quotes in the question: �Letty Aimee Elvia Ted

�

b) Split the identified phrase into token: [�Letty�,

�Aimee�, �Elvia�, �Ted�]

c) Extract the last character of each tokens: [�y�,

�e�, �a�, �d�]

d) Join the extracted character in the same order

as given without considering semantic

meaning: �yeadd�

Now, let�s put it all together:

The answer is: �yeadd�

ü

ü

ü

x

x

Fig. 3. Character concatenation error example from the last letter dataset in
the ChatGPT 3.5 model with a CoF prompt.

The main errors across all three models occurred when
combining extracted characters from each word, as shown
in Figure 3. The provided question was entered into the
prompt (Figure 2, CoF Prompt), and the result was generated
by ChatGPT 3.5. All Models often added, deleted, or
reordered characters to form a meaningful word. Additionally,
they occasionally failed to extract the correct number of
tokens. In general, CoF performed better compared to the other

two counterparts with all three models.

B. Coin Flip Dataset Results and Analysis
In the Coin Flip task, CoF performed the best com-

pared to all other tasks, achieving an increase in accuracy
of 0.2% to 40.6%. This resulted in an overall accuracy of
94.20% when used with the ChatGPT 3.5 model. A similar
improvement of 33.4% to 37.6% was observed when using
the Gemini-Pro model with CoF prompting. While an
improvement of 0.2% to 20.8% was recorded with GPT-4
model utilizing CoF Prompt. This significant improvement can
be attributed to the factor that guides the LLM to track the state
of the coin at each step. As a result, the LLMs can accurately
determine the coin state at each flip or no flip, leading to better
results.

The manual analysis of errors showed that all three models
face two main issues in the Coin Flip task (Figure 4). First,
as seen in question 1, models often misjudge the coin’s state
after a flip or no-flip, leading to incorrect predictions. Second,
as shown in question 2, models frequently skip steps, resulting
in errors. Question 2 illustrates both problems: a missing step
and an incorrect coin state.

As highlighted in [2], the Last Letter and Coin Flip datasets
are examples of symbolic reasoning tasks. In both of these
datasets, the CoF prompting demonstrated effective perfor-
mance, supporting our assertion that CoF can significantly
enhance the performance of LLMs in symbolic reasoning tasks
when provided with the correct sequence of factors.



Question 1: A coin is heads up.

Caleb flips the coin. Chase flips the

coin. Eleazar flips the coin. Chanel

does not flip the coin. Is the coin

still heads up? Note that �flip� here

means �reverse�.

a) The initial state of the coin is heads up.

b) 1) Caleb flips the coin: Tails

2) Chase flips the coin: Heads

3) Eleazar flips the coin: Tails

4) Chanel does not flip the coin: Heads

The last state of the coin is heads up. Output: YES

ü

x

ü
ü

x

Question 2: A coin is heads up.

Annie does not flip the coin. Too

flips the coin. Sharon flips the coin.

Delores flips the coin. Is the coin

still heads up? Note that �flip� here

means �reverse�.

a) The initial state of the coin is heads up.

b) Let�s determine the state of the coin at each step:

1) Too flips the coin. - The coin is now �tails up.�

2) Sharon flips the coin. - The coin is still �tails up.�

3) Delores flips the coin. � The coin is now �heads 

up.�

So, the last state of the coin is �heads up.� 

Output: YES

ü

x

ü
x

ü

ü

Fig. 4. Missing step and incorrect state error examples from the coin flip
dataset in the ChatGPT 3.5 model with a CoF prompt.

C. Shuffled Object Dataset Results and Analysis

Continuing from symbolic reasoning, CoF achieved a re-
markable improvement of 37.0% and 34.9% compared to
standard and CoT, respectively, in the Shuffled Objects
task with the ChatGPT3.5 model. Similarly, there was
an enhancement of 16.7% and 13.8% observed with the
Gemini-Pro model compared to standard and CoT, respec-
tively. Furthermore, an advancement of 2.5% and 1.7% was
observed with the GPT-4 model along with CoF compared
to standard and CoT prompting. Once again, this significant
performance improvement can be attributed to the perfect
alignment of the task with the relevant factors. We can easily
provide clear and concise instructions to language models
regarding object tracking, enabling them to better track objects
and thus leading to an overall improvement in performance.

For error analysis, we randomly selected erroneous in-
stances from all three models and manually analyzed the
output. The analysis showed that while all models accurately
track the initial status and the first swap, they struggle after
the first swap. They either fail on the second swap or make
errors on the third. Instead of using the latest status, the
models update from either the initial status or an unrelated
result, leading to incorrect predictions. An example from the
ChatGPT3.5 model is shown in Figure 5. This issue is more
prominent in the Gemini-Pro and GPT-4 models, despite
CoF performing better overall.

D. STS-Benchmark Dataset Results and Analysis

The nature of the aforementioned tasks is somewhat similar.
Therefore, we assessed CoF using a completely different task:
semantic textual similarity (STS). The goal of this task is
to have the model evaluate the semantic similarity of two
given textual phrases. The STS task is particularly challenging
because the semantic similarity of two text snippets can
vary with different contexts. Therefore, the model needs to
comprehend the context and evaluate the text accordingly. To
enhance the understanding of language models regarding the
context of semantic text pairs, we provided LLMs with three
key factors for STS, in addition to one extra factor to handle
variations. These provided factors instruct LLMs to identify
and compare themes, actors, and activities performed in a

Question: Alice, Bob, and Claire

are playing a game. At the start of

the game, they are each holding a

ball: Alice has a brown ball, Bob

has a red ball, and Claire has a

white ball.

As the game progresses, pairs of

players trade balls. First Clair and

Bob swap balls. Then, Bob and

Alice swap balls. Finally, Claire and

Alice swap balls. At the end of the

game, Alice has the

a) Initial Status:

- Alice has a brown ball. 

- Bob has a red ball. 

- Claire has a white ball.

b) Status at Each Swap:

1) Clair and Bob swap balls:

- Alice has a brown ball. 

- Bob has a white ball. 

- Claire has a red ball.

2) Bob and Alice swap balls:

- Alice has a red ball. 

- Bob has a brown ball. 

- Claire has a red ball (from the previous swap).

3) Claire and Alice swap balls:

- Alice has a white ball (from the previous swap).

- Bob has a brown ball (from the previous swap).

- Clair has a red ball (from the previous swap).

Final Status: 

At the end of the game, Alice has a white ball. 

x

ü
ü
ü

ü
ü

ü
ü

ü
ü

x
ü

x

x

Fig. 5. An example of a shuffled objects tracking error in the ChatGPT 3.5
model with a CoF prompt.

given text, along with the additional factors. This resulted in a
slight performance improvement of 0.01 in Pearson correlation
scores compared to both standard and CoT prompting, with the
ChatGPT3.5 model. Similarly, The GPT-4 model showed
comparable Pearson correlation improvements of 0.01 and
0.02 compared to standard and CoT prompting methods,
respectively. Interestingly, the Gemini-Pro model returns
an empty string for every instance, indicating that the model
is unable to produce a score between 0 and 5.

Example 1 , Example 6, Copy righted to 
Musarrat Hussain, Uit, The arctic University of 
Nowray.

Sentence1: A woman plays the flute. 
Sentence2: A woman is playing the flute.

Here is the calculation of the average similarity score 
based on the provided factors: 
a) Similarity between the themes of the sentences: 5
b) Similarity of participating objects: 5
c) Similarity of the activities being carried out in each 

sentences: 5
d) Any other factor described in the sentence: 5

Average similarity score: (5+5+5+5)/4 = 5

Sentence1: A pole is behind a person that 
is playing peekaboo with a child. 
Sentence2: There is a child with a ball.

Based on the provided factors, here are the scores for the 
semantic similarity of the two sentences.
a) Similarity between the themes of the sentences: 1
b) Similarity of participating objects: 1
c) Similarity of the activities being carried out in each 

sentences: 1
d) Any other factor described in the sentence: 0

Average similarity score: (1+1+1+0)/4 = 0.75
Final similarity Score: 0.75

Fig. 6. Examples of ChatGPT 3.5 model generated output for CoF prompt
of STS task.

An example of a semantically similar sentence pair, along
with a dissimilar pair, is depicted in Figure 6. In both cases,
the ChatGPT3.5 model correctly evaluated the semantic
equivalence of the given sentences with CoF Prompting. The
model was able to produce the exact same score of 5 as
assigned by a human expert. However, in the second sentence
pair, the model assigned a score of 0.75, in contrast to the
human-assigned score of 0.2. In most cases with standard
and CoT prompts, the model compares syntactic similarity,
such as common elements, and differences in verb tense
and comparisons between the object and subject resulted in
a significant difference compared to human-assigned scores.
While consistently, CoF utilized the provided factors for each
instance. In the presented evaluation, the final score was the
average of all individual factors’ scores. However, the factors



are allowed to be tuned by assigning different weights to each
factor, resulted in a more focused and customized evaluation.

E. Date Understanding Dataset Results and Analysis

Now, we should present a task that is not suitable
for effective handling by CoF. This task, called Date
Understanding falls into the category of common sense
reasoning. This task is a multiple choice questions and requires
LLMs to select a correct date based on a reference date, with
the addition or subtraction of days, months, or years. We used
the CoF prompt as shown in Figure 7 to query LLMs. The fac-
tors presented in Figure 7 were finalized after several improve-
ments. Although these factors were the best ones identified, the
performance still did not surpass that of their counterparts. The
4-shot-standard prompt produced the best results of 67.8%,
compared to 38.5% accuracy of CoF, recording a lead of
29.3% when using the ChatGPT3.5 model. Similarly, with
the Gemini-Pro model. 8-shot-standard prompt achieved the
best accuracy of 61.8% compared to 29.3% of the CoF. For
the GPT-4 model, both the 4-shot-standard and 4-shot-CoT
approaches achieved an accuracy of 87.5%, whereas the CoF
Prompting method achieved 82.9% accuracy.

Instructions: Evaluate the given question by considering the following factors.

Question: Yesterday was April 30, 2021. What is the date today in

MM/DD/YYYY?

Options:

Factors:

a) Correctly evaluate reference date information from the question by

considering prefix and postfix concepts.

b) Thoroughly assess the quantity of days, months, or years to be either

added to or subtracted from the initial reference date.

c) Carefully identify the direction of time travel, which can be forward,

backward, or a combination of both. Therefore, comprehend and follow

the sequence of directions in the question.

d) Be aware of the number of days in each month.

e) Recognize leap years and handle the number of days in February

accordingly.

Select one of the appropriate answer from the given options.

Date Understanding � CoF Prompt Example

1) 05/01/2021 2) 02/23/2021 3) 03/11/2021

4) 05/09/2021 5) 06/12/2021 6) 04/29/2021

Fig. 7. CoF prompt used for date understanding task.

The error analysis of Date Understanding task has shown
that the model primarily makes two types of errors: reference
date identification errors and quantity of days, months and
years calculation errors. Both of these errors can be traced
back to a common root cause, which is the model’s tendency
to ignore prefix and post-fix phrases during calculations.

The reference date identification is one of the primary
errors observed during the task of understanding dates by
models. As depicted in Figure 8, the question includes a
prefix phrase ”Yesterday” along with a reference date. The
ChatGPT3.5 model correctly identifies the reference date
phrase, highlighted by the green box in Figure 8. However,
the model mistakenly considers the reference date to be ”April
30, 2021,” disregarding the prefix ”Yesterday,” even though

it is explicitly mentioned in the provided factors to consider
both prefix and post-fix concepts. Most of the other factors are
assessed correctly despite the incorrectly extracted reference
date, leading to an inaccurate final result of ”05/01/2021.” This
issue was consistently observed in all cases, including standard
prompts, CoT, and CoF prompting. The majority of errors
made by the models were due to the incorrect identification
of the reference date, ignoring the prefix and post-fix phrases.

Question: Yesterday was April 30, 2021.

What is the date tomorrow in

MM/DD/YYYY?

Options:

1) 05/02/2021

2) 04/29/2021

3) 04/11/2021

4) 05/01/2021

5) 03/14/2021

6) 05/02/1960

Let�s evaluate the given question based on the factors your 

provided.

1. Correctly evaluate reference date information:

The reference date is Yesterday was April 30, 2021. So,

the reference date is April 30, 2021.

2. Assess the quantity of days, month or years to be added 

or subtracted:

The question asks for �the date tomorrow,� which means 

we need to add one day to the reference date.

3. Identify the direction of time travel:

The direction of time travel is forward, as we are looking 

for the date �tomorrow�

4. Be aware of the number of days in each month:

April has 30 days

5. Recognize leap years and handle February:

February has 28 days in non-leap year, we need to ensure 

that adding one day to April 30, 2021, doesn�t result in 

moving into the next month.

Now Let�s calculate the date:

Starting with April 30 2021, and adding one day take us to 

May 1, 2021.

So, the correct answer is option 4) 05/01/2021

Fig. 8. An example of reference date calculation error from date understand-
ing dataset in the ChatGPT 3.5 model with a CoF prompt.

Question: The deadline is Jun 1, 2021,

which is 2 days away from now. What is

the date 10 days ago in MM/DD/YYYY?

Options:

1) 05/20/2021

2) 04/29/2021

3) 05/21/2021

4) 04/06/2021

5) 06/24/2021

To find the date that is 10 days ago from the reference date of June 

1, 2021, we need to consider the following factors.

1. Reference Date: The reference date is Jun 1, 2021

2. Quantity of Days: We nee to subtract 10 days from the 

reference date.

3. Direction of Time Travel: We are moving backward time.

4. Number of Days in Each Month: We need to be aware of days in 

each month, especially February.

Now let�s calculate the date 10 days ago:

Starting with June 1, 2201, subtracting 10 days: 

1. June has 30 days, so we have 30-10 = 20 days remaining in June.

2. Moving to May, which has 31 days, we subtract 20 day from 

may. This takes us to May 11.

So, the date that is 10 days ago from June 1, 2021, is May 11, 2021.

Now let�s format it in MM/DD/YYYY format: 05/11/2021.

The correct answer is option 3) 05/11/2021

Fig. 9. An example of an error in calculating the number of days from date
understanding dataset in the ChatGPT 3.5 model with a CoF prompt.

The calculation error related to days, months, or years
quantity refers to inaccuracies in determining the number of
days, months, and years to add or subtract from the reference
date. This error, as illustrated in Figure 9, often occurs when
the model disregards the given prefix and postfix phrases. In
the example shown in Figure 9, the model correctly identified
the reference date as ”Jun 1, 2021.” However, when calculating
the number of days, it subtracts 10 days from the reference
date while ignoring the phrase ”which is two days away
from now.” The model, as indicated by the red box, performs
arbitrary calculations, leading to an incorrect final result of
05/11/2021. Interestingly, the model associates the identified
date ”05/11/2021” with option 3, whereas the actual option
is ”05/21/2021.” Consequently, the model’s answer does not
align with the provided options.

The results shown in Table I indicates that CoT’s perfor-
mance with few-shot examples lags behind zero-shot CoT,
suggesting inappropriate example selection. To address this,



we extend our methodology by employing K-Means cluster-
ing, inspired by Auto-CoT [8]. By clustering instances and
selecting examples from each cluster, we ensured broader task
coverage. We also incorporated Self-Consistency evaluation,
creating three paths per instance and utilizing majority voting
for the final result. In cases of varied LLM responses for the
same instance, we adopted the first answer. Results for 2-
shot-CoT, 4-shot-CoT, and 8-shot-CoT with Self-Consistency
show slight improvement (1-5%), still trailing the proposed
CoF method, which is ideal for symbolic and logical reasoning
tasks due to its factor-based approach. However, CoF is less
effective for tasks involving mathematical calculations, as
describing them in terms of factors is challenging, and their
complexity may challenge LLMs [14], [15].

Despite significant performance improvements, the pro-
posed CoF prompting has two primary limitations:

The first limitation is related to the importance of identifying
the factors that drive the CoF in different tasks. To effectively
and efficiently identify these task-specific factors, one needs
task-related knowledge, expertise, and manual effort. The qual-
ity of the identified factors directly impacts the performance
of the CoF, meaning that the same task with different factors
may yield different results.

The second limitation pertains to the generation of ex-
planations. Despite explicit instructions not to generate ex-
planations, there are cases where the model still generates
output with explanations. Interestingly, this phenomenon is
more noticeable when using the CoF prompt compared to
the other two prompting methods. This necessitate to post-
processing for appropriate response extraction.

V. CONCLUSION AND FUTURE WORK

This research introduced Chain-of-Factors (CoF), a novel
approach to enhance zero-shot prompting. CoF embeds task-
relevant instructions, steps, regulations, and decision-making
principles to enhance factor-centric reasoning. Experimental
results demonstrate a significant accuracy improvement of
75.8%, 40.6%, and 37.0% compared to the standard prompt
for the Last Letter, Coin Flip, and Shuffled Objects tracking
datasets with the ChatGPT3.5 model, respectively. Addition-
ally, a minor 0.01-point Pearson correlation improvement was
observed in a semantic textual similarity task on the STS-
Benchmark dataset. When compared to CoT, CoF showed
marginal improvements of 1.6%, 40.2%, and 34.9% in the
same tasks with the ChatGPT3.5 model, with a Pearson
correlation of 0.79 for CoF compared to 0.78 for the best CoT.
Similar improvements were also observed with the Gemini-Pro
and GPT-4 models. However, CoF did not perform better in the
common sense reasoning task of Date Understanding. These
results suggest that CoF has the potential to guide LLMs more
effectively in symbolic reasoning, logical reasoning, and other
tasks that can be approached with factors.

In the future, we intend to automate the process of extract-
ing factors using LLMs. We will have two or more LLMs
collaborate on a specific task to generate a definitive list of
agreed-upon factors. This automation will significantly reduce

the need for manual intervention, shifting the role of human
experts to verifying the identified factors.
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