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Abstract Hidden Markov Model (HMM) is very rich in
mathematical structure and hence can form the theoretical
basis for use in a wide range of applications including
gesture representation. Most research in this field, however,
uses only HMM for recognizing simple gestures, while
HMM can definitely be applied for whole gesture meaning
recognition. This is very effectively applicable in Human-
Robot Interaction (HRI). In this paper, we introduce an
approach for HRI in which not only the human can naturally
control the robot by hand gesture, but also the robot can
recognize what kind of task it is executing. The main idea
behind this method is the 2-stages Hidden Markov Model.
The 1st HMM is to recognize the prime command-like
gestures. Based on the sequence of prime gestures that are
recognized from the 1st stage and which represent the whole
action, the 2nd HMM plays a role in task recognition.
Another contribution of this paper is that we use the output
Mixed Gaussian distribution in HMM to improve the
recognition rate. In the experiment, we also complete a
comparison of the different number of hidden states and
mixture components to obtain the optimal one, and compare
to other methods to evaluate this performance.
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1. Introduction

Human-robot interaction (HRI) is the interdisciplinary
study of interaction dynamics between humans and
robots, the study of how humans interact with robots,
and how best to design and implement robot systems
capable of accomplishing interactive tasks in human
environments. Much research specializing in HRI comes
from a variety of fields including electronics, mechanics,
industry, design, human-computer interaction, artificial
intelligence, robotics, natural language understanding
and computer vision. In robotics, the major goal is to
place some kind of robotic assistant or companion in the
normal home environment for people to be able to
communicate with in a human-like fashion. The
challenging problem for researchers is making the robot
very similar to humans and making friendlier human-
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robot interactions. Over the last decade, the “seeing”, as
the most prominent and equally important modality for
natural interaction, is becoming a major research issue.

Visual recognition of human actions provides a bridge for
a non-verbal as well as verbal communication between a
human and the robot, both of which are highly
ambiguous. Gesture recognition plays an important role
and much attention is paid to this area. It enables the
robot's anticipation of human actions leading to pro-
active robot behaviour, especially in passive, more
observational situations. Gesture recognition is being
widely used compared to other methods such as sound or
touch communication. In gesture recognition, the current
approaches try to deal with more diverse gestures. This
leads to time consuming and low recognition rate problem.

In order to solve the two above problems, there is much
current research into different methods such as HMM,
CRF (conditional random field), particle filtering and
condensation, finite-state machine as statistical modelling,
optical flow, skin colour, connectionist model, etc.

Among them, HMM is the most frequently used tool for
gesture recognition due to its advantages ([2-7]). HMM
has the ability to model a time-domain process that
demonstrates a Markov property that is useful in making
assumptions,
orientations of gestures through time. HMM is rich in
mathematical structures and has been found to efficiently

when considering the positions and

model spatial-temporal information in a natural way.
Therefore, this tool has been successfully applied for
spatial-temporal objects such as speech recognition,
protein modelling and gesture recognition.

Another method is the Particle Filtering and Condensation
Algorithm ([15,16]). The particle filters have been very
effective in estimating the state of dynamic systems from
Algorithm
(Conditional Density Propagation Over Time) makes use
of random sampling in order to model arbitrarily
complex probability density functions. That is, rather
than attempting to fit a specific equation to observed data,
it uses N weighted samples to approximate the curve
described by the data. Each sample consists of a state and
a weight proportional to the probability that the state is
predicted by the input data. As the number of samples
increases, the precision with which the samples model the
observed probabilistic density function (pdf) increases.
However, this tool has limitations in the case of various
prediction motion models.

sensor information. The Condensation

Another well-known model used in gesture recognition is
Conditional Random Fields (CRF). These models are
discriminative models that are undirected graphical
models and were developed for labelling data. CRF use
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an exponential distribution to model the entire sequence
given the observation sequence. Instead of constructing
each model for each class like HMM (Generative Model),
and then maximizing the likelihood of generating all the
examples of a given gesture class, which is not necessarily
optimal for discriminating the gesture class against other
gestures, CRF is a single model for the joint probability of
the sequences p(y|0,0) , which are initially built
without labels for non-gesture patterns. Moreover, CRF
has the advantages of avoiding the requirement of
conditional independence of observations and the label
bias problem [10]. In addition, the discriminative model
can be modified into Hidden-CRF ([9,11,13]) where the
model  captures
dependencies between hidden object parts. We will
discuss different models in detail in session III.

underlying graphical spatial

On the other hand, gesture recognition for a mobile robot
imposes several requirements on the system corresponding
to a specific robot. The system should be fast enough to fit
in the real-time mobile robot’s environment and the kind
of gesture should be suitable for a robot. For example, a
gesture for controlling a cleaning robot should be simple
and a hand command-like gesture (turn left, turn right,
moving, rotating...) while a gesture for interacting with a
humanoid robot should be like a human action (walking,
sitting, beating, jumping...). Most research in HRI uses
the above methods, however, they just deal with simple
gestures or one of a few different kinds of gestures. In
order to solve this limitation, we propose an approach in
which the 2-stages Hidden Markov Model is responsible for
both recognizing the prime command-like gestures and
task recognition.

The remainder of this paper is organized as follows.
Section II is some related works. Section III shows the
backgrounds directly related to our approach. Section IV
explains the main system 2-stage HMM. Section V is the
experiments, results and some evaluations. Section VI
concludes this paper.

2. Related Work

There are many gesture recognition systems for HRI,
however, they can be categorized into two kinds:
Matching-based and  State-space-based
approaches. Template matching-based is not really
suitable for gesture recognition. It is based on the spatial
distance between template and input data while the
gesture is an object in the domain of temporal variability.
In recent years, the second approach has been most
frequently used and developed.

Template

Yang et al. [2] introduced a method for recognition of
whole-body key gestures in HRI. They extracted 13
feature points to represent the whole body gesture and
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then mapped to codeword of HMM for recognizing 10
gestures with an accuracy of 94.9%. A design of transition
model was proposed to accurately spot key gestures from
the continuous motion of the human body. In order to
reduce the complexity of the model, data-dependent
statistics and relative entropy were applied to cut down
the number of states. Elmezain et al. [7] also used a
similar approach to Yang, however, they extended the
model by increasing the weights of self-transition feature
functions to improve the accuracy with CRFs. The
accuracies obtained are 93.31% and 90.49% corresponding
to the HMM and CRF methods.

Over the last decade, there has been some research which
tried to improve the accuracy of the HMM method.
Andrew et al. [3] extended the standard hidden Markov
model method of gesture recognition to include a global
parametric variation in the output probabilities of the
states of HMM. They defined a parameterized gesture in
which the output densities are the function of the

parameter vector b j (x;;0) . This leads the parametric

HMM to handle arbitrary smooth dependencies.

Recently, there has been increasing interest in using CRFs
in the vision community. Sminchisescu et al. [17]
introduced  conditional = graphical
complementary tools for human motion recognition and
present an extensive set of experiments that show how
these typically outperform HMMs in classifying not only
diverse human activities like walking, jumping, running,
picking or dancing, but also for discriminating among
subtle motion styles like normal walk and wander walk.
Wang et al. [10] constructed a discriminative sequence
model with hidden state and called it the Hidden CRF
Model. They implemented three different kinds of model
to compare the performance. The results pointed out that
HCREF reached the best outcome with 71.88% (percentage
accuracy) while the outcome of HMM and CRF are
65.33% and 66.53% respectively. They also conducted the
experiment with two kinds of gesture datasets - head and
arm gesture dataset. Prior to this Quattoni et al. [13]
proposed an extension of the CRF framework to
recognize objects in a car with low accuracy (60%).
Lafferty et al. used CRF to solve the label bias problem.
Vinh L. et al. [12] proposed an implementation of the
Semi-Markov CRF and outperformed the previous work
in terms of computation complexity. The average
precision was 88.47%. Generally, the CRF method solved
the limitations of the HMM method, that is the
requirement of conditional dependence of observations,
but the class of CRF is much more expensive, because it
allows arbitrary dependencies on the observation
sequence. That is the reason why the recognition rate of
CREF is generally lower than HMM.

models as
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3. Background

In this section, we briefly review the theory of Hidden
Markov Model and some problems related to the training
process and human gesture representation. We also point
out the limitation of previous works in gesture
recognition.

3.1 Conventional Hidden Markov Model

Figure 1. a. A Markov chain with 5 states and selected transitions.
b. Compact HMM

The conventional HMM is expressed as the following [6].
HMM is the mathematical tool to model signals,
objects...that have the temporal structure and follow the
Markov process. HMM can be described compactly as
A = (4, B, r) (Figure 1b) where,

A= {al-j} : the state transition matrix
aij:P[qH_l:sj|qt:sl-],1SiSN (1)

B=1{b i (k)} : the observation symbol probability
distribution

bj(k)=PlO, = v |4, =5;],

: )
1<j<NiI<k<M
7 = {z;} : the initial state distribution
;= Plg =s;] (3)

Set of states: S = {sl,sz,...,sN}
State at time t: ¢,
Set of symbols: V = {vl,vz,...,vM}

Given the observation sequence OIT =0,0,..0p and a
model A=(4,B,7) , how do we efficiently compute
P(O| 1), i.e., the probability of the observation sequence
given the model. We have to do two steps:

Training: based on the input data sequences {0}, we

calculate and adjust A=2 to maximize likelihood
PO[4)
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Recognizing: based on 4 = (4,B,7) for each class, we
will assign the class in which the likelihood P(O|A)is
maximized.

The observation symbol probability distribution
PO, =v; | g, = sj] can be discrete symbols or continuous

variables. If the observations are discrete symbols, we can
represent the observation model as a matrix:

B(i,k)=P(O, =k|q, =s;) @)

If the observations are vectors in RL , it is common to
represent P[0, |¢,] as a Gaussian:

PO, =ylq,=5;1=N(y;p;.%;) (5)
Ny u,2) =

1 1 T—1
———————exp[-— (- = (y- )] (6)
(2”)L/2|2|1/2 2

A more flexible representation is a mixture of M
Gaussians:

M
P[Ot :y‘qt :Si]: z P(Mt :m|qt :SZ')X

m=1 @)
XNOV; g 5, 1)

where M, is a hidden variable that specifies which
mixture component to use and P(Mt =m]| 49 :Si) =C(i,m) is

the conditional prior weight of each mixture component.
In our approach, we both implement continuous and
discrete output variable distribution for 1st and 2"¢ HMM
stages respectively. The output distribution problem is
going to discuss in detail the model training part.

3.2 Extended HMM

In order to solve the limitation of conventional HMM, high
temporal correlations in the signal are not fully captured,
since data are supposed to depend only on current states;
some improved approaches were constructed such as:
Hierarchical HMM, Semi-HMM, 2D HMM, Factorial
HMM, Coupled HMM, Asynchronous IO-HMM.
Hierarchical HMM (HHMM) is an extension of the HMM
that is designed to model domains with hierarchical
structure and/or dependencies at multiple length/time
scales. In an HHMM, the states of the stochastic automaton
can emit single observations or strings of observations.
Those that emit single observations are called “production
states” and those that emit strings are termed “abstract
states”. The strings emitted by abstract states are
themselves governed by sub-HHMMSs, which can be called
recursively. When the sub-HHMM is finished, control is
returned to wherever it was called from; the calling context
is memorized using a depth-limited stack.
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Figure 2. a. State transition diagram for a four-level HHMM. b. A
variable-duration HMM modelled as a 2-level HHMM

a.

An HHMM cannot make a horizontal transition before it
makes a vertical one; hence it cannot produce the empty
string. For example, in Figure 2a, it is not possible to
transition directly from state 1 to 2. While HHMMs are
less powerful than stochastic context-free grammars
(SCFGs) and recursive transition networks, both of which
can handle recursion to and unbounded depth, unlike
HHMMs, they are sufficiently expressive for many
practical problems, which often only involve tail-
recursion (i.e.,, self transitions to an abstract state).
Furthermore, HHMMs can be made much more

computationally efficient (0(73)) than SCFGs.

A Semi-Markov HMM (more properly called a Hidden
Semi-Markov Model or HSMM) is like an HMM except each

state can emit a sequence of observations. The probability we

remain in state i for exactly d steps is p(d)=(1- p)pd_l,

where a;; is the self-loop probability. It is called semi-
Markov because to predict the next state, it is not sufficient
to condition on the past state: we also need to know how

long we have been in that state. We can model this as a
special kind of 2-level HHMM, as shown in Figure 2b.

3.3 Training Model

The goal in HMM training is to determine model parameters,
the transition probabilities aj; and b kv from an ensemble of

training samples. There is no known method for obtaining
the optimal or most likely set of parameters from data, but
we can nearly always reach a good solution using a
straightforward technique. As mentioned in the previous
part, we have to maximize likelihood:

S
P A= 1 PO"|2) 8)
n=1

Where,
Q : set of training sequences, n: size of training set.

Consider an input sequence of length T : ol = 0,0,..07

we have:

.
POT 11)="5" PO" 140)P]) 9)

r=1
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Where each r indexes a particular

g ={q().4(2).q(T)} of T hidden states. r_. =N is

possible terms in (9), corresponding to all possible state
sequences of length 7' . Because we are dealing with a first-
order Markov process, the second factor can be rewritten as:

sequence

T
P(g)= TI P(q(t)| q(t~1) (10)
t=1

On the other hand, our assumption is that the output
probabilities depend only upon the hidden state; we can
write the first factor as

T
P©T 14y = T1 P(O® |4() (1)
t=1

Substitute (10), (11) into (9), we have

prooT | 2)=

"max T (12)
2 1 P(O®) [ q(0))P(q() | q(t 1))
r=1t=1

Now, we use the Forward-Backward or Baum-Welch
algorithm, an instance of a generalized Expectation-
Maximization Algorithm to train the model to reach the
maximum likelihood. The general approach will be to
iteratively update the weights. We do this by defining:

def
a;(t) = PO ;_1-9;=5;) (13)

def
Bi(0) = PO, 14, =5) (14)
;(1) Represent the probability that model is in state ¢; at
step ¢ having generated the first + elements of sequence
ol B;(t) represent probability that the model is in state
q;(t) and will generate the remainder of the given target

sequence, ie. from t+1— T . Based on the definition
above, we easily infer:

o;() =r;
aj(t) = (§ai(t - l)aij)bjot (15)
p.(T)=1
Bi() = (?ﬁj(t + l)aij)bjOt (16)

We can also derive,

N
P(0|1)='Z o;(T)
i=1 17)

N N
=3 A= T g0
=1

i=1 i=

www.intechopen.com

The probability of being in state s; at time ¢, and state s;
at time r+1, given the model and the observation
sequence, i.e.,

gl](t) = P(qt = sl"qf+1 :Sj | O’l) (18)

From definition of the forward-backward algorithm, we
can rewrite §U (¢t) in the form:

- ai(t)aijbjot . lﬂj(t +1)
y P(O|A)
ai(t)aijbjot . lﬂj(t +1) (19)

N N
EUE 1al.(t)al.jbj0t JGaY

And the probability of being in state s; at time ¢ :
N
ri= % & (20)
J=1

By maximizing (using standard constrained optimization
techniques) Baum's auxiliary function

0(2,4)= £ P(Q|0.1)logl P(Q.0| D)] 1)
0

over 4. It has been proven by Baum and his colleagues

[18] that maximization of Q(A,4) leads to increased
likelihood, i.e.,

mﬁlx[Q(ﬂ,Z)] = P(0|A)2P(0|2) 22)

we can get the estimation of an HMM. A set of the
reasonable re-estimation formulas for 7, 4 and B are

7T =expected frequency in state i

at time (t=1)= 7 1) (23)

_ #of transitions from stateito j

i # of transitions from state i

T
;i (0 X & (24)
1 __t=1

T

z
_t=
T
z
t=

I ™M=

Vi(f)

T
T &0
1 j=1t=1

# of times in state j and symbol Vi

b =
Tk # of times in state j

T

> Q’j(t)
t=1 (25)
O, =v;

g (®)
vyt
i=1"7
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4. 2-Stage HMM

In this section, we present details of our proposed model,
the 2-stage HMM with full-covariance Gaussian output
distributions (FCGD), applied to recognize 10 prime
gestures for human-robot interaction. In HRI, hand
gesture plays an important role and is a major
representation of human activity. We conduct our system
using this assumption.

Gesture feature extraction
Skeleton
Tracker

Test data

Gesture
feature
Spotting

Data
Pre-processing

*

Kinect

Recognition module Training data

Y
. A1
2nd HMMs Training data|  prime gesture ) 1t HMMs
Recg.

Gesture
sequence

[Test data Cleaning

b 4

> Transportation

Action
Recognition

=

" Doing exercise

Figure 3. Proposed framework

A simplified scheme of the approach is given in Figure 3.
The first step is to detect the human skeleton from the
sequence of image frames. The camera used is the 3D
released by Microsoft Corp. The
randomized decision tree and forest method [19] is
applied to get the whole skeleton. The skeleton is then
processed and the skeletal feature vector is obtained for

camera Kinect,

the training and recognizing process. Although the
randomized decision tree and forest method track the
whole skeleton, in this approach we just use two hands
and two elbows from the skeleton for recognition.
(respectively shown in Figure 4 a, b).

hand

— |

elbow

a. b.

Figure 4. a. Human body skeleton representation. b. Hand and
elbow position for recognition

The first stage plays a role in recognizing the prime

gesture. The prime gesture is applied to control the robot,
therefore, they are simple, command-like gestures. The

Int J Adv Robotic Sy, 2012, Vol. 9, 39:2012

information of skeleton points in 3-D allows us to
calculate and represent the feature points. In terms of
gesture, we extract the feature vector based on the
relative difference between the current position and the
starting position of the gesture. The feature vector,
observation in HMM, eight components:
0 =(d},d,.d3.,dy,

directionl s direction2 s direction3 s direction4) .

includes

Where, dl,dz,d3,d 4 are distance from current position to

starting point position of left hand, left elbow, right hand,
right elbow respectively
directionl,directionz , directi0n3 ,direction4 : are the

direction of current motion at left hand, left elbow, right
hand, right elbow respectively.

The data stream going in 2¢ HMM is the sequence of
recognized gestures, marked 1, 2 ... 10 (totally we have 10
prime gestures). Therefore, the observation of the 2nd
stage is considered to be
distribution (1-D).

discrete and univariate

In our work, we implement two observation densities:
continuous and discrete distribution corresponding to 1
and 2" stage. In continuous distribution case, for solving
the limitation of gesture recognition which assumes all
gesture feature variation are NOT correlated with each
other (pair-wise independent), we propose our HMM
which is able to explicitly utilize a mixture of full-
covariance Gaussian distributions (FCGM-HMM) instead
of the diagonal covariance Gaussian mixture hidden
Markov model (DCGM-HMM). Thus, (5), (6) can be
rewritten as follow:

M
bj(O):mzzlcij(O"“jm’zjm)’lgjgN (26)

With the constraints,

M

> c.. =1<j<N

m=1"" (27)
cjmzo;ISjSN,ISmSM

The re-estimation formulas for the coefficients of mixture
density, i.e., €k Mg and Ejk are of the form

T
_ z 7jk(t)
¢ jk =—=1 (28)
> X }’jk(t)
f=1k=1
T
T 000
Hjp = ——— (29)
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T
S 7 O100) - p g IO ~ 14 T
S = L=1

7 (30)
2 7jk(t)
t=1

Where Yk (¢) is the probability of being in state ;j at time

t with k-th mixture component accounting for O(¢) .

The 274 stage plays a role in recognizing the whole task
based on the sequence of prime gestures. They are
marked 1, 2,..,10 (totally we have 10 prime gestures).
Therefore, the observation of the 2nd stage is considered
to be discrete and univariate distribution (1-D).

a () (1)
y_ik([): T — 1 A x
RIING

@1

c]-kN[O(t),yjk,): jk]

X

Cim NLO (st T 1]

M
2: J

m 1

Now, we want to talk about the covariance matrix of the
output distribution of the 1% stage in detail. As we know,
whenever we want to act, talk to others or try to express
something, two hand gesture always go together with
this. Eight components mentioned above harmonically
change to represent what we are doing or what the action
is. For example, if we are jogging, the hands together with
the elbows and the shoulders make a fixed angular shape
and they move up and down together at the same
velocity. Moreover, hands, elbows and shoulders are
directly connected to be arm. These obviously point out
that the eight components correlate each other. That is the
reason why the model for that is constructed without
considering the full covariance matrix is limited and not
reality. To overcome this limitation, our approach takes
into account the full-covariance Gaussian distributions
(FCGD) Ejm of the output.

5. Experiments and Evaluations

To evaluate our approach overall, we carried out three
kinds of experiments. The first experiment aims to obtain
the optimal number of hidden states and mixture
components. The second one is to compare the
recognition rate of the first stage with that of the other
method that uses the diagonal covariance Gaussian mixture
hidden Markov model (DCGM-HMM). Last but not least,
we do the whole experiment for the 2-stage HMM on
iRobot Create to classify two kinds of tasks: cleaning and
transporting.

www.intechopen.com

5.1 Number of states and mixture components

Because there is no algorithm to get the optimal number
of hidden states and mixture components, in order to
reach as good a performance as possible, we increase the
number of states and mixture components for each of
experiments. For the training dataset, we use 50 samples
for each gesture. The model parameters are derived
through the training process using the EM method with
FCGD. The number of iterations for class training is 50 at
maximum. The loop will end whenever the logarithm of
likelihood does not increase. All the experiments were
implemented in Visual C++ and Matlab R2010a. As Table
1 shows, the optimal number of states and mixture
components and five respectively. This
experiment is conducted with 20 samples for each gesture
class. Generally, these numbers are different in different
datasets because they are directly affected by observation
distribution.

are five

No. of Number of mixture components
states 1 2 3 4 5 6
2 74 83 | 8.5 | 8 | 8.5 | 89
79 | 885 | 90 90 | 915 | 92
83 86 | 915 | 92 93 92
87 | 905 | 90 | 925 | 955 | 90
875 | 87 89 90 | 94.5 | 88,5

QN[O || W

Table 1. The average recognition rate with different number of
hidden states and mixture components

5.2 Experiment for first stage

Gesture Description Gesture Description
S e HL—{) (\
(> d ,
& e
, . S W o
/ { Turn right (1) / A Move zigzag (6)
/ { ]
f ] S ‘
" 4 v
AL AT
T R - !
s : —
\ Tum left (2) } &8> Rotation(7)
] Y ]

\ ‘Turn right motor on (3) oF- Speed down (8)
? {2
( S <.' \5} ,P
/ ‘W
; 9 Turn left motor on (4) Speed up (9)
&L ‘ i I
1 on 1 -
b ! i
{
A A . .
~ A/ Move ahead (5) Stop (10)
7

Figure 5. Prime gesture and description

Nhan Nguyen-Duc-Thanh, Sungyoung Lee and Donghan Kim:

Two-stage Hidden Markov Model in Gesture Recognition for Human Robot Interaction

7



Given gestures Recognized gestures Precision
Gesture | Number 1 2 3 4 5 6 7 8 9 10 (%)
label of
gestures
1 30 29 0 1 0 0 0 0 0 0 0 96.67
2 30 0 28 0 1 0 0 1 0 0 0 93.33
3 30 1 0 29 0 0 0 0 0 0 0 96.67
4 30 0 2 0 28 0 0 0 0 0 0 93.33
5 30 0 0 0 0 30 0 0 0 0 0 100
6 30 0 0 0 0 0 30 0 0 0 0 100
7 30 0 0 0 0 0 0 30 0 0 0 100
8 30 0 0 0 0 0 0 0 27 2 1 90
9 30 0 0 0 0 0 0 0 0 30 0 100
10 30 0 0 1 0 0 0 0 2 25 83.33
Total 300 95.33

Table 2. Prime gesture recognition result of our approach

After obtaining the optimal number of states and mixture
components, we conduct the experiment to recognize 10
kinds of gestures with 30 gestures for each of them. The
gestures are described in detail in Figure 5. Our gesture
vocabulary is chosen by regarding command-like gestures
which are suitable for robot control. The gesture
descriptions are concerned with iRobot control. As the
result show in Table 2, the recognition rate ranges from
83.33 % to 100 %. The accuracy average is 95.33 %. In
order to show the performance of our method, we
compare the recognition rate in two cases: DCGD and
FCGD (Figure 6)

Average recognition rate (%)

70 I I I I I
2 3 4 5 6

Number of states

Figure 6. Comparison chart for DCGD and FCGD
5.3 iRobot Create experiment

In this section, we evaluate the whole model based on
implementation on iRobot Create. The hardware setup
includes an iRobot Create connected to a computer via a
Bluetooth device. The Kinect camera is connected to the
computer through a USB interface. The program is
implemented on Matlab for data processing and the

Int J Adv Robotic Sy, 2012, Vol. 9, 39:2012

computation part, while Visual C++ is used for robot
control (Figure 7). The experiment is carried out using the
following process: the user performs the prime gesture
that is pre-defined to be recognized in the 1% stage. The
control signal is then sent to the robot. This process will
be repeated until the robot finishes the whole task. Based
on the training of the 24 stage, the system will determine
which task the robot should execute. We let the robot do

40 tasks belonging to two kinds: cleaning and

transporting with 358 prime gestures in total. The results
for task recognition are shown in Table 3. This
experiment focuses on task recognition instead of prime
gesture recognition.

Figure 7. Hardware setup

Given task R?cogmzed task ‘
Cleaning | Transporting
Cleaning 19 1
Transporting 1 19

Table 3. Task recognition result on iRobot

Finally, we want to discuss computational complexity of
our model compared with 1-stage HMM. Much research
on gesture or activity
conventional form of HMM in which the recognized
object is treated as one observation sequence (1-stage).

recognition followed the
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The complexity was computed as O(NzT) (*) (the

forward-backward algorithm in the training process).
Where,

N : Number of states

T : Length of observation

We divided our approach into two stages using these
notations:
Ny, N, : Number of states of stage 1 and stage 2.

n.7,: Length of observation of stage 1 and stage 2.

under the assumptions:
Ni+N
NZM’T:TITZ (32)
e
These assumptions are reasonable with 7Ny, N, are
determinable given N . The complexity is proportional of
o, N12Tl + N%Tz) . (*) can be rewritten as:

O(N2T) > O[(M)leTz]
y

2 2
_ O[Nl N7, + NyOT, + 2N1N2T1T2]

/2 33)

~ O(NETT, + N3T{Ty + NyN,TiT,)

> O(Ty NET; + N3Ty)
6. Conclusions

In this paper, we have presented an approach for HRI
using human gesture. The 2-stage HMM is implemented
for the robot to recognize prime gestures and then
classify what kind of task the robot should execute. In
the gesture recognition part, we improved the recognition
rate with full-covariance Gaussian distributions (FCGD)
output of HMM. This outperforms the previous research
with an average precision of 95.33% in the deployment
part. We use 10 kinds of gestures to control the iRobot
and simultaneously recognize the whole task. Moreover,
we evaluate the advantage of our model in terms of

computational complexity compared to the 1-stage HMM.

Our work therefore might bring a significant contribution
not only to gesture recognition, but also to the HRI area.

For future work, we will extend our gesture database to
different kinds of robots: humanoid robot, teaching robot.
We will also use multiple sensors, such as audio sensor
and tactile sensor, for diversification of input and to make
the robot HRI friendlier. Moreover, the whole body
gesture and auto-recognized multi-gesture problem will
be considered in near-term future work.
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