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Abstract This paper deals with the problem of transforming eXtensible Markup Language
(XML) data into the Resource Description Language (RDF) which can be understood by
the computer. While it is not difficult to customize XML for arbitrary data, the effective
transformation is not straightforward and the result may be not semantically richer than
the source document since the redundancy data resulted from the duplicate elements in
XML schema. To cope with this problem, we propose an approach to measure the similarity
between these duplicates before giving the transforming strategy. The similarity measure
is the combination of the children and ancestor factors, which describe the relationship of
elements. The experimental results show that the proposed method gives the high degree of
accuracy and produces better quality of RDF ontology.
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1 Introduction

Recently, XML has been widely used as a representation language on the Web [1]—a stan-
dard format for exchanging information among applications and services [2]. The structure of
XML data [3,4] is described by using Document Type Definition (DTD) [5] or XML Schema
Definition (XSD) [6,7]. However, XML only supports data structure and lacks formal seman-
tics and reference information for computer understanding [8]. Therefore, the exchange of
XML among systems is not yet fully automatic. To solve this semantic problem of XML data,
many researchers have proposed methods to transform XML data into higher semantic sup-
porting languages, such as Web Ontology Language (OWL) [9–11] and Resource Description
Framework (RDF) [12–16]. The development of algorithms that automate the transformation
is highly beneficial for many domains, such as for XML messaging and component-based
development, to applications and services in e-business, e-science, and e-learning.

In this paper, we focus on the transformation of XML into RDF since RDF recommended
by W3C is the standard model for describing the semantics and reasoning about information
on the Web. RDF presents data by using graphs of resources [17], so computer applications
can achieve information through the Uniform Resource Identifiers (URIs). The essential
structure of RDF is an object-property-property value triple. This concept makes RDF become
an appropriate choice for expressing metadata in heterogeneous resource, especially for vast
amount of data on the Web. However, the traditional format of data is not in RDF, but in
XML form. Therefore, to reuse the valuable existing XML data, it is needed to transform
XML data into RDF. This paper addresses the problem of semantic lacking of XML. In
particular, we have developed an approach to the transformation of heterogeneous XML data
sources.

Though, our target output is RDF, we use RDF Schema as an intermediary stage of
transforming process. Because RDF only cannot describe classes and properties in structured
documents [18], they are depicted by the RDF Vocabulary Description Language 1.0: RDF
schema, shortly, RDF schema. Therefore, our procedure interprets valid XML documents as
RDF model and uses vocabularies of the RDF schema.

There are some difficulties associated with using DTD or XSD to extract RDF Schema.
For instances, DTD and XSD do not distinguish between classes and properties while RDF
does. Our solution is to rely on the content of the element in order to decide it is a class or
property. Moreover, most transforming approaches give a unique identifier for each XSD or
DTD element by adding a new key element or changing the source element’s name. However,
this may lead to data redundancy, when duplicate elements represent the same information.
The ideal result of an XML transformation is a correct, complete, and unique representation
of every object. To achieve this data quality, a similarity computation of duplicate elements
is used, where if two elements are highly similar in semantics, they are transformed into one
representation.

In this paper, we propose a novel technique to measure the similarity of duplicate element
and based on the similarity results, duplicates are transformed into appropriate RDF concepts.
Our contributions are as following:

1. We propose several novel metrics to measure the semantic similarity of duplicate elements
in XML schema (XSD or DTD)

2. We present a set of rules that derive classes, properties, and data types from DTD/XSD
and interpret XML data as RDF statements by using RDF schema vocabularies.

3. We conduct a set of experiments to evaluate our computations and compare our method
with the related approaches.
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The remainder of the paper is organized as follows. In Sect. 2, we briefly present the
related work. Section 3 describes the duplicate measuring metrics and transforming notations
from XSD to RDF Schema. Section 4 presents the validation of RDF result and experimen-
tal comparison between our work and related approaches. Finally, Sect. 5 concludes this
paper.

2 Related Work

In this section, we present two research directions that are related to our paper: (1) Transform-
ing or mapping XML data to RDF ontology; (2) Measuring the element similarity between
concepts in different documents.

First, there are several approaches related to mapping or transforming XML data into
RDF. Klein [12] proposes a transformation procedure for converting XML data to RDF data
by using RDF Schema vocabularies. However, the proposed method only translates some
selected information in the document. Moreover, elements in XML document are decided to
be classes or properties depending on user’s opinion. Amann et al. [13] rely on DTD to define
the meaning for every XML element and use XPath to map information in XML documents
to ontology. However, beside referencing to XML document and its DTD, it refers to the
specification of rules which is not needed in our approach.

Melnik [14], Yin/Yang Web [15], and Ferdinand et al. [9] also describes a set of mapping
notations from XML to RDF. However, they only focuss on how to map all XML elements
to RDF concepts and do not concern about the similarity of duplicate elements in XML
document. Therefore, the issues follow the structures of XML but bear little meaning and
do not fit well into RDF model. There are other approaches giving new XML syntax for
RDF. These approaches use XML to define a language to represent RDF triples, such as, the
“strawman unstriped syntax” of Berners-Lee [19] and Borden’s syntax [20].

In the previous work [16], we present a procedure for transforming valid XML documents
into RDF via RDF Schema. However, since we only rely on the general definitions of DTD
to draw classes and properties, sometimes there is a conflict between class and sub-class
elements. Further, we assign each XML element a unique identifier, so we do not solve the
duplicate problem.

Second, some approaches are proposed to measure the element similarity between
schemas. Do et al. [21] compute the name similarity between elements of two XML Schemas.
Yang et al. [22] use linguistic taxonomy based on concept definitions in WordNet [23] to
gain the most accurate semantics for the element names. Some researchers [1,24] employ
supplemental functions to calculate the similarity of a particular feature of a given schema.
Our previous work on measuring the similarity between XML Schemas [25,26] computes
both the structural and semantic aspects of XML elements. All the partial results are then
combined into the final similarity value using a weighted sum function.

In general, approaches in the first direction try to transform or map a source XML ele-
ment to a destination RDF element. All proposed methods consider each XML element as
a separated concept and give it a unique RDF identifier. However, this assumption is not
completely true, since most duplicates in XML Schema are highly similar. Therefore, the
data redundancy happens if each dulicate is assigned a separated identifier. In order to avoid
the data redundancy problem, it is necessary to measure the similarity of duplicates in XML
Schemas before transforming them into RDF ontology. However, at the time of this research,
there is no approach solving the duplicates problem during the transformation process from
XML into RDF. Moreover, since our approach concentrates on measuring the similarity of
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duplicates, our method is most similar to the second direction of related approaches, although
our computation focusses on the similarity between duplicates within XML document.

3 Duplicate Similarity and RDF Transformation

3.1 Duplicate Similarity Measure

In order to introduce the metrics for measuring the semantic similarity of duplicated element,
let us consider the duplicates in DTD document [27] presented in Fig. 1.

In Fig. 1, four duplicate elements xsitype of Description, MultimediaContent, Audio, and
AudioDescriptor are quite similar since they are leaf nodes (without children elements) but
they are different in their ancestors. Based on these observations, we can conclude that there
are two main factors that affect the similarity between duplicated elements, particularly the
children, and the ancestor. Therefore, we define the following definition, which combines
two these factors, to assess the similarity of the duplicates.

Definition 1 The duplicate similarity (DupSim) between duplicated elements, e1 and e2, in
XSD or DTD document is defined as the weighted sum of their children similarity (ChildSim),
and their ancestor similarity (ASim):

Fig. 1 A part of XSD document of audio MPEG7
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DupSim(e1, e2) = α ∗ ChildSim(e1, e2) + (1 − α) ∗ ASim(e1, e2) (1)

where α is the weight parameter, between 0 and 1. If the ChildSim property contributes more
than ASim property for the similarity of duplicates, then the weight of the ChildSim is greater
than that of ASim.

However, the main problem is how to determine which similarity factor has more important
role than the other. In this paper, we propose a method to obtain the weight value. According
to the experiment in Sect. 4, the value of DupSim is close to the manually similarity value
at the value 0.55 of α. Therefore, the weight value of ChildSim is 0.55 and weight value of
ASim is 0.45.

To compute the children similarity of duplicated elements, we pick up in turn one child
of the first element to compare with each child of the second element. For instance, children
of an element e1 is Ce1 = [e11, e12, . . ., e1k], and children of an element e2 is Ce2 =
[e21, e22, . . ., e2t ], which k and t are the numbers of children of the element e1 and e2,
respectively. If k ≤ t , we take one after another each element in Ce1 to compare with each
element in the set Ce2. The highest value of the measurement is chosen. Otherwise, we
compare each element in Ce2 to Ce1. Therefore, the children similarity of twin elements
is the average function of the similarity of each children pair. The children similarity is
computed based on the following Eq. (2):

ChildSim (e1, e2) =
{ ∑

i max j (NameSim(e1.child[i],e2.child[ j]))
k , k ≤ t∑

j maxi (NameSim(e1.child[i],e2.child[ j]))
t , k ≥ t

(2)

where NameSim is the semantic similarity of children elements, which is determined by Eq.
(3). In the case that one of duplicated elements is the leaf node (that means it contains no
child node), the children similarity of this twin element is 0. Otherwise, if both elements are
leaf nodes, their children similarity is 0.

To compute the semantic similarity of children elements, we measure the meaning of the
element names by referring them in the WordNet [23]. We reuse the distance-based method
[28] to measure the distance similarity of children elements in the WordNet taxonomy. The
semantic similarity between a children element e1 in the first schema and a children element
e2 in the second schema is determined by the following Eq. (3):

NameSim(e1, e2) = 2 ∗ depth(LC S)

depth(e1) + depth(e2)
(3)

where depth(LCS) is the number of nodes from the common super-concept of element e1 and
e2 to the root node; depth(e1) and depth(e2) are numbers of nodes from element e1 and e2

to the root node.
For example, Fig. 2 is a fragment of WordNet. The semantic similarity between two

elements lecturer and professor is computed as following:

NameSim(lecturer, professor) = 2 ∗ 4

5 + 6
= 0.73

In some cases, the element name is a combination of words or the short form of some
words. In those cases, the normalization steps are required. These steps remove genitives,
punctuation, capitalization, stop words (such as, of, and, with, for, to, in, by, on, and the),
and inflection (plurals and verb conjugations), and replace the short word by its full name.

Assume that m and n are the numbers of tokenized words of two elements E1 and E2,
respectively. The name similarity between two these elements are computed as following Eq.
(4) or Eq. (5):
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Fig. 2 A fragment of WordNet

NameSim(E1, E2) =
∑m

i=1 maxn
j=1(NameSim(e1i , e2 j ))

m
, m ≥ n (4)

NameSim(E2, E1) =
∑n

i=1 maxm
j=1(NameSim(e2i , e1 j ))

n
, n > m (5)

Further, in some cases, a name of the element is not included in the WordNet, we define a
metric to measure the similarity of those elements as following:

NamSim(e1, e2) = LingSim(e1, e2) = ne1∩e2

max(ne1 , ne2)
(6)

where ne1∩e2 is the number of matching characters between elements e1 and e2; max is the
maximum value; ne1 and ne2 are the lengths of the elements e1 and e2, respectively.

In order to measure the ancestor similarity of duplicate elements, the important thing is to
find their common super concept [29]. Starting from two duplicate elements, the algorithm
traverses each of their ancestor elements in turn until it finds their common node. Suppose
that C is the least common super concept of the duplicate elements e1 and e2, and levele1

and levele2 are the numbers of nodes on the path from e1 and e2, respectively, to C. Then
their ancestor similarity is:

ASim(e1, e2) =
{

1 if levele1 = levele2 = 1
0.85max(m,n)−1 otherwise.

(7)

Details of ancestor similarity measure are presented in Fig. 3.
For example,

DupSim(MultimediaContent.xsitype, Audio.xsitype) = 0.5 ∗ 1 + 0.5 ∗ 0.85 = 0.93

DupSim(MultimediaContent.xsitype, AudioDescriptor) = 0.5 ∗ 1 + 0.5 ∗ 0.72=0.86

Depending on the expected similarity value, the duplicated elements can be divided into two
groups, high similarity and low similarity. In this paper, we use the threshold value 0.7 to
differentiate the duplicated elements. Duplicates having the similarity value at 0.7 and higher
are transformed into unique RDF element, otherwise they are renamed.

3.2 XML Schema to RDF Transformation

In this stage, the collection of classes and properties is created from the given XML Schema.
The general idea of this step is as follows:
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Fig. 3 Ancestor similarity
algorithm

• The 〈schema〉 element is the root element of the XML Schema. It can contain some
attributes. Value of the attribute xmlns: is interpreted as a namespace [30].

• The first element declared by element name is the root-class of document.
• For each XML Schema xs:complexType which is described using sequence, all and

choice, we map to a rdf:class. Every element or attribute declared within it is mapped to
a contained class or sub-property.

• For each sub-element (elements in brackets or following the first element), we decide
whether they are subclasses (contained class) or properties of the parent class.

• Since element which is declared by xs:simpleType does not contain any other elements
or attributes, it is mapped to a rdf:Property.

• Global element and attribute definitions are mapped similarly to the local ones.

By observing the XSD and its corresponding XML instances, we recognized that only XSD
definitions, such as xs:element and xs:attribute, appear in the XML document. It means that
XML instances contain two main components, such as elements and attributes. Therefore,
our goal concentrates on transforming XML constructs that are related to these components.

We consider five main definitions in an XML Schema: element name, element ref, attribute
name, attribute ref, and datatype. An element definition has two following syntaxes:

〈xs : elementname = “xxx”〉or〈xs : elementre f = “xxx”〉
where xxx is the given name of the element. The prefix xs can be changed depending on the
namespace declaration.

Because 〈xs: element name〉 is used to describe elements of a document and each ele-
ment can contain children elements, the function of these elements is like a class in a struc-
tural program, therefore, we treat element-name as a RDF class. However, two cases are
considered for 〈xs : element name〉 definition. If 〈xs : element name〉 contains another
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〈xs: element name〉, which has not only literal, we can assume that is a “part-of” relation-
ship. The transformation procedure considers it as a subclass of the previous class. On the
contrary, if an XML element containing the declaration 〈xs : element name〉 and without
any attribute and element, this element is mapped to a property.

Moreover, there are two kinds of class definition in XML Schema, 〈xs: element name〉
and 〈xs: element re f 〉. The second one refers to the name of another element. This reference
to an element or an attribute is comparable to cloning an object. Therefore, our procedure
considers 〈xs: element re f 〉 as 〈xs: element name〉 and both are applied the same mapping
rules. If an element has element ID, our procedure considers it as unique identifier for this
element. Hence, if there are other elements with the same name and same level, we use this
ID instead of creating new attribute for class element.

Furthermore, since the attribute element gives additional information about its par-
ent node, we consider it as a property of the class. Therefore, the declaration such as
〈xs : attributename = “xxx”〉 or 〈xs : attributere f = “xxx”〉 is converted to the RDF
property of its parent class.

Specially, difference from XML Schema, RDF Schema does not allow the duplicate name.
Thus, when our procedure meets an attribute which has the same name as the previous node,
we use the metric defined in Definition 1 to measure their similarity. If their similarity is equal
and higher than our threshold (0.8), they are transformed into one RDF element, otherwise
the second duplicate element is renamed by adding its parent name in ahead of its name.

In above schema files, Mpeg7 is a root node since it contains other elements. It is converted
to the RDF class as following:

For other classes, besides the definition for class, the rdfs:Container is added to describe
the relationship between parent and child element. For instance, the class Description is
expressed in RDF Schema as below:

For node considered as attribute, it is defined by rdf:Property. The rdfs:domain and
rdfs:range are used to describe the corresponding resource and data type of that attribute.
Furthermore, in order to depict the attribute’s appearing times, our procedure borrows the
OWL expressions, such as owl:maxCardinality and owl:minCardinality. For example, the
attribute xmlnsmpeg7 of the class Mpeg7 is interpreted as following:

The XML data allow duplicate element and attribute names but the RDF does not. To
solve this problem, we measure the similartiy of these duplicates. If their similarity value is
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lower than the given threshold value (in this paper, the threshold value is 0.7), we change
the second name by adding its parent’s name and underscore ahead of its name, otherwise
we combine these duplicates as one element. For instance, in the motivating XSD file, the
attribute xsitype appears four times inside four classes: Description, MultimediaContent,
Audio, and AudioDescriptor. The DupSim computation shows that all duplicates are highly
similar, (above 0.7), therefore those duplicates are transformed into one RDF element as
following:

After extracting RDF Schema from the XML Schema file, the next step is to transform
the XML instances into RDF statements. The inputs of this stage are RDF Schema and XML
document. If the changing element happens in the previous step, the corresponding element
in the XML file is also renamed.

3.3 Complexity

We begin with a complexity consideration by determining the computation costs at each
step in the process. There are two main step in our scheme. The first step is to measure the
similarity of duplicates within an XML Schema. For each pair of duplicates, we need to
compare m different similarity functions (comp), with a cost of sim1 to simk and aggregate
them with the cost of aggr. The second step is to transform XML Schema elements into
appropriate RDF concepts, with a cost of trans. The worst-case runtime complexity c is
determined by the following equation:

c = comp ·
(

m∑
i=0

Simi + aggr

)
+ trans (8)

To compare the ancestor and children elements of two compared duplicates, we have to
retrieve two subtrees, O(log(n)), and use the set similarity function for those sub-elements
again. Therefore, the complexity of this single similarity determination is C(simi ) =
O(log2(n)). Then, for each duplicate pair an aggregation operation is performed once with
aggr = O(1). Finally, the cost of the transformation step is O(n), since this step interprets
all elements in XML Schema in RDF ontology.

4 Experiment Evaluation

One of the most advantages of our approach to other methods is the independence program.
It can perform automatically at all steps, such as mapping from XSD/DTD to RDF Schema,
transforming XML document into RDF individuals. Moreover, our procedure can be applied
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as the intermediate module between multimedia [31] XML-based files and the Semantic Web
applications. Users can choose any XML data file to transform it to the RDF destination.

Our program results in two data files including RDF Schema file and RDF file, such as
Mpg7.rdfs and Mpeg7.rdf. The RDF Schema stores descriptions of classes, properties, and
the relationships between properties and classes as well as the data types of these properties.

The program language to be used is C# with the help from the library. Net 2.0. We choose
C# because it is a strong language supported for building application related to data processing
and windows interface. In order to validate the RDF result, we use the RDF Validation Service
given by the W3C [32,33]. The RDF results always pass the validation of this service.

In order to compare our method with the related approaches on the transforming XML data
into RDF, we implement the matching between the source XML Schema and the destination
RDF document. The criteria for evaluating the quality of matching system are precision and
recall [34]. Precision reflects the share of real correspondences among all found correspon-
dences. Given the reference matching, R, the precision of the matching produced by our
method, T, is computed as the following equation:

precision(R, T ) = |R ∩ T |
|T | (9)

Recall specifies the share of real correspondences:

recall(R, T ) = |R ∩ T |
|R| (10)

Although precision and recall are the most widely used measures, when comparing matching
systems, one may prefer to have only a single measure. Moreover, systems are not comparable
based solely on precision and recall. For this reason, F-measure is introduced to aggregate
the precision and recall. F-measure presents the harmonic mean of precision and recall.

F-measure = 2 ∗ precision ∗ recall

precision + recall
(11)

Before going to evaluate our proposed solution, we need to determine the weights for the
DupSim function—Eq. (1). Most of the current papers related to weighted function, such as
[1,24], assume that the value of weight parameters can be assigned by a user and, hence it is
not discussed. The problem is how to prepare the dataset to determine the accurate value of
weight parameter.

In this paper, to determine the weight parameter, we conduct the experiment on the real
dataset presented in Table 1. Firstly, we determine the mutual similarity of each duplicate
pair from user’s perspective. Then, we set the respective parameters so that the error rate of
similarity measure (DupSim) returns the lowest value. Since there are many duplicates in a
XSD document, to get the reasonable value, we use the average function to obtain the final
weight value.

Figure 4 shows how error rates of duplicate element similarities (DupSim) change as we use
different α values. For the four schemas including duplicate elements in Table 1, we manually
classified into two groups: similar and non-similar, then computed the classification error rate
at each alpha values (in the range 0.1, 0.15, …, 1.0). The weighted average of the error rates
for the four schemas is computed by using the number of duplicate pairs in each schema as
the weighted factors. For example, the weight values of the schemas number 1, 2, 3, and 4
are 16, 22, 32, and 58, respectively.

Figure 4 shows that very small or very large alpha values result in a large number of error
rates. Particularly, at the alpha values ranging between 0.1 and 0.3, the average error rate of
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Fig. 4 The error rate of DupSim at different values of α

Table 1 The characteristics of the tested schemas

# Schema name File size (bytes) # Nodes Max depth # Duplicates

1 audio-2001 40, 960 195 5 16

2 visual-2001 45, 056 273 6 22

3 mpeg7-udp-2004 69, 632 417 6 32

4 mds-2001 258, 048 1, 285 11 58

the classification is also ranging from 15 to 35 %. This number decreases to approximately
7% at the alpha values 0.5 and declines to 5% at the alpha value of 0.55. From the alpha
values of 0.55 and higher, the error rate values steadily climb up and are highest (56 %) at the
alpha value of 1.0. Because the error rate of classification achieves the minimum value at the
alpha of 0.55, we use 0.55 as the value of weight alpha (α). Therefore, the weight value of
children factor is 0.55 and weight value of ancestor factor is 0.45. Those values can be used
in the duplicate similarity computation for arbitrary datasets.

In order to obtain the practical evidence, we apply our transformation to four multime-
dia XSD documents from [24], particularly, audio-2001.xsd, visual-2001.xsd, mpeg7-udp-
2004.xsd, and mds-2001.xsd. The characteristics of four schemas are presented in Table 1.

As presented in Table 1, the larger size of the schema file is, the higher number of duplicate
elements has. Therefore, it can be conclude that, for the large dataset, our propose method
will produce the big different from related transformation work. Because we conduct the
experiments one four schemas, the finally results of precision and recall are the weighted
average value of precision and recall of each schema. The weight factors in this case are also
the numbers of duplicates of each schema. Particularly, weighted precision and recall are
measured by following Eqs. (12) and (13), respectively:

precision =
∑n

i=1 wi × precisioni∑n
i=1 wi

(12)

recall =
∑n

i=1 wi × recalli∑n
i=1 wi

(13)

123



P. T. T. Thuy et al.

Fig. 5 Precision values of DupS
and related approaches

Fig. 6 Recall values of DupS
and related approaches

where n is the number of schema files. In this experiment, n = 4; wi is the number of
duplicate elements in schema number i .

Since our approach focuses on the transforming XML Schema into RDF ontology, we
compare our method to similar studies such as Klein [12], Amann et al. [13], and Ganguly et
al. [34]. The precision, recall, and F-measure values among our method (DupS) and related
work are shown in Figs. 5, 6, and 7, respectively.

Note that in this paper, the threshold values are chosen between 0.3 and 1.0, since the
similarity values of duplicates are usually higher than 0.3. The precision and recall values
presented in these figures are the average values among four tests on XML Schema presented
in Table 1.

The comparision results showed in Figs. 5, 6, and 7 indicate that our DupS significantly
outperforms the other methods at all thresholds, followed by the methods of Do, Melnik, and
Amann. Among related approaches, Do’s method is different in purpose, its target is to find
the matches between XML Schema and the ontology. Therefore, in order to compare with
Do’s method, we also find the matches between the XML input and the RDF output and then
compare the number of true matches with Do’s method.
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Fig. 7 F-measure values of
DupS and related approaches

The F-measure values in Fig. 7 show that when the threshold values increase, the quality
of Do’s method decreases, especially from the threshold 0.7 and higher. The main reason is
that when the number of duplicates in XSD increases, Do’s method generates higher wrong
matches, since it only relies on the name of elements during matching process. Melnik’s
method is better than Amann’s method because when it transforms XML elements into RDF,
it preserves the path of elements as the name in RDF ontology, therefore the element names in
destination are still same with element names in source, whereas Amann’s method renames
most of XML elements by adding prefixes before these names.

From three above figures, we can see that from the threshold 0.7 and higher, most of values
have little changes. Therefore, we can use the value 0.7 to divide the duplicate similarities
into two groups: Those values are equal or higher than 0.7 are considered as highly similar,
otherwise are less similar so we can renamed them in the RDF ontology.

5 Conclusions

In this paper, we have proposed a procedure to transform XML data into RDF statements
by using RDF schema vocabularies. Our proposed method is a novel resolution method for
current transformation approaches in converting XML data into RDF ontology. While other
current methods consider each XML element including duplicates as separated elements, we
measure the semantic similar of duplicate pair and group the highly similar duplicates as one
representation.

In particular, our procedure outperforms the existing methods due to the following four
reasons. Firstly, the duplicate element problem is solved by our proposing metrics, so the
transforming result is a correct, complete and unique presentation of the duplicate elements
having highly semantic similarities. Secondly, it transforms all the elements of the XML
document into RDF while retaining the original structure and enriching the meaning for the
source document. Thirdly, elements in XML are clarified in classes or properties based on
their definition in XSD, making the result independent from the users’ point of view. Finally,
to balance the role of each similarity factor, we propose method to determine the weight
factor which will improve the accuracy of duplicate similarity computation. If this procedure
is executed, a large amount of the XML data will be interpreted as semantic RDF statements
which are useful for the Semantic Web.
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