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Abstract Knowledge about people’s emotions can serve

as an important context for automatic service delivery in

context-aware systems. Hence, human facial expression

recognition (FER) has emerged as an important research

area over the last two decades. To accurately recognize

expressions, FER systems require automatic face detection

followed by the extraction of robust features from impor-

tant facial parts. Furthermore, the process should be less

susceptible to the presence of noise, such as different

lighting conditions and variations in facial characteristics

of subjects. Accordingly, this work implements a robust

FER system, capable of providing high recognition accu-

racy even in the presence of aforementioned variations.

The system uses an unsupervised technique based on active

contour model for automatic face detection and extraction.

In this model, a combination of two energy functions:

Chan–Vese energy and Bhattacharyya distance functions

are employed to minimize the dissimilarities within a face

and maximize the distance between the face and the

background. Next, noise reduction is achieved by means of

wavelet decomposition, followed by the extraction of facial

movement features using optical flow. These features

reflect facial muscle movements which signify static,

dynamic, geometric, and appearance characteristics of

facial expressions. Post-feature extraction, feature selec-

tion, is performed using Stepwise Linear Discriminant

Analysis, which is more robust in contrast to previously

employed feature selection methods for FER. Finally,

expressions are recognized using trained HMM(s). To

show the robustness of the proposed system, unlike most of

the previous works, which were evaluated using a single

dataset, performance of the proposed system is assessed in

a large-scale experimentation using five publicly available

different datasets. The weighted average recognition rate

across these datasets indicates the success of employing the

proposed system for FER.

Keywords Facial expressions � Face detection � Active

contour � Level set � Wavelet transform � Optical flow �
Stepwise linear discriminant analysis � Hidden Markov

model

1 Introduction

Automatic facial expression recognition (FER) has

emerged as an active area of research in the last two dec-

ades. It is because not only facial expressions are vital to

social communications between human, they also play a

significant role in many computing applications such as

human computer interaction [3], robot control, and driver

state surveillance [47].

An FER system consists of four basic modules: pre-

processing, feature extraction, feature selection, and
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recognition. It is the face that contains most of the

expression-related information; therefore, in preprocessing

module face is detected and extracted from a given image.

Some common methods such as skin tone-based methods

[40], and geometric-based methods [17] are used for face

detection.

Feature extraction module deals with extracting the

distinguishable features from each facial expression shape

and quantizing it as a discrete symbol. Well-known

methods like independent component analysis (ICA) [43],

local feature analysis [26], local binary pattern [39], and

local direction pattern [18] are commonly used for feature

extraction. Next, feature selection is used to select a subset

of relevant features from a large number of features

extracted from the input data. The selected features are

expected to contain better discriminatory power to help

distinguish among different classes.

Lastly, in the recognition step, a classifier like support

vector machine (SVM) [24], or hidden Markov model

(HMM) [43] is first trained with training data and then used

to generate the appropriate labels for the facial expressions

contained in the incoming video data.

Though, a lot of work has already been done for auto-

matic FER, a robust FER system is yet to be developed: a

system capable of providing high recognition accuracy not

just for one dataset but across different datasets, having

expressions captured under different lighting conditions;

using subjects of different gender, race and age. Develop-

ing such a robust FER system would require: (1) an

accurate face detection and extraction method that can

automatically detect and extract the faces from the

expression frames; (2) a technique to get rid of noise prior

to the feature extraction; (3) robust feature extraction and

feature selection methods, such that the accuracy of these

methods is not effected by the race and gender of subjects;

(4) and finally, a good classifier to categorize the incoming

expressions. Accordingly, in this paper, we have made the

following contributions.

• An unsupervised automatic face detection model has

been proposed, which is based on active contour (AC)

model that automatically detects and extracts human

faces from the expression frames. The proposed AC

model is based on level set that is the combination of

two energy functions: Chan–Vese (CV) [8] energy and

Bhattacharyya distance [21] functions. The proposed

AC model is robust because it not only minimizes the

dissimilarities within the object (face) but it also

maximizes the distance between the two regions such

as face and the background.

• A robust feature extraction technique based on the

facial movement features is proposed. The technique is

based on symlet wavelet transform coupled with optical

flow to get the facial movement features. The reason for

using the wavelet transform is to diminish the noise

before extracting the facial movement features.

• Even though the proposed feature extraction method

extracts good features, there might still be some

redundancy among these features. Therefore, a feature

selection method called stepwise linear discriminant

analysis (SWLDA) is applied to the selected feature

space. SWLDA selects the most informative features

taking the advantage of the forward selection model

and removes irrelevant features by taking the advantage

of the backward regression model. To the best of our

knowledge, it is the first time that SWLDA is being

utilized as a feature selection technique for FER

systems.

• To show the robustness of the proposed system, large-

scale experimentation is performed using multiple

datasets.

The rest of the paper is organized as follows. Section 2

talks about related work and their limitations with regard to

face detection and extraction, feature extraction, and fea-

ture selection. Section 3 presents an overview of the pro-

posed approaches. Experimental setup for the proposed

approaches is described in Sect. 4. Experimental results of

the proposed methods are discussed in Sect. 5. Finally, the

conclusion of the paper with future directions are provided

in Sect. 6.

2 Literature review

2.1 Face detection and extraction

Essentially, face detection is the first step for a typical FER

system, with the purpose of localizing and extracting the

face region from the background. Some factors like illu-

mination, pose, occlusion, and size of the image make it

difficult for FER systems to accurately detect faces from

expression video [29].

A variety of methods have been proposed in literature

for face detection, including appearance-based and feature-

based methods [45], geometric-based methods [17],

knowledge-based methods [23], skin tone-based methods

[40], and template-based methods [20]. However, each of

these categories has its own limitations.

The performance of appearance-based methods is

excellent in static environment; however, their perfor-

mance degrades with the environmental change [36].

Therefore, feature-based methods were proposed to over-

come the limitations of appearance-based approaches.

These methods are more robust in illumination, pose and

size of the image than the appearance-based methods.
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However, a prior knowledge is required for these methods,

i.e., at the time of implementation for these techniques, it is

compulsory to decide randomly which intensity informa-

tion will be important [7]. Due to these characteristics,

these methods are known as heuristic techniques. More-

over, these methods have trouble in automatic feature

detection [19].

In geometric-based approaches, parts of a face like

mouth, eyes, and nose are positioned with their attributes

and their reciprocal relationships. Face is recognized by

calculating the distance, angles and areas between these

parts of the face. These approaches are quite sufficient for

small databases with stable lighting condition and stable

viewpoint [11]. However, their performance degrades with

the variation in lighting conditions and viewpoint [11].

Similarly, knowledge-based approaches are the rule-

based techniques that convert human knowledge of what

constitutes a typical face to capture the relationships

between the facial features [46]. However, it is very hard

for these approaches to build an appropriate set of rules. If

the rules are too general then there could be several false

positives, or there could be false negatives if the rules are

in too detail [10]. Moreover, these approaches are incapa-

ble of finding faces in complex images [10].

Template-based approach is a simple process that has

been widely employed to locate the human face in the input

image. However, this method is very sensitive to pixel

misalignment in sub-image areas and depends on facial

component detection [49].

2.2 Feature extraction

According to the face descriptors, there are two types of

features: global features and local features. In global fea-

tures, features are extracted from the whole face, whereas

in local features, features are extracted from some parts of

the face.

Methods used for global feature extraction, also called

holistic methods, include nearest features line-based sub-

space analysis [32], and independent component analysis

(ICA) [43]. However, all these holistic methods do not

know what exact facial features are the most important for

FER. Moreover, performance of these approaches degrades

in FER systems with the variation of illumination, pose,

facial expression, occlusion and aging [36].

On the other hand, local feature-based methods compute

local descriptors from different parts of a face and then

integrate this information into one descriptor. These

methods include local feature analysis (LFA) [26], Gabor

features [15], non-negative matrix factorization (NMF) and

local non-negative matrix Factorization (LNMF) [6] and

local binary pattern (LBP) [48]. Among these methods,

LBP achieved better performance. However, LBP does not

provide directional information of the facial frame. One

recent study [18] employed local directional pattern (LDP)

to solve the limitations of LBP. However, the performance

of their method still degrades in non-monotonic illumina-

tion change, noise variation, change in pose, and expres-

sion conditions [36].

2.3 Feature selection

Feature selection module is used for selecting subset of

relevant features from a large number of features extracted

from the input data. The selected features are expected to to

help distinguish one class from the others with a better

accuracy. Feature selection module also helps reducing the

dimensions of the feature space by selecting only the dis-

tinguishable features.

Please see Fig. 1 to appreciate the use of a feature

selection technique in an FER system. Figure 1 shows 3D

feature plots for six expression classes. It can be seen that

the feature values for the six classes are highly merged,

which can result in a high misclassification rate. It is

because the use of inappropriate coefficients results in high

within-class differences and low between-class differences.

Therefore, a method is required to address the aforemen-

tioned problem and to reduce the dimension space and to

increase the class separability. This idea is employed by

various feature selection methods, mainly principal com-

ponent analysis (PCA) [5], linear discriminant analysis

(LDA) [30], kernel discriminant analysis (KDA) [31], and

generalized discriminant analysis (GDA) [4].

PCA has poor discriminating power [12]. LDA-based

methods suffer from limitations that their optimality cri-

teria are not directly associated to the classification capa-

bility of the achieved feature representation [27]. Similarly,

KDA does not have the capability to provide better

Fig. 1 3D-feature plot for six types of facial expressions
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performance in the case if the face images of the same

subjects are scattered rather than dispersed as clusters [33].

Likewise, the solution of GDA might not be stable and

perhaps is not optimal in terms of the discriminant ability if

there is small sample-sized training data [50].

3 Materials and methods

The overall architecture of the proposed FER system is

shown in Fig. 2, whereas the description of different parts

of the system is given in the following subsections.

3.1 Proposed face detection approach

The AC model is a well-known technique in the field of

image segmentation. It is a deformable spline influenced by

constraint and image forces that pull it towards object

contours. It tries to move into a position where its energy is

minimized. The AC model tries to improve by imposing

desirable properties such as continuity and smoothness to

the contour of the object, which means that the AC

approach adds a certain degree of prior knowledge for

dealing with the problem of finding the object contour.

Recently, Chan–Vese proposed in [8] a novel form of

AC for object segmentation based on level set framework.

Its energy function is defined by.

FðCÞ ¼
Z

insideðCÞ

jIðxÞ � cinj2dxþ
Z

outsideðCÞ

jIðxÞ � coutj2dx

ð1Þ

where cin and cout are, respectively, the average intensities

inside and outside of the curve C. Compared to the other

AC models, the CV AC model can detect the faces more

exactly since it does not need to smooth the initial facial

image (via the edge function gjrIrj2), even if it is very

noisy. In other words, this model is more robust to noise.

The CV AC model does not use the edge information but

utilizes the difference between the regions inside and out-

side of the curve, making itself one of the most robust and

thus widely used techniques for image segmentation,

especially, in the area of face detection. However, the

convergence of CV AC model depends on the homogeneity

of the segmented faces. When the inhomogeneity becomes

large, the CV AC model provides unsatisfactory results.

Moreover, the global minimum of the above energy func-

tion does not always guarantee the desirable results. The

unsatisfactory result of the CV AC in this case is due to the

fact that it tries to minimize the dissimilarity within each

segment but does not take into account the distance

between different segments.

The proposed methodology in this work is to incorporate

an evolving term based on the Bhattacharyya distance to

the CV energy function that minimizes the dissimilarities

within the object (face) and maximizes the distance

between the two regions (face and background). The pro-

posed energy function is:

EðCÞ ¼ bFðCÞ þ ð1� bÞBðCÞ ð2Þ

where b 2 ½0; 1�. Note that the value of BðCÞ is always

within the interval ½0; 1� whereas FðCÞ is calculated based

on the integral over the facial image plane.

The intuition behind the proposed model (in EðCÞ) is

that we seek for a curve which is regular (the first two

terms) and partitions the facial image into regions such that

the differences within each region are minimized (the FðCÞ
term) like reducing environmental effects and the distance

between the two regions (i.e., face and background) is

maximized (the term BðCÞ term).

Fig. 2 Architectural diagram for the proposed FER system
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For the level set formulation, let us define / as the level

set function, I : X! Z � Rn as a certain image feature

such as intensity, color, texture, or a combination thereof,

and Hð�Þ and d0ð�Þ as the Heaviside and the Dirac func-

tion, respectively. The energy function can then be

rewritten as

Eð/Þ ¼ c
Z

X

jrHð/ðxÞÞjdxþ g
Z

X

Hð�/ðxÞÞ

þ b

R
X jIðxÞ � cinj2Hð�/ðxÞÞ
þ
R

X jIðxÞ � coutj2Hð/ðxÞÞ

" #

þ ð1� bÞ
Z

Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pinðzÞpoutðzÞ

p
dz

ð3Þ

where

pinðzÞ ¼
R

X d0ðz� IðxÞÞHð�/ðxÞÞdxR
X Hð�/ðxÞÞdx

poutðzÞ ¼
R

X d0ðz� IðxÞÞHð/ðxÞÞdxR
X Hð/ðxÞÞdx

ð4Þ

where c and g are non-negative constants, and pinðzÞ and

poutðzÞ are given in (4) are the local fitting functions [16]

that depend on the level set function / and need to be

updated in each contour evaluation. Differentiating w.r.t

/ðxÞ, then, the evaluation flow associated with minimizing

the energy function in (3) is given as

o/
ot
¼ � oE

o/

¼ d0ð/Þ

ck þ gþ b½ðI � cinÞ2 þ ðI � coutÞ2�

�ð1� bÞ

B

2

1

Ain

� 1

Aout

� �

þ 1

2

Z

z

d0ðz� 1Þ
1

Aout

ffiffiffiffiffiffiffi
pin

pout

r

� 1

Ain

ffiffiffiffiffiffiffi
pout

pin

r

0
BBB@

1
CCCAdz

2
66666666664

3
77777777775

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;
ð5Þ

where Ain and Aout are, respectively, the areas inside and

outside the curve C. Thus, the proposed AC model over-

came the limitation of conventional CV AC model in the

area of face detection.

3.2 Feature extraction

Noise reduction via wavelet transform In real-life scenar-

ios, some environmental parameters (such as lighting

effects) may produce some noise in the expression frames

that could reduce the recognition rate. The proposed

method employs symlet wavelet to reduce such noise.

Facial frames are converted to gray scale prior to applying

this step.

The wavelet decomposition could be interpreted as

signal decomposition into a set of independent feature

vector. Each vector consists of sub-vectors like

V2D
0 ¼ V2D�1

0 ;V2D�2
0 ;V2D�3

0 ; . . .;V2D�n
0 ð6Þ

where V represents the 2D feature vector. If we have an

expression frame X in the decomposition process, and it

breaks up into the orthogonal sub images corresponding to

different visualization. The following equation shows one

level of decomposition.

X ¼ A1 þ D1 ð7Þ

where X indicates the decomposed image and A1 and D1

are called approximation and detail coefficient vectors,

respectively. If a facial frame is decomposed up to multiple

levels, then Eq. 7 can be written as

X ¼ Aj þ Dj þ Dj�1 þ Dj�2 þ � � � þ D2 þ D1 ð8Þ

where j represents the level of decomposition. The detail

coefficients mostly consist of noise, so for feature extrac-

tion only the approximation coefficients are used. In the

proposed algorithm, each facial frame is decomposed up to

two levels, i.e., the value of j ¼ 2, because by exceeding

the value of j ¼ 2, the facial frame looses significant

information, due to which the informative coefficients

cannot be detected properly, which may cause misclassi-

fication. The detail coefficients further consist of three sub-

coefficients, so Eq. 8 can be written as

X ¼ A2 þ D2 þ D1

¼ A2 þ ½ðDhÞ2 þ ðDvÞ2 þ ðDdÞ2� þ ½ðDhÞ1
þ ðDvÞ1 þ ðDdÞ1�

ð9Þ

where Dh, Dv and Dd are known as horizontal, vertical and

diagonal coefficients, respectively. Note that at each

decomposition step, approximation and detail coefficient

vectors are obtained by passing the signal through a low-

pass filter and high-pass filter, respectively.

In a specified time window and frequency bandwidth

wavelet transform, the frequency is estimated. The signal

(i.e., facial frame) is analyzed using the wavelet transform

[42].

Cðai; bjÞ ¼
1ffiffiffiffi
ai
p

Z1

�1

yðtÞW�f :e
t � bj

ai

� �
dt ð10Þ

where ai is the scale of the wavelet between lower and

upper frequency bounds to get high decision for frequency

estimation, and bj is the position of the wavelet from the

start to the end of the time window with the specified signal
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sampling period, t is the time, the wavelet function Wf :e is

used for frequency estimation, and Cðai; biÞ are the wavelet

coefficients with the specified scale and position parame-

ters. Finally, the scale is converted to the mode frequency,

fm for each facial frame:

fm ¼
faðWf :eÞ

amðWf :eÞ:D
ð11Þ

where faðWf :eÞ is the average frequency of the wavelet

function, and D is the signal sampling period. Next, the

facial movement feature have been extracted by exploiting

the optical flow [2].

Feature extraction via optical flow The motion infor-

mation of the facial pixels is found by employing the

optical flow to generate the feature vector for each

expression frame. To find the optical flow of the two

expression frames, first, a kernel is made for partial

derivative of Gaussian (like gx and gy) with respect to x and

y such as

gxði; jÞ ¼ �
j� k � 1

2pR3
exp �ði� k � 1Þ2 þ ðj� k � 1Þ2

2R2

 !

ð12Þ

gyði; jÞ ¼ �
j� k � 1

2pR3
exp �ði� k � 1Þ2 þ ðj� k � 1Þ2

2R2

 !

ð13Þ

where k ¼ N�1
2

and N is the size of the kernel, x and y

derivatives are computed for both frames. After that the

images are smoothed by building a Gaussian kernel such

as

kernelði; jÞ ¼ � 1

2pr2
exp �ði� k � 1Þ2 þ ðj� k � 1Þ2

2r2

 !

ð14Þ

A ¼
R Ix; Ix R Ix; Iy

R Ix; Iy R Iy; Iy

� �
B ¼

R Ix; It

R Iy; It

� �
ð15Þ

The resultant image is given as

R ¼ A�1ð�BÞ ð16Þ

where R is the resultant image that has the pixels’

motion information. For instance, such pixel motion

information for the two consecutive expression frames

are shown in Fig. 3. The average feature vector is

obtained by taking the average of the whole pixels’

motion information for all the facial frames in a video

clip which is given below:

fave ¼
R1 þ R2 þ R3 þ � � � þ RK

N
ð17Þ

where fave indicates the average feature vector of all the

expressions frames that a single expression video have, R1

R2 R3 � � � RK are the motion information for each expres-

sion frame, K is the last frame of the expression video, and

N represents the whole number of frames in each expres-

sion video.

3.3 Stepwise linear discriminant analysis (SWLDA)

In the this step, the most informative features are selected

using SWLDA, which maximizes the ratio of between-

class variance to within-class variance in any particular

data set, thereby guaranteeing maximal separability.

SWLDA is based on two processes: forward and backward

regression. These forward and backward selection tech-

niques enable SWLDA to effectively reduce the dimen-

sions of the feature space.

In the forward step, the most correlated features are

selected based on partial F test values from the feature

space. On the other hand, in the backward step, the least

significant values are removed from the regression model,

that is, lower F test values. In both processes, the F test

values are calculated on the basis of defined class labels.

The advantage of this method is that it is very efficient in

seeking the localized features.

SWLDA works as follows: In the beginning, there is no

predictor in the model. Based on the significance test, i.e.,

partial F test (the t-test), predictor is either entered or

removed from the model in each iteration. Two predictors

Alpha-to enter and Alpha-to remove are defined for sig-

nificance level test. Alpha-to enter ae ¼ 0:25 and Alpha-to-

remove ac ¼ 0:30 are set as threshold parameters. These

values are chosen based on various experiments. These

threshold parameters show the significance level of the

predictors which are entered or removed from the model,

respectively. The algorithm stops when there are no more

predictors to enter or remove from the stepwise model. For

more details on SWLDA, please refer to a previous study

[25].

3.4 Recognition via hidden Markov model (HMM)

Commonly, the function of HMM is to provide a sta-

tistical model k for a set of observation sequences. These

observations are called ‘‘frames’’ in FER domains. Sup-

pose there are sequence of observations of length T that

are denoted by O1;O2; . . .;OT , and an HMM also con-

sists of particular sequences of states, S, whose lengths

range from 1 to N (S ¼ S1; S2; . . .; SN), where N is the

number of states in the model, and the time t for each

state is denoted by Q ¼ q1; q2; . . .; qN . The states are

connected by arcs, as shown in Fig. 4, and each time

M. H. Siddiqi et al.

123

Author's personal copy



that a state j is entered, an observation is generated

according to the multivariate Gaussian distribution bjðOtÞ
with the mean value lj and covariance matrix Vj cor-

related with that state. The arcs also have transition

probabilities correlated with them such that probability

aij is the resultant transition probability from state i to

state j. The initial model probability for the state j is Pj.

An HMM can be defined by this set of parameters, such

as k ¼ A;B;P, where A indicates the probability of the

state transition such that A ¼ aij,

aij ¼ Probðqtþ1 ¼ Sjjqt ¼ SiÞ, 1� i, j�N, where B rep-

resents the probability of observations such that

B ¼ bjðOtÞ, bj ¼ ProbðOtjqt ¼ SjÞ1� j�N, and the ini-

tial state probability is indicated by P such that P ¼ Pj,

Pj ¼ Probðq1 ¼ S1Þ. All the equations are based on the

work by [34] and make use of the initial state probability

distribution. In the training step, for a given model k, the

multiplication of each transition probability by each

output probability at each step t provides the joint

likelihood of a state sequence Q and the corresponding

observation O that is calculated as:

PðO; QjkÞ ¼ pq1bq1ðO1Þ
YT

t¼2

aqt�1;qt
bqtðOtÞ

" #
ð18Þ

During testing, the appropriate HMM can be determined by

mean of likelihood estimation for the sequence observa-

tions O calculated based on the trained k as

PðOjkÞ ¼
XN

i¼1

aTðiÞ ð19Þ

The maximum likelihood for the observations provided by

the trained HMM indicates the recognized label. For more

details on HMM, please refer to [37].

4 System validation

4.1 Datasets used

As mentioned before, the motivation behind this work is to

build an accurate and robust FER system whose accuracy is

not affected by noise and by the race and gender of subjects

in a given image. Therefore, for an effective validation, the

proposed system was tested against five different datasets:

Cohn–Kanade [22], JAFFE [28], natural visible and

infrared facial expression (USTC-NVIE) dataset [44], Yale

[13], and FEI face dataset [41].

Some of the subjects in USTC-NVIE, Yale B and FEI

datasets have worn glasses, whereas the subjects in Cohn–

Kanade and JAFFE datasets are free of glasses. Similarly,

most of expressions in JAFFE are captured from subjects

with their hair tied. This exposes all the sensitive regions of

the face from where we can easily extract the facial

movement features. In other datasets, subjects have hair on

their foreheads and eyebrows, which could reduce the

recognition rate. Likewise, the facial features, such as the

eyes of the subjects in the JAFFE dataset, are totally dif-

ferent from the eyes of the subjects of the other datasets

[38]. Moreover, in each dataset, expressions were captured

under different lighting conditions, which could also cause

misclassification. Furthermore, in some datasets like in

Cohn–Kanade, some subjects have a darker skin color.

Also, some expressions in USTC-NVIE and FEI datasets

are taken from different angles, which could also degrade

the accuracy of FER systems.

To summarize, it is for these different parameters and

characteristics that the proposed FER system is tested and

Fig. 3 Two consecutive expression frames and its corresponding optical flow (pixel movement information)

Fig. 4 After training, the arrangement of HMM and transition

probabilities for happy facial expression
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validated on five publicly available standard datasets.

Detailed description on each of these datasets is as follows:

• Cohn–Kanade Dataset

In this facial expressions’ dataset 100 subjects (univer-

sity students) performed basic six expressions. The age

range of the subjects were from 18 to 30 years and most

of them were female. We employed those expressions

for which the camera was fixed in front of the subjects.

By the given instructions, the subjects performed a

series of 23 facial displays. Six expressions were based

on descriptions of prototypic emotions such as happy,

anger, sad, surprise, disgust, and fear. To utilize these 6

expressions from this dataset, we employed total 450

image sequences from 100 subjects, and each of them

was considered as one of the 6 basic universal

expressions. The original size of each facial frame

was 640	 480 or 640	 490 pixel with 8-bit precision

for grayscale values. For recognition purpose, twelve

expression frames were taken from each expression

sequence, which resulted in total 5,400 expression

images.

• Japanese female facial expressions (JAFFE) Dataset

The expressions in this dataset were posed by 10

different subjects (Japanese female). Each image has

been rated on 6 expressions’ adjectives by 60 Japanese

subjects. Most of the expression frames were taken

from the frontal view of the camera with tied hair to

expose all the sensitive regions of the face. In the whole

dataset, there were total 213 facial frames, which

consisted of seven expressions including neutral.

Therefore, we selected only 195 expression frames

for 6 facial expressions performed by ten different

Japanese female as subjects. The original size of each

facial frame was 256	 256 pixel.

• USTC-NVIE dataset

In this dataset, an infrared thermal and a visible camera

was used to collect the two types of expressions; such

as the spontaneous and the posed-based expressions,

but we utilized only posed-based expressions in which

some subjects worn glasses and some were free of

glasses. For posed-based expressions, the subjects were

asked to perform a series of expressions with illumi-

nation from three different directions. There were 108

subjects (university students) performed posed-based

expressions, and the age range was from 17 to 31 years.

The size of each facial frame was 640	 480 or 704	
490 pixels. The total 1,027 expressions frames were

utilized from this datasets.

• Yale B face dataset

In this dataset, there are a total 5,760 facial frames

taken in single light source performed by 10 distinct

subjects each seen under 576 viewing conditions

(9 poses 	 64 illumination conditions). For every

subject, when capturing a particular pose, the ambient

illumination was also captured.

• FEI Face Dataset

It is a Brazilian face database in which 200 subjects

(university students and staff) performed six expres-

sions. Each expression sequence contains 14 frames.

The age range of the subjects was from 19 to 40 years

old with distinct appearance, hairstyle, and adorns. In

this dataset, the number of male and female subjects are

exactly the same and equal to 100. All the expressions

are colorful and were taken against a white homoge-

nous background in an upright frontal position with

profile rotation of up to about 180
. Scale might vary

about 10 and the original size of each image is

640	 480 pixels. For recognition purpose, all the

expression frames were taken from each expression

sequence, which resulted in total 2,800 expression

images.

4.2 Experimental setup

For the experiments, six basic universal facial expressions

were selected: happy, anger, sad, surprise, disgust, and fear.

The size of each input image (expression frame) was

60	 60 pixels based on ground truth positions of the eye

and mouth. The images were converted to a zero-mean

vector of size 1	 3;600 for feature extraction. All the

experiments were performed in Matlab using an Intel�

Pentium� Dual-CoreTM (2.5 GHz) with a RAM capacity of

3 GB. For a thorough validation, seven experiments were

performed as follows.

• In the first experiment, performance of the proposed

face detection and extraction technique was analyzed.

• In the second experiment, performance of the proposed

FER system (including all the components: face

detection, feature extraction, feature selection, and

classification) was validated using the five datasets.

For each dataset, a 10-fold cross-validation scheme

(based on subjects) was used. In other words, out of 10

subjects data from a single subject was used as the

validation data, whereas data for the remaining 9

subjects were used as the training data. This process

was repeated 10 times with data from each subject used

exactly once as the validation data.

• Third experiment was similar to the second experiment,

with one major difference: cross-validation scheme was

applied based on datasets. In other words, from the five

datasets four were used as validation datasets, whereas

one dataset was used as the training data. This process

was repeated five times, with data from each dataset

used exactly once as the training data.
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• In the fourth experiment, performance of the proposed

feature extraction method was compared against existing

feature extraction methods using all the five datasets.

• As for the fifth experiment, performance of the

SWLDA method was compared against other well-

known feature selection methods, again using all the

five datasets.

• Finally, in the sixth experiment, the performance of

proposed FER system was compared against previous

state-of-the-art FER systems.

5 Experimental results

5.1 First experiment

It should be noted that in the proposed FER system, active

contour evolution in a certain frame is performed indepen-

dently of the other frames. It means that the face detection is

performed on frame-by-frame bases. In any given frame, the

only information utilized from the previous frame is the final

contour obtained in the previous frame. This information is

used to determine the initial position of the active contour in

the current frame. First, an ellipse with major axis along

y-axis of length 20 and minor axis along x-axis of length 20 is

selected as the initial contour. In this experiment, the initial

shape was the same for all frames, and only the center

location varied. In each video sequence, the first frame is

segmented using manual initialization such that the initial

contour is closer to the face.

Then from the second frame, the position of the initial

contour’s center in the current frame is the mean value of

the points along the final contour in the previous frame. For

example, suppose that along the final contour of frame

nðn� 1Þ; there are M points ðxðnÞi ; y
ðnÞ
i Þ; i ¼ 1 � � �M: Then,

the center (c
ðnþ1Þ
x ; c

ðnþ1Þ
y ) of the initial contour in the frame

ðnþ 1Þ is calculated as

ðcðnþ1Þ
x Þ ¼ 1

M

XM

i¼1

x
ðnÞ
i ; ðcðnþ1Þ

y Þ ¼ 1

M

XM
i¼1

y
ðnÞ
i

Now that we have explained how the contours are calcu-

lated, please see the results of the first experiment in Fig. 5,

which compares the performance of the AC model with

that of the CV AC model. It is obvious that the employed

AC model showed better performance than the CV AC

model (as shown in Fig. 5b).

5.2 Second experiment

As mentioned earlier, the purpose of this experiment was to

analyze the performance of the proposed FER system for

all five datasets. The recognition results for this experiment

are shown in Table 1–Fig. 6 (using Cohn–Kanade dataset),

Table 2–Fig. 7 (using JAFFE dataset), Table 3–Fig. 8

(using USTC-NVIE dataset), Table 4–Fig. 9 (using Yale B

face dataset), and Table 5–Fig. 10 (using FEI dataset).It is

clear from Tables 1, 2, 3, 4, and 5 that the proposed FER

consistently achieved a high recognition rate when applied

to these datasets separately: 99.33 % for the Cohn–Kanade

dataset, 96.50 % for JAFFE dataset, 99.17 % for USTC-

NVIE dataset, 99.33 % for Yale B face dataset, and

99.50 % for FEI face dataset. Please note that the system

achieved comparatively lower recognition rates for JAFFE

dataset. This is because most of the expressions in JAFFE

dataset are quite similar with other expressions [36], which

can result in similar pixel motion information. Neverthe-

less, the results are quite satisfactory for all the datasets.

5.3 Third experiment

As mentioned earlier, in this experiment, the FER system

was validated using a cross-validation scheme based on

datasets. The overall results are shown in Fig. 11.

It is clear from Fig. 11(a), (c), and (d) that the system

achieved high recognition rates when it was trained on the

Cohn–Kanade, Yale B, and USTC-NVIE datasets. How-

ever, its accuracy of classification was low when the sys-

tem was trained on the JAFFE and FEI datasets (shown in

Fig. 11(b) and (e)). This may be because these datasets

have different facial features; for instance, some of the

subjects in the Yale B face dataset have worn glasses,

while subjects in the Cohn–Kanade and JAFFE datasets did

not wear glasses. Furthermore, eye features in the JAFFE

dataset are very different from those in the Cohn–Kanade

and Yale B face datasets. Similarly, some expressions in

FEI datasets were taken using different angles of the

camera, while other datasets have the expressions only

from frontal view of the camera. Nevertheless, the results

are very encouraging and this suggests that the proposed

FER system is robust, i.e., the system not only achieved a

high recognition rate on one dataset, but also provided

good recognition rates when used across multiple datasets.

5.4 Fourth experiment

In the fourth experiment, performance of the feature

extraction module of the proposed FER system was com-

pared against four existing feature extraction methods. This

experiment was performed on all the five datasets. For each

dataset, the experiment was repeated five times. Each time

a 10-fold cross-validation scheme (based on subjects) was

used, and feature extraction module was changed, whereas

all the other parts of the system remained the same. The

overall results are shown in Fig. 12.
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It can be seen from Fig. 12 that the proposed feature

extraction method (symlet wavelet transform with optical

flow) outperformed the existing well-known feature

extraction methods in all cases. This is because, the pro-

posed idea of noise reduction using symlet wavelet trans-

form relies on the operation of the wavelet coefficients

using a filter that takes into account the local regularity of

the coefficients in the transform domain. Similarly, the

estimation of the threshold is not required for this method.

The initial probabilities have been assigned to show how

noisy the coefficients are [9]. Also, the symlet wavelet has

the capability to support the characteristics of orthogonal,

biorthogonal, and reverse biorthogonal of grayscale ima-

ges, that is why it provides better enhanced results.

Moreover, we measure the statistic dependency of wavelet

coefficients for all the facial frames of gray scale. Joint

probability of a grayscale frame is computed by collecting

geometrically aligned frames of the expression for each

wavelet coefficient.

Furthermore, the motion of the pixels in important parts

of the face could help in recognizing expressions. There-

fore, once, the noise has been diminished from the

expression frames, then the optical flow has been employed

to extract the frequency-based features from the expression

frames. High recognition results show that optical flow is

capable of extracting prominent features from the enhanced

expression frames with the aid of locality in frequency,

orientation and in space as well.

5.5 Fifth experiment

Similarly, in the fifth experiment, performance of SWLDA

was compared against four well-known feature selection

methods. The overall settings for this experiment were

Fig. 5 a Sample results of the

proposed AC model for which

c ¼ 0:5 and b ¼ 0:2, while

b indicates the sample results of

CV AC model using c ¼ 0:5
and b ¼ 1:0. Left image shows

the initial contour, middle image

represents the final contour, and

last image presents the extracted

face
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similar to those of the fourth experiment with one major

difference: this time the feature selection module was

changed for each case whereas all the other parts of the

system remained the same. The overall results are shown in

Fig. 13.

It can be seen from Fig. 13 that SWLDA outperformed

the other feature selection methods in all cases. This is

because SWLDA is a robust feature selection technique

that addresses the limitations of previous such techniques,

especially PCA, lDA, KDA, and GDA. As shown earlier in

Fig. 1, due to the similarity among the expressions that

results in high within-class variance and low between-class

variance, the features for the six classes are highly merged.

This can result later in a high misclassification rate. Thanks

to its forward and backward regression models, SWLDA

solves this problem by not only providing dimension

reduction, but also by increasing the low between-class

variance to increase the class separation before the features

are fed to a classifier.

5.6 Sixth experiment

Finally, in the last experiment, the performance of the

proposed approaches was compared with some state-of-

the-art methods [1, 14, 18, 35, 36] on all the datasets, i.e.,

Cohn–Kanade, JAFFE, USTC-NVIE, Yale B, and FEI

Table 1 Confusion matrix of the proposed approaches using Cohn–

Kanade dataset of facial expressions (unit %)

Expressions Happy Sad Anger Disgust Surprise Fear

Happy 99 0 0 1 0 0

Sad 0 100 0 0 0 0

Anger 0 0 99 0 0 1

Disgust 0 0 0 100 0 0

Surprise 0 0 0 0 100 0

Fear 0 1 0 1 0 98

Average 99.33

Fig. 6 3D-feature plot of the proposed approaches for six facial

expressions. It is indicated that the proposed approaches provided best

classification rate on Cohn–Kanade dataset

Table 2 Confusion matrix of the proposed approaches using JAFFE

dataset of facial expressions (unit %)

Expressions Happy Sad Anger Disgust Surprise Fear

Happy 96 1 0 0 1 2

Sad 1 97 0 2 0 0

Anger 1 2 95 0 0 2

Disgust 0 1 0 97 2 0

Surprise 0 2 0 0 98 0

Fear 0 1 1 2 0 96

Average 96.50

Fig. 7 3D-feature plot of the proposed approach for six facial

expressions. It is indicated that the proposed approaches provided

better classification rate on JAFFE dataset

Table 3 Confusion matrix of the proposed approaches using USTC-

NVIE dataset of facial expressions (unit %)

Expressions Happy Sad Anger Disgust Surprise Fear

Happy 100 0 0 0 0 0

Sad 1 98 0 0 1 0

Anger 0 0 100 0 0 0

Disgust 0 0 0 98 0 2

Surprise 0 1 0 0 99 0

Fear 0 0 0 0 0 100

Average 99.17
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datasets of facial expressions. All these methods were

implemented by us using the instructions provided in their

respective papers. For each dataset, 10-fold cross-valida-

tion scheme (based on subjects) was applied as described in

Sect. 4. The average recognition rate for each method

along with the proposed FER system are presented in

Fig. 14.

It can be seen from Fig. 14 that the proposed FER

system outperformed the existing state-of-the-art methods.

Thus, the proposed system shows significant potential in its

ability to accurately and robustly recognize human facial

expressions using video data.

6 Conclusion

Automatic facial expression recognition (FER) has

received a lot of attention from the research community in

Fig. 8 3D-feature plot of the proposed approaches for six facial

expressions. It is indicated that the proposed approaches provided best

classification rate on USTC-NVIE dataset

Table 4 Confusion matrix of the proposed approaches using Yale B

face dataset of facial expressions (unit %)

Expressions Happy Sad Anger Disgust Surprise Fear

Happy 99 0 1 0 0 0

Sad 0 100 0 0 0 0

Anger 0 0 100 0 0 0

Disgust 0 1 0 98 1 0

Surprise 0 0 0 0 100 0

Fear 0 0 0 1 0 99

Average 99.33

Fig. 9 3D-feature plot of the proposed approaches for six facial

expressions. It is indicated that the proposed approaches provided best

classification rate on Yale B face dataset

Table 5 Confusion matrix of the proposed approaches using FEI

dataset of facial expressions (unit %)

Expressions Happy Sad Anger Disgust Surprise Fear

Happy 100 0 0 0 0 0

Sad 0 100 0 0 0 0

Anger 1 1 98 0 0 0

Disgust 0 0 0 99 0 1

Surprise 0 0 0 0 100 0

Fear 0 0 0 0 0 100

Average 99.50

Fig. 10 3D-feature plot of the proposed approaches for six facial

expressions. It is indicated that the proposed approaches provided best

classification rate on FEI dataset
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the past two decades. Several FER systems have been

proposed; however, automatic face detection and recog-

nizing human facial expressions accurately are still major

concerns for such systems. Several factors can reduce the

accuracy of an FER system. Two such factors are the lack

of robust features and high similarity among different

facial expressions that can result in low between-class

variance in the feature space.

This research proposes an accurate and robust FER

system, capable of providing a high recognition accuracy

even when images are captured under different lighting

conditions and subjects’ facial features vary. In the pro-

posed system, the recognition starts with automatic detec-

tion of human faces. For this an active contour model is

employed, which is based on level set that is a combination

of two energy functions: (1) Chan–Vese energy function,

helps minimizing the dissimilarities within an object (in

our case it is the human face), and (2) Bhattacharyya dis-

tance function, which helps maximizing the distance

between the face and the background. Our experimental

results show that this scheme can correctly detect human

face from the expression videos.

Facial features are very sensitive to noise and illumina-

tion. Furthermore, due to high similarity among different

facial expressions, features from different classes can merge

with each other in the feature space, making it very hard to

distinguish among different facial expressions. These

problems are solved using three strategies in the feature

extraction module: Firstly, noise is reduced by applying

wavelet decomposition to the facial frames. Secondly, pixel

movement is captured using optical flow. Lastly, SWLDA

is employed as a feature selection method to select only the

most relevant features. SWLDA not only increases the class

separation, it also helps reducing the number of dimensions

of the feature space. When compared against existing fea-

ture extraction and selection methods, the employed

schemes provided much better results.

It should be noted that though it is shown that the pro-

posed face detection and extraction method can accurately

extract human faces from the expression frames, it requires

manual placement of the initial contour near the human

face in the initial frame. The placement of the contour in

the subsequent frames is done automatically. Thus the

proposed face detection and extraction method might not

(a) (b) (c) (d) (e)

Fig. 11 Recognition rate of the proposed approaches (a) training on

Cohn–Kanade dataset and testing on JAFFE, USTC-NVIE, Yale B,

and FEI datasets, (b) training on JAFFE dataset and testing on Cohn–

Kanade, USTC-NVIE, Yale B, and FEI datasets, (c) training on

USTC-NVIE dataset and testing on Cohn–Kanade, JAFFE, Yale B,

and FEI datasets, (d) training on Yale B face dataset and testing on

Cohn–Kanade, JAFFE, USTC-NVIE, and FEI datasets, and (e) train-

ing on FEI face face dataset and testing on Cohn–Kanade, JAFFE,

USTC-NVIE and Yale B face datasets (unit %)

Fig. 12 Comparison of the proposed feature extraction method against some recent existing feature extraction methods using all the five datasets

(unit %)
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work if the initial contour is far from the face. This is one

of the limitations of this work. Similarly, if the expressions

in the datasets posses very high similarity (such as in

JAFFE dataset), then the performance of the proposed FER

system decreases. Furthermore, it should also be noted that

the experiments were performed in laboratory. The per-

formance of the system is not yet investigated in real-time

for outside laboratory settings. There exist several factors

in real-life environment, such as background clutter, image

rotation and, blur, that can decrease the performance of the

proposed FER system. Therefore, further study is needed to

tackle these issues and maintain the same high recognition

rate in real-life situations.

Acknowledgments This work was supported by the National

Research Foundation of Korea (NRF) grant funded by the Korea

government (MSIP) (No. 2013-067321). This research was also

supported by the MSIP (Ministry of Science, ICT and Future Plan-

ning), Korea, under the ITRC (Information Technology Research

Center) support program supervised by the NIPA (National IT

Industry Promotion Agency) (NIPA-2014-(H0301-14-1003)).

References

1. Ahsan, T., Jabid, T., Chong, U.P., et al.: Facial expression rec-

ognition using local transitional pattern on Gabor filtered facial

images. IETE Tech. Rev. 30(1), 47–52 (2013)

2. Barron, J.L., Fleet, D.J., Beauchemin, S.S.: Performance of

optical flow techniques. Int. J. Comput. Vis. 12(1), 43–77

(1994)

3. Bartlett, M.S., Littlewort, G., Fasel, I., Movellan, J.R.: Real time

face detection and facial expression recognition: development

and applications to human computer interaction. In: Conference

on Computer Vision and Pattern Recognition Workshop, 2003.

CVPRW’03, vol. 5, pp. 53–53. IEEE (2003)

4. Baudat, G., Anouar, F.: Generalized discriminant analysis using a

kernel approach. Neural Comput. 12(10), 2385–2404 (2000)

5. Boutsidis, C., Mahoney, M.W., Drineas, P.: Unsupervised feature

selection for principal components analysis. In: Proceedings of

the 14th ACM SIGKDD International Conference on Knowledge

Discovery and Data Mining, pp 61–69. ACM (2008)

6. Buciu, I., Pitas, I.: Application of non-negative and local non

negative matrix factorization to facial expression recognition.

In: Proceedings of the 17th International Conference on Pattern

Recognition, 2004. ICPR 2004, vol. 1, pp. 288–291. IEEE

(2004)

7. Cendrillon, R., Lovell, B.C.: Real-time face recognition using

eigenfaces. In: Proceedings-SPIE the International Society for

Optical Engineering, number 1, pp. 269–276. International

Society for Optical Engineering (1999, 2000)

8. Chan, T.F., Vese, L.A.: Active contours without edges. IEEE

Trans. Image Process. 10(2), 266–277 (2001)

9. Chandra, D.V.S.: Image enhancement and noise reduction using

wavelet transform. In: Proceedings of the 40th Midwest Symposium

on Circuits and Systems, 1997, vol. 2, pp. 989–992. IEEE (1997)

10. de Carrera, P.F.: Face recognition algorithms. PhD thesis, Uni-

versidad del Paı́s Vasco (2010)

Fig. 13 Comparison of SWLDA method against some well-known existing feature selection methods coupled with the proposed feature

extraction (PFE) method using all the five datasets (unit %)

Fig. 14 Comparison results of the proposed FER system (P-FER-S)

with some existing state-of-the-art methods (unit %)

M. H. Siddiqi et al.

123

Author's personal copy



11. Duc, N.M., Minh, B.Q.: Your face is not your password face

authentication bypassing Lenovo-Asus-Toshiba. Black Hat

Briefings (2009)

12. Feng, G.-C., Yuen, P.C., Dai, D.-Q.: Human face recognition

using PCA on wavelet subband. J. Electron. Imaging 9(2),

226–233 (2000)

13. Georghiades, A.S., Belhumeur, P.N., Kriegman, D.J.: From few

to many: illumination cone models for face recognition under

variable lighting and pose. IEEE Trans. Pattern Anal. Mach. In-

tell. 23(6), 643–660 (2001)

14. Ghimire, D., Lee, J.: Geometric feature-based facial expression

recognition in image sequences using multi-class adaboost and

support vector machines. Sensors 13(6), 7714–7734 (2013)

15. Gu, W., Xiang, C., Venkatesh, Y.V., Huang, D., Lin, H.: Facial

expression recognition using radial encoding of local Gabor fea-

tures and classifier synthesis. Pattern Recognit. 45(1), 80–91 (2012)

16. He, L., Wee, W.G., Zheng, S., Wang, L.: A level set model

without initial contour. In: 2009 Workshop on Applications of

Computer Vision (WACV), pp. 1–6. IEEE (2009)
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