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ABSTRACT

The analysis of a facial expression in telemedicine and healthcare plays a significant role in providing sufficient
information about patients such as stroke and cardiac in monitoring their expressions for better management
of their diseases. Facial expression recognition (FER) improves the level of interaction between human-to-
human communications. The human face has a major contribution for such types of communications, which
consists of lips, eyes and forehead that are considered the most informative features for FER. There are some
parameters that make FER a challenging task that includes high similarity among different expressions that
makes it difficult to distinguish these expressions with a high accuracy. Moreover, most of the previous works
used existing available standard datasets and all the datasets were pose-based datasets, and they have
some privacy issues because of utilizing video (RGB) cameras. Accordingly, this work presents a multilayer
scheme for FER to handle these issues. In the proposed FER system, we utilized a depth camera in order to
solve the privacy concerns, and the accuracy of this camera is not affected by any kind of environmental
parameters. Similarly, the depth camera automatically detects and extracts the faces based on the distance
between the camera and subject. For global and local feature extraction, principal component analysis (PCA)
and independent component analysis (ICA) were used. A hierarchical classifier was used, where the expres-
sion category was recognized at the first level, followed by the actual expression recognition at the second
level. For the entire experiments, an n-fold cross-validation scheme (based on subjects) was employed. The
proposed FER system achieved a significant improvement in accuracy (98.0%) against the existing methods.

Keywords:
Facial expressions, Depth camera, Principal component analysis, Independent component analysis, Linear
discriminant analysis, Hidden Markov model.

1. INTRODUCTION for a facial expression analysis. These developments
will facilitate clinicians and physicians for efficiently
monitoring and management of patient disease. In

summary, facial expression recognition (FER) is an

Cure provisioning to patients by remotely analysing
their facial expressions can be promising breakthrough
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development in telemedicine and healthcare domains.
This will assist clinicians in their decision-making pro-
cess by monitoring patients’ facial expressions
remotely, specifically in disease such as stroke. A con-
cept of telestroke was introduced in [1] that explains a
case study for monitoring acute stroke patient using
telemedicine. Stroke patients’ state can be defined
using facial expression identification techniques and
facial exercises can be recommended. Sad and happy
facial expressions can be identified for stroke patients
and therefore guidelines can be remotely provided for
better care of patient. Another example is that psychia-
trist can use telemedicine technology for treating a
patient with post-traumatic stress disorder (PTSD) by
monitoring his/her facial expressions remotely [2].
Study has even been carried out to monitor heart-fail-
ure patients using telemedicine [3], a prime candidate
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observable indication of person’s sentimental state,
mental activity and behaviour [4].

Telemedicine and healthcare applications that employ
video technologies raise privacy concerns since it can
lead to situations where subjects may not know that
their private information is being shared and thus
become exposed to a threat [5]. Unlike RGB-cameras,
depth-cameras only capture the depth information
and do not reveal the identity of the subject or other
sensitive information, which makes them a superior
choice over RGB-cameras [6]. Therefore, we choose the
depth-camera over RGB-cameras for the proposed
FER system. To the best of our knowledge, there are no
any sufficient works which have been done to study
the expression recognition with a depth camera.
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Over the past decade, human FER has emerged as an
important research area. Human FER systems can be
classified into two categories: pose-based expression
recognition systems [7—9] and spontaneous expression
recognition systems [10—12]. Pose-based expressions
are the artificial expressions produced by people when
they are asked to do so [13]. Similarly, spontaneous
expressions are those that people give out spontane-
ously, and they can be observed on a day-to-day basis,
such as during conversations or while watching mov-
ies [13]. The focus of this work is pose-based.

Commonly, there are three basic modules in a typical
FER system: preprocessing, feature extraction and rec-
ognition. Preprocessing module diminishes illumina-
tion and other light effects to increase the recognition
accuracy. Feature extraction module deals with getting
the distinguishable features of each expression and
quantizing it as a discrete symbol. While in recognition
module, a classifier such as hidden Markov model
(HMM), or Gaussian mixture model (GMM) or sup-
port vector machine (SVM) is first trained with training
data and then used to generate labels for the expres-
sions in the incoming video data.

Several factors make FER a challenging research prob-
lem. These include varying light conditions in training
and test images; and high similarity among different
expressions that makes it difficult to distinguish these
expressions with a high accuracy. Uddin et al. [14]
have proposed a complete approach for FER systems
that provided high classification accuracy for the depth
database of facial expressions. In their work, they
employed independent component analysis (ICA) for
feature extraction. Once extracted, features were sub-
ject to generalized discriminant analysis (GDA) to find
the most relevant features. The result after applying
GDA was fed to an HMM. The recognition rate of their
technique was 97.08%. They applied specific training
and testing strategy; however, if we change their train-
ing and training scheme, then their work failed in
exhibiting the same accuracy. Low accuracy in these
new experiments could be attributed to the following
two reasons. First, in some of the datasets (like our
dataset) of facial expressions, the subjects have worn
glasses and some subjects have beard that make it diffi-
cult to extract useful features from some parts of the
face, such as the eyes and lips. Second, most of the
expressions share high similarity, and thus their fea-
tures overlap significantly in the feature space. Uddin
et al. [14] applied GDA to the extracted feature space
to improve the class separation among different classes
with the assumption that the variance is distributed
uniformly among all the classes. However, this is not
the case; for example, expressions like happiness and
sadness are very similar to each other but can easily be

278

distinguished from anger and fear (another pair with
high similarity).

Accordingly, this work implements a multilayer
scheme-based FER that is capable of performing accu-
rate FER across depth dataset. In the proposed FER
system, first, we utilized an Intel® Creative depth cam-
era that automatically removes background from the
expression frame (based on the distance between the
camera and subject). Second, principal component
analysis (PCA) and ICA were used for feature extrac-
tion. Finally, a hierarchical classifier was used, where
the expression category was recognized at the first
level, followed by the actual expression recognition at
the second level. The proposed FER system has been
validated using our own created depth dataset of facial
expressions, and, therefore, succeeded in providing
high recognition accuracy across depth dataset. To the
best of our knowledge, very limited works have been
done on FER using depth data.

The rest of the paper is organized as follows. Section 2
discusses some related work about FER. The proposed
FER system is described in detail in Section 3. Then the
experimental setup for the proposed FER system is
described in Section 4. Section 5 presents the experi-
mental results along with some discussion on the
results and talks about the factors that could degrade
the performance of the system if tested in real-life sce-
narios. Finally, the paper is concluded with some
future directions in Section 6.

2. RELATED WORK

Automatic FER has become an important research area
for many applications from last two decades. As
described earlier typical FER system has three basic
modules such as preprocessing, feature extraction and
recognition. For each module, lots of work has been
done in order to improve the accuracy of such FER sys-
tems. However, most of them suffered from low accu-
racy using depth dataset. Preprocessing module
removes the environmental parameters and improves
the quality of the expression frames; however, these
parameters do not affect the accuracy of the depth
camera. Moreover, the depth camera has the capability
to automatically detect and extract the faces from the
expression frames based on distance between the cam-
era and subject.

There, a huge amount of works have been done for fea-
ture extraction module to improve the accuracy of FER
systems. However, most of them have their own limi-
tations. These methods include nearest feature line-
based subspace analysis [15], eigenfaces and eigenvec-
tors [16], [17], fisherfaces [18] and global features [19].
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However, all these holistic methods do not know what
exact facial features are the most important for FER
systems. Moreover, these methods ignore higher order
correlation value and might not work if the data sour-
ces are dependent [20].

Moreover, some local feature-based methods have
been proposed to compute the local descriptors from
some parts of the face and then integrate this informa-
tion into one descriptor. These methods include local
feature analysis (LFA) [21], Gabor features [22], and
local binary pattern (LBP) [23]. Among these methods,
LBP achieved better performance. However, LBP does
not provide the directional information of the facial
frame [24]. Some recent works have proposed solu-
tions to the limitations of LBP. These methods include
local transitional pattern (LTP) [25], local directional
pattern (LDP) [26] and local directional pattern vari-
ance (LDPv) [27]. Most of these methods exploited
other information instead of employing intensity to
overcome the problems due to noise and illumination
change [28]. However, the performance of these meth-
ods still degrades in non-monotonic illumination
change, noise variation, change in pose and expression
conditions [29].

As for the recognition module, several classifiers have
been investigated. The authors of [29] employed artifi-
cial neural networks (ANNSs) to recognize different
types of facial. However, an ANN is a black box and
has incomplete capability to explicitly categorize possi-
ble fundamental relationships [30]. Moreover, the FER
systems proposed in [31,32] used support vector
machines (SVMs). However, in SVMs, the probability
is calculated using indirect techniques; in other words,
there is no direct estimation of the probability, these
are calculated by employing five-fold cross-validation
due to which SVM suffers from the lack of classifica-
tion [33]. Similarly, in [34,35], GMMs were employed
to recognize different types of facial expressions. As
stated earlier, the features could be very sensitive to
noise; therefore, fast variations in the facial frames can-
not be modelled by GMMs and produce problems for
sensitive detection [36]. HMMs are mostly used to han-
dle sequential data when frame-level features are used.
In such cases, other vector-based classifiers, such as
GMMs, ANNs and SVMs, have difficulty in learning
the dependencies in a given sequence of frames. Due
to this capability, some well-known FER systems,
including [37—39], utilized HMM as a classifier. In con-
clusion, a large number of feature extraction techni-
ques and classifiers have been employed for video-
based FER systems. Among them, PCA and ICA have
been the most widely used feature extraction techni-
ques, and HMMs have been the most commonly used
classifier.
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Accordingly, this work presents a multilayer scheme
in order to solve the limitations of the existing works.
In this work, at the first level, a set of PCA and ICA
were first applied to extract the features from all
the classes and then HMM was utilized to recognize
the three expression categories. Once the category
of the given expression has been determined, the label
for the expression within the recognized category is
recognized at the second level. For this purpose, PCA
and ICA were applied separately as a feature extrac-
tion technique to each category and the result was
used to train three HMMs, one HMM per category.

3. PROPOSED FACIAL EXPRESSION
RECOGNITION SYSTEM

3.1 Pre-processing

Preprocessing module is used to diminish the environ-
mental effects due to which the quality of the expres-
sion frames is improved. This module also improves
the efficiency of the FER systems. In order to enhance
the expression frames in this module, lots of existing
methods such as histogram equalization, median filter
and homomorphic filter can be applied. However, this
module does not affect the accuracy of the depth
cameras.

3.2 Feature Extraction

Feature extraction deals with getting the distinguish-
able features of each expression and quantizing it as a
discrete symbol. There, lots of techniques have been
proposed and validated for feature extraction for FER
systems. Among them, PCA and ICA are the most
commonly used methods, and their performance has
already been validated in [39]. Therefore, we decided
to use PCA and ICA for feature extraction to extract
both the global and local features, respectively.

3.2.1 Principal Component Analysis (PCA)

PCA is applied to extract the global features. PCA is a
second-order approach that offers an easy way of
reducing a complex set of data by assigning it onto a
space with a small dimension while protecting as
much of the unpredictability as possible. PCA fabri-
cates the best linear least-squares decomposition of a
training set. It is the most common feature extraction
technique that has been employed in FER systems.
This method has the benefit of being linear and makes
no hypothesis concerning the data distribution. The
role of PCA is to estimate the original data with lower
dimensional features, which represents the data eco-
nomically. It also focuses on the global features of the
grey-scale faces. In this case, there is a strong correla-
tion among observed variables. For this work, the
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Figure 1: Top 100 eigenvalues along with their correspond-
ing eigenvectors.

main purpose for using PCA was to express the large
one-dimensional (1D) vector of pixels constructed
from the 2D image into the compact principal compo-
nents of the feature space. This is called eigenspace
projection. The primary job of PCA is to compute the
eigenvectors of the covariance data matrix M and then,
by the combination of a few top eigenvectors, the
approximation is done. Top 100 eigenvectors along
with their eigenvalues are shown in Figure 1, where a
total of 600 facial image vectors were considered for
PCA. For further reading on PCA, please refer to [40].

However, PCA is an unsupervised technique that
locates PCs at the optimally diminished dimension of
the input. For FER, it only focuses on the global infor-
mation and extracts the global features from the whole
face image, which results in low accuracy. Further-
more, PCA yields uncorrelated components. If the data
have a Gaussian distribution, the uncorrelated compo-
nents are independent. However, if the data are
merged non-Gaussian components, then PCA fails to
extract components having non-Gaussian distributions
[41]. Therefore, for accurate classification, we need local
features as well, which are extracted by utilizing ICA.

3.2.2 Independent Component Analysis (ICA)

ICA is a technique used to seek independent compo-
nents from multivariate statistical data. ICA assumes
that the underlying sources are linearly mixed and sta-
tistically independent. General implementations of
ICA can be found in the literature [42,43].

If we assume that the sources are denoted by

S(t) = [Sl (i’),Sz(i’), IR Sm(t)}T 1
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and the multichannel observations are denoted by

X(t) = (b, 228, 5 (D], ©)
then the linear mixture can be represented by

Xj =ajs1 +apsy + - +aps, forallj 3)
or can be written as

X = As, 4)

where the matrix A of size n x m represents linear
memory-less mixing channels. The statistical model
presented in Eq. (4) is called the independent compo-
nent analysis or ICA model. The ICA model is a gener-
ative model, i.e. it describes how the observed data are
generated by a process of mixing the components Sy.
The independent components are latent variables, i.e.
they cannot be directly observed. Moreover, the
mixing matrix is assumed to be unknown. We observe
the random vector x, and we must estimate both A and
s by using it.

ICA starts with the very simple assumption that the
components S; are statistically independent. It will be
seen below that we must also assume that the indepen-
dent components have mnon-Gaussian distributions.
However, in the basic model, we do not assume that
these distributions are known, but note that if they are
known, the problem is considerably simplified. For
simplicity, we assume that the unknown mixing
matrix is square, but this assumption can sometimes
be relaxed. Then, after estimating the matrix A, we can
compute its inverse, W, and obtain the independent
component simply by

S = Wx, 5)

where W = [wy, w,,. .., w,] is the matrix of size of n x
m. In general, ICA assumes that the number of
channels is equal to the number of independent
sources, i.e. n = m. Thus, n channels of data are decom-
posed into 7 ICs.

We note that, in the ICA model, the time index f is
dropped, as seen in Egs. (4) and (5). We assume that
each mixture x; and each independent component S
are random variables, instead of a proper time signal.

3.3 Expression Category Recognition

The proposed FER system is based on the theory that
different expressions can be grouped into three catego-
ries based on the muscles movements: first category
(lips-based movement), e.g. happy and sad; second
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Figure 2: 3D plot of the proposed FER system at the first
level of classification, i.e. category classification.

category (lips—eyes-based movement), e.g. surprise
and disgust; and third category (lips—eyes—forehead-
based movement), e.g. anger and fear. In each cate-
gory, the corresponding parts of face have much con-
tribution in expressions making. Therefore, in the
proposed FER system, an expression is classified into
one of these three categories at the first level, then, at
the second level, classifier (trained for the recognized
category) is employed to give a label to this expression
within this category.

At the first level, linear discriminant analysis (LDA)
was first applied to the extracted features from all the
classes and an HMM was trained to recognize the
three expression categories: first category, second cate-
gory and third category expressions. The LDA-features
for these three categories are shown in Figure 2.

A clear separation could be seen among the categories,
and this is why the proposed FER system achieved
100% recognition accuracy at the first level.

3.4 Expressions Recognition

Once the category of the given expression has been
determined, then at the second level, the label of the
expression has been determined within that category.
For this purpose, LDA was applied separately to the
feature space of each category and the result was used
to train three HMMSs, one HMM per category. Collec-
tively, the overall results for all the expression classes
are shown in Figure 3.

It can be seen from Figure 3 that the proposed FER sys-
tem achieved better expressions classification results.
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Figure 3: 3D plot of the proposed FER system at the second
level of classification, i.e. expressions classification.

4. EXPERIMENTAL SETUP

We used our own created depth dataset of facial
expressions in order to assess the performance of the
proposed FER system. The dataset displays frontal
view of the face and each expression is composed of
several sequences of expression frames. During each
experiment, we reduced the size of each input image
(expression frame) to 60 x 60, where the images were
first converted to a zero-mean vector of size 1 x 3600
for feature extraction. We utilized all the six expres-
sions for the whole experiments that were performed
in Matlab using an Intel® Pentium® Dual-Core™
(2.5 GHz) with a RAM capacity of 3 GB.

In this dataset, there were 25 subjects (university stu-
dents) that performed six expressions such as happy,
anger, sad, disgust, surprise and fear. The age ranges
of the subjects were from 25 to 35 years old and most
of them were male. All the expressions were in frontal
view, meaning that the depth camera was normal to
the subjects. Each subject performed six expressions
and each expression contained of 15 expression
frames. For the recognition purpose, all the expression
frames were utilized from each expression sequence,
which resulted in a total of 2250 expression images.
For a thorough validation, four experiments were per-
formed in the following way.

1. In the first experiment of the proposed FER system,
an n-fold cross-validation rule (based on subjects)
was utilized, meaning that out of n subjects, data
from a single subject were taken as the validation
data for testing the proposed FER system, whereas
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(a) (b)

Figure 4: Sample RGB (top row) and depth (down row)
images of (a) happy, (b) surprise and (c) disgust expres-
sions captured by depth camera.

the data for the remaining n — 1 subjects were used
as the training data. This process was repeated n
times, with data from each subject used exactly
once as validation data. The value of n varied
according to the dataset used. The benefit of this
rule is that each expression was used for both train-
ing and testing.

2. In the second experiment of the proposed FER sys-
tem, the performance of the sub-component, i.e. a
multilayer scheme (hierarchical), was analysed.

3. In the third experiment, the performance of the pro-
posed FER system was compared with previous
existing methods.

4. In the last experiment, the performance of different
approaches with different combination was ana-
lysed against the proposed FER system.

The depth sample images are shown in Figure 4.

5. RESULTS AND DISCUSSION

In the first experiment of the proposed FER system, an
n-fold cross-validation rule (based on subjects) was uti-
lized, meaning that out of n subjects, data from a single
subject were taken as the validation data for testing the
proposed FER system, whereas the data for the
remaining n — 1 subjects were used as the training
data. This process was repeated n times, with data
from each subject used exactly once as validation data.
The value of n varied according to the dataset used.
The benefit of this rule is that each expression was
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Table 1: Confusion matrix of the proposed FER system at the
first level of classification on depth database of facial expres-
sions (unit: %)

Expressions category Classification rate

First category 97
Second category 97
Third category 99
Average 97.67

Table 2: Confusion matrix of the proposed FER system at the
second level of classification on depth database of facial
expressions (unit: %)

Expressions Happy Sad Anger  Disgust  Surprise  Fear

Happy 98 0 1 0 1 0
Sad 1 97 0 2 0 0
Anger 1 1 97 0 1 0
Disgust 1 0 0 929 0 0
Surprise 0 1 0 0 98 1
Fear 1 0 0 0 0 929
Average 98.00

used for both training and testing. The overall results
of the proposed FER system at the first and second lev-
els of classifications are shown in Tables 1 and 2,
respectively.

It can be seen from Tables 1 and 2 that the proposed
FER system achieved better recognition results on both
levels of classification when applied on depth dataset.

In the second experiment of the proposed FER, the
effectiveness of the proposed multilayer scheme was
analysed. This experiment was performed under the
absence of a multilayer scheme (hierarchical LDA and
HMMs), meaning that the experiment was performed
by using single HMM. The overall results are shown in
Table 3.

It can be seen from Table 3 that the proposed FER sys-
tem does not achieve a high recognition rate, meaning
that the multilayer scheme has much contribution and

Table 3: Confusion matrix of the proposed FER system on
depth database of facial expressions while removing the
multilayer (hierarchical recognition) scheme (unit: %)

Expressions Happy Sad Anger  Disgust  Surprise  Fear

Happy 87 2 3 4 3 1
Sad 1 90 2 2 3 2
Anger 4 3 84 4 3 2
Disgust 1 2 88 3 3
Surprise 4 4 1 88 1
Fear 1 4 1 0 91
Average 88.00
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Table 4: Comparison results of the proposed FER system
against some existing state-of-the-art methods on depth data-
set for six facial expressions under the same settings as
described in Section 4 (unit: %)

Proposed
Existing work [14] [18] [25] [28] [39] FER system
Average accuracy rate 88 79 80 20 84 98

is the main module for high recognition accuracy of
the proposed system. These results support the theory
that the problem of high similarity among the features
of different expressions is a local problem. In other
words, the features exist in the form of groups in the
overall feature space. The expressions within one
group are very similar, whereas they are easily distin-
guishable from those in the other groups; therefore, to
overcome this problem in an effective manner, these
groups (or expression categories) should be separated
first and then techniques like LDA should be applied
to each category separately.

In the third experiment, the performance of the pro-
posed FER system has been compared against recent
existing methods. These methods have been imple-
mented by us under the same guidelines which were
provided in their respective manuscripts. An n-fold
cross-validation scheme was utilized, i.e. out of n sub-
jects, data from a single subject were retained as the
validation data for testing the proposed system,
whereas the data for the remaining n — 1 subjects were
used as the training data. This process was repeated n
times, where the value of n varied according to the
dataset used. The weighted average recognition rates
for all state-of-the-art methods are indicated in Table 4

It can be seen from Table 4 that the proposed FER sys-
tem has achieved best recognition result than of the
existing state-of-the-art methods. All the experiments
for the proposed FER system and for the existing meth-
ods have been performed in laboratory (offline valida-
tion) by using our own depth dataset, and it can be
seen from the experiments that proposed FER system
achieved a high recognition rate on depth dataset.

Table 5: Confusion matrix of ICA and single-HMM using
depth dataset of facial expressions (unit: %)

Expressions  Happy Sad Anger  Disgust  Surprise  Fear

Happy 49.9 11 9.9 12 9 8.2
Sad 8.9 51.3 13 8.9 6.9 11
Anger 14 10.7 50 9.8 5.7 9.8
Disgust 5.1 8.9 9 60 11 6
Surprise 9.2 7.2 11 8.6 56 8
Fear 10.1 8.9 9.4 5.6 13 53
Average 53.36
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Table 6: Confusion matrix of ICA+PCA and single-HMM
using depth dataset of facial expressions (unit: %)

Expressions Happy Sad Anger  Disgust  Surprise Fear

Happy 69.1 9.1 6.2 5.5 5.8 4.3
Sad 10 65.5 4.8 7.9 5.8 6
Anger 3.3 5.1 75 3.4 5.2 8
Disgust 4.3 7.5 6.5 66.7 8.9 6.1
Surprise 5.7 3.2 6.8 9 71 4.3
Fear 3.6 6.1 8.1 4.4 4.8 73
Average 70.05

Table 7: Confusion matrix of ICA+LDA and single-HMM
using depth dataset of facial expressions (unit: %)

Expressions  Happy Sad Anger  Disgust  Surprise  Fear

Happy 75.7 7.2 4.7 0 5.2 7.2
Sad 6.9 73 5.2 5.9 4.3 4.7
Anger 4.6 5.2 71.2 4.8 8 6.2
Disgust 6.7 0 8.4 69.9 9 6
Surprise 3 3.2 3.8 6 80 4
Fear 0 0 8.9 6.6 7.8 76.7
Average 74.41

Table 8: Confusion matrix of PCA+ICA+LDA and single-
HMM using depth dataset of facial expressions (unit: %)

Expressions Happy Sad  Anger  Disgust  Surprise  Fear

Happy 86.1 6 2.5 3.4 2 0
Sad 5 82 4 3 3 3
Anger 1 2 86 3 2 6
Disgust 0 0 0 90.1 9.9 0
Surprise 2 2 2 6 84 4
Fear 2 3 15 2 3 75
Average 83.87

In the last experiment, a set of experiments were per-
formed using different combinations of various previ-
ously used feature extraction and classification
approaches on depth dataset. The overall results for
these tests are shown in Tables 5—8, respectively

6. CONCLUSION

Communication through facial expressions plays a sig-
nificant role in telemedicine, and social interactions.
Recently, automatic FER using depth data has received
a lot of attention. Several FER systems have been pro-
posed; however, recognizing human facial expressions
accurately is still a major concern for most of these sys-
tems on depth data. The human face has a major con-
tribution for such types of communications, which
consists of lips, eyes and forehead that are considered
the most informative features for expressions recogni-
tion. There are some parameters that make FER a
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challenging task that includes high similarity among
different expressions that makes it difficult to distin-
guish these expressions with a high accuracy and there
are also some privacy issues because of utilizing video
(RGB) cameras. Unlike the previous systems, the pro-
posed FER system utilized a depth camera, which
does not affect the lighting parameters, and for global
and local feature extraction, we used PCA and ICA.
Finally, we used a multilayer scheme to overcome the
problem of high similarity among different expres-
sions. This work is based on the theory that different
expression can be grouped into three categories based
on the muscles movements: first category (lips-based
movement), second category (lips—eyes-based move-
ment) and third category (lips—eyes—forehead-based
movement). Therefore, in the proposed FER system,
an expression is classified into one of these three cate-
gories and LDA coupled with HMM has been used to
find one of these categories at the first level. Then, at
the second level, the label for an expression within the
recognized category is recognized using a separate set
of LDA and HMM, trained just for that category. The
proposed FER system has been validated and tested
on our own created depth dataset. There are 25 sub-
jects that performed six basic expressions and each
expression video has 15 expression frames. For the rec-
ognition purpose, all the expression frames were uti-
lized from each expression sequence, which resulted
in a total of 2250 expression images. For the entire
experiments of the proposed FER system, an n-fold
cross-validation rule (based on subjects) was utilized.
The benefit of this rule is that each expression was
used for both training and testing. This is one of the lim-
itations of the previous works, i.e. if we swap their train-
ing and testing strategy, then they cannot achieve better
results. The whole experiments were performed in labo-
ratory (offline validation). Therefore, further research is
needed to employ this work either in real environments
of healthcare or in smart home environments.
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