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Abstract Facial expression recognition (FER) is one of the most active areas of research in
computer science, due to its importance in a large number of application domains. Over the
years, a great number of FER systems have been implemented, each surpassing the other
in terms of classification accuracy. However, one major weakness found in the previous
studies is that they have all used standard datasets for their evaluations and comparisons.
Though this serves well given the needs of a fair comparison with existing systems, it is
argued that this does not go in hand with the fact that these systems are built with a hope
of eventually being used in the real-world. It is because these datasets assume a predefined
camera setup, consist of mostly posed expressions collected in a controlled setting, using
fixed background and static ambient settings, and having low variations in the face size
and camera angles, which is not the case in a dynamic real-world. The contributions of this
work are two-fold: firstly, using numerous online resources and also our own setup, we have
collected a rich FER dataset keeping in mind the above mentioned problems. Secondly,
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we have chosen eleven state-of-the-art FER systems, implemented them and performed a
rigorous evaluation of these systems using our dataset. The results confirm our hypothesis
that even the most accurate existing FER systems are not ready to face the challenges of
a dynamic real-world. We hope that our dataset would become a benchmark to assess the
real-life performance of future FER systems.

Keywords Facial expressions - Classification - YouTube - Real-life scenarios

1 Introduction

Knowledge about people’s emotions can serve as an important context for automatic service
delivery in a large number of context-aware systems. Many research applications of image
processing and pattern recognition, such as human computer interaction [3], robot control
and driver state surveillance [49], and human behavior studies in telemedicine and e-health
environments [24], can benefit from the knowledge of people’s emotions. Hence, human
facial expression recognition (FER) has emerged as an important research area over the last
two decades.

Facial expression recognition can be classified into two categories: First is pose-based
FER [28, 47], which deals with recognizing artificial expressions: expressions produced by
people when they are asked to do so [5]. The second is spontaneous FER [4, 50], which deals
with the expressions that people give out spontaneously, and these are the ones that can be
observed on a day-to-day basis, such as during conversations or while watching movies [5].

A typical FER system consists of four main sub-components: preprocessing, feature
extraction, feature selection, and recognition modules. In preprocessing, the image qual-
ity is improved, and the faces are located in the expressions frames before recognizing the
expressions. Feature extraction deals with extracting the distinguishable features from each
facial expression shape and quantizing them as discrete symbols. Feature selection is used
for selecting a subset of relevant features from a large number of features extracted from the
input data. Finally, in recognition, a classifier is first trained using the training data, which
is then used to generate labels for the expressions in the incoming video data [37].

A great deal of research effort has gone into designing efficient and accurate FER
systems in the past, and a variety of techniques for each component has been proposed [1,
16-18, 31, 33], which will be discussed later. One major weakness with almost all of the
state-of-the-art approaches in FER, including our own system [36], is the way those systems
have been evaluated. Every FER system is designed with a motivation to be used in a real-
life scenario; however, when it comes to testing and validating the recognition performance
of these systems, standard datasets are employed for both training and testing. Though it
serves well for the sake of comparison with existing approaches, which were also tested
using the same datasets, such results cannot be used as a representative of an FER system’s
performance in real-life. It is because almost all of these datasets were collected using spe-
cific kinds of video cameras, which might not be the case in real world. Furthermore, a
majority of these datasets was collected in controlled environments under constant ambient
settings and did not take into account the color features and factors such as gender, race, and
age. Some of the previous datasets did not consider whether the subjects wore glasses or if
they had a beard. Another important element in FER domain is the size of a subject’s face
that, in real life, can vary from person to person. Also, it can differ depending on how far the
subject is from the camera. However, in most of the previously used datasets, the face size
did not vary much, mainly due to a predefined setup of the cameras. All previous datasets
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were collected either indoors or outdoor under static scenarios. In most of the datasets, the
expressions were recorded mainly from the frontal view of the subjects, with only a slight
variation, which might not be the case in a dynamic real world.

In short, existing FER systems utilized publicly available datasets and did not consider
the real world challenges in their respective systems. Since the beginning of research in
FER, the focus has been on designing new and improved methodologies, and evaluating
them using publicly controlled-settings datasets for the sake of a fair comparison. Little or
no effort has been put into designing a new dataset that is closer to real-life situations, proba-
bly because creating such a dataset is a very difficult and time consuming task. Accordingly,
this work makes the following contributions:

—  We have defined a comprehensive, realistic and innovative dataset collected in-house as
well as from online sources, such as YouTube, for real-life evaluation of FER systems.
From indoor lab settings to real-life situations, we collected three cases with increasing
complexity. In the first case, ordinary subjects performed expressions in a pose-based
manner, with dynamic background, lighting and camera settings. Hence, these expres-
sions are pose-based expressions in an uncontrolled environment. In the second case,
the expressions were collected from the movie/drama scenes of professional actors and
actresses. Though these are also pose-based expression, we had no control on expres-
sion production, camera, lighting and background settings. Hence, these expressions
are semi-naturalistic expressions under dynamic settings. Finally, in the third case, the
expressions were recorded from real world talk shows, news, and interviews. Hence,
these expressions are spontaneous expressions collected in natural and dynamic set-
tings. In all three cases, a large number of different subjects of different gender, race,
and age were included. Also, many subjects wore glasses and had a beard.

— From the existing work in FER, more recent and highly accurate FER systems
including [1, 16-18, 20, 29-31, 33-35] were selected and implemented.

—  After implementation, all these systems were tested on the three collected datasets, and
a detailed analysis of their performance was produced and presented in this paper.

— Based on the obtained results, components are identified that are crucial to a satisfactory
performance of an FER system in real-life situations.

The rest of the paper is organized as follows. Section 2 reviews the existing standard datasets
of facial expression and recent published FER systems. Section 3 describes the defined
datasets. The experimental setup, results, and discussion are presented in Section 4. Finally,
the paper concludes with future directions in Section 5.

2 Related works
2.1 Existing datasets

Table 1 provides a short but thorough review of previously used datasets for evaluating the
performance of existing FER studies. We can see that the most of the datasets were collected
either indoors or outdoors, in controlled conditions under identical ambient settings with
fixed or similar backgrounds. These assumptions can not be held true in the dynamic real
world. Furthermore, when recording expression, variations in gender, age, race and color
were not taken into account. Even in the studies where multiple subjects were considered,
having different age, race, and gender; the face size did not vary much as subjects were at
the same distance from the camera. Furthermore, other facial features like wearing glasses,
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Table 1 Summary of the existing publicly available standard datasets of facial expressions and their

limitations

Dataset Name

Source

Characteristics

Limitations

FERET [42]

SCface [14]

CMU-PIE [38]

Multi-PIE [15]

Yale Face B [13]

AT&T [32]

Cohn-Kanade (CK) [21]

Extended CK+ [25]

@ Springer

2 RGB Cam-
eras

5 Video
Surveillance
Cameras

RGB Camera

RGB Camera

Single

RGB
Camera

Video Camera

Video Camera

Video Camera

2,413 still images including
1,199 individuals and 365
duplicate sets of images

4,160 still images from 130
subjects (male and female)
in indoor environment

41,368 images of 68 people
(male and female) with 13
different poses, 43 differ-
ent illumination conditions,
and 4 different expressions

750,000 images collected
from 337 subjects under 15
view points and 19 illumi-
nation conditions

5,760 images of 10 sub-
jects under 576 viewing
conditions (9 poses x
64  illumination condi-
tions) with a single light
source and static ambient
(background) illumination

40 distinct subjects (10 dif-
ferent images each) taken
against a dark homoge-
neous background with
the subjects in an upright,
frontal position with vary-
ing the lighting, having
minimal expressions such
as open/closed eyes, smil-
ing/not smiling, glasses/no
glasses

486 sequences from 97 per-
sons (university students)
having the age range from
18-30 and most of them
were female. The dataset
has seven basic expressions

Solved the problems of
CK dataset; has 593 video
sequences including pose-

based and spontaneous
expressions  from 123
subjects

Pose-based dataset with frontal
images collected under a semi-
controlled environment with
predefined setup of camera
and background to maintain a
degree of consistency

Pose-based dataset with frontal
images collected under a pre-
defined camera setup and a
constant background

Pose-based dataset collected
in indoor environment having
only a few expressions with
frontal view of the camera

Pose-based dataset with only
frontal camera view, collected
under specific ambient condi-
tions

Pose-based dataset with
images from the frontal view;
under a predefined setup of
camera, light, and background

Pose-based dataset that was
collected in indoor environ-
ment under predefined setup of
camera and background. Also,
the images are from the frontal
view

Pose-based dataset collected
under constant light and back-
ground with frontal view of the
camera

The dataset was collected
under a controlled environment
with constant background.
Though some subjects were
at a 30-degree angle with the
camera, the remaining subjects
were with frontal view of the
camera.
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Table 1

(continued)

Dataset Name

Source

Characteristics

Limitations

NIST MID [12]

AR Face [2]

Oulu
Based
[27]

Physics-
Face

JAFFE [26]

BiolD Face [6]

Georgia Tech

Face [7]

Indian Face [19]

Labeled Faces in
the Wild [46]

Kodak
MegaPixel
camera

RGB Camera

RGB Camera

Video Camera

Video Camera

RGB Camera

RGB Camera

World Wide Web

3,248 images collected from
1,495 male and 78 female
subjects

4,000 color images from
126 subjects (70 men and
56 women) with frontal
view faces and different
facial expressions, illu-
mination conditions, and
occlusions (sun glasses and
scarf)

125 people performed the
expression (16 pictures per
person) with 16 different
camera calibration and illu-
minations

213 images of 7 facial
expressions (6 basic facial
expressions and 1 neu-
tral) posed by 10 Japanese
female

1,521 images from 23 per-
sons

50 people performed the
expressions in two or three
sessions and the images
are represented by 15 color
JPEG images with cluttered
background

40 distinct subjects (11
images of each) performed
different expressions that
were taken against a bright
homogeneous background
with the subjects in an
upright, frontal position
More than 13,000 images
collected from the web.
Among them, 1,680 of the
people pictured have two or
more distinct photos in the
database

Limited number of images
from the side views; collected
in a controlled environment
with a static background.

Pose-based dataset that was
collected under a controlled
environment with predefined
setup of camera and static
background

Pose-based dataset that was
collected under a dark room
conditions with specific RGB
cameras under a controlled
environment with a constant
background

All of the images were taken
from the frontal view of the
camera with tied hair in order
to expose all the sensitive
regions of the face, under
strictly controlled environment
with static background and the
subjects were only female

Pose-based dataset with only
a few expressions from only
the frontal view of the camera
with constant light and prede-
fined setup of the camera and
background

Pose-based dataset with prede-
fined setup of the camera

Pose-based dataset with a
small number of expressions,
captured using a static back-
ground under a controlled
environment with fixed camera
settings

Spontaneous dataset that was
only collected from the web
and a commercial face align-
ment software was utilized in
order to align the faces
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Table 1

(continued)

Dataset Name

Source

Characteristics

Limitations

UCD Colour
Face Image
[41]

FRAV2D
9]

PUT
Face [23]

Plastic Surgery
Face [39]

PolyU NIR Face
[48]

USTC-NVIE
[44]

FEI Face
[43]

VADANA
[40]

@ Springer

Video Camera,
Scanner, World
Wide Web

Video Camera

Video Camera

Video Camera

JAI Camera

Infrared Camera

Video Camera

Digital Camera

100 color images of faces
(in indoors, outdoors, com-
plex, simple) in which the
subjects have beards, mus-
taches, and glasses

3,488 image from 109 sub-
jects (75 men and 34
women) with 32 images
per person

9,971 images of 100 peo-
ple and the images of each
were taken in five series
with different orientation

1,800 pre and post surgery
images from 900 subjects
(For each subject, there are
two frontal face images
with proper illumination
and neutral expression)

35,000 image collected
from 350 subjects (100
images per person) and
the subjects were asked to
move near to or away from
the camera in a certain
range

108 subjects (university
students) performed both
pose and  spontaneous
expressions, and the age
range for the subjects was
from 17 to 31 years

2,800 images were col-
lected from 200 individuals
(14 images for each person)
with different angle orien-
tations

2,298 images from 43
subjects (53 images per
person) with wide range
of variations in pose,
expression, illumination,
distractions such as specta-
cles, facial hair, and partial
occlusions

Spontaneous dataset that has a
limited number of expressions
and most of them were from
frontal view of the camera with
low quality resolution due to
ambient noise

Pose-based dataset with prede-
fined setup of the camera. Most
of the images were from the
frontal view, collected against
a plain and dark blue back-
ground

Pose-based dataset with a lim-
ited number of expressions that
were collected in controlled
ambient conditions with a uni-
form background and a fixed
camera settings

Spontaneous dataset that has a
limited number of expressions
with frontal view of the cam-
era. The images were taken
under predefined ambient con-
ditions, camera settings, and
background

Pose-based dataset  with
images from the frontal view
of the camera. The dataset
was collected in a controlled
environment with predefined
setup of camera, light, and
background

An infrared thermal camera
was used for dataset collec-
tion with a predefined lighting
setup and background

Pose-based dataset that was
collected against a white
homogeneous background
with fixed camera settings. The
images are in an upright frontal
position with profile rotation
of up to about 180 degrees

Pose-based dataset having
most of the images from the
frontal view of the camera with
predefined setup of the camera
and background
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Table 1  (continued)

Characteristics

Limitations

Dataset Name Source
LDHF-DB Infrared
[22] Camera
YouTube YouTube
Faces [45]

YMU [8] YouTube

100 subjects were involved
(70 males and 30 females)
for data collection at dis-
tances of 60m, 100m, and
150m outdoors and at a Im
distance indoors

3,425 videos of 1,595 dif-
ferent people (An average
of 2.15 videos are avail-
able for each subject). The
shortest clip duration is 48
frames, the longest clip is
6,070 frames, and the aver-
age length of a video clip is
181.3 frames

604 image from 151 sub-
jects, 4 images per subject

Pose-based dataset collected
with a static background under
a predefined setup of the cam-
era and light and the subjects
were trained before performing
the expressions

Spontaneous datasets in which
the images are only collected
from the performances of
actors from YouTube, which
is not naturalistic, and all the
images are manually verified
in order to check whether the
subjects are correctly labeled
or not

Spontaneous dataset collected
from only female subjects

(2 before and 2 after the
makeup)

having a beard and keeping different hairstyles were mostly ignored. Finally, in most of the
datasets, the expressions were recorded mainly from the frontal view of the subjects, with
only a slight variation, which might not be the case in real life.

2.2 Existing FER systems

Similar to Table 1, Table 2 provides a summary of the existing FER systems. Mainly, those
techniques are discussed that have shown a high accuracy when evaluated using the existing
datasets, and which we were able to implement. For each system, Table 2 provides the
methodology (feature extraction, feature selection, and classification), the dataset used for
evaluation, and the recognition accuracy achieved on that dataset.

3 Proposed dataset

As stated earlier, the main aim of this research was to collect a unique and comprehensive
dataset that any FER system can employ to evaluate its real performance for identifying
the desired emotions correctly and efficiently from a variety of subjects from across the
globe. When collecting this dataset, limitations of the existing datasets were considered,
and a significant amount of time was spent on selecting the most appropriate images with
relevant emotions, situation, and surroundings. In total, three sub-datasets were collected:
emulated, semi-naturalistic, and naturalistic datasets. Each dataset contains six basic expres-
sions: happy, sad, angry, normal, disgust, and fear. The description of each of these datasets
is as follows.

—  Emulated Dataset: Emulated dataset is a mixture of front-faced images collected from
the existing pose-based facial expression datasets, and the pose-based expressions col-
lected in-house using our own testbed. For the latter case, 50 subjects (male: 25, female:
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Table 2 Performance summary of the existing FER systems on publicly available standard datasets of facial

expressions (Unit: %)

FER Systems Methodology Used Datasets Results

AH-ASM [33] Haar-like features with SVM CK+ 88%

W-BPNN [1] Haar, Daubechies, and Coiflet JAFFE 94%
wavelets with neural network

LDN-SVM [31] Local directional number pat- CK+, MMI, CMU 92%
tern (LDN) with SVM

CLM-SVM [16] Discriminative response map CK+, JAFFE 92%
fitting (salient patches) with
SVM.

RLBP-NN [29] Robust local binary pattern JAFFE 97%
(RLBP) with curvelet trans-
form and nearest neighbor
(NN)

PHOG-SVM [17] Pyramid histogram of gradi- JAFFE, CK+ 93%
ents (PHOG) with LBP and
SVM

CNF-FER [34] Curvelet transform with nor- CK, JAFFE, Yale B, USTC-NVIE 98%
malized mutual information
and HMM

LDP-SVM [18] Local directional pattern CK, JAFFE 96%
(LDP) with PCA and SVM

LDPv-SVM [20] Local directional pattern vari- CK 94%
ance (LDPv) with SVM

LBP-SVM [30] LBP patches with multi-layer CK 92%
model

OLDA-HMM [35] Optical flow with LDA and CK, JAFFE, USTC-NVIE, Yale 98%

HMM

B, FEI

25, aged between 20 - 35 years old) were hired to perform each of the six targeted
expressions. For each expression, we collected over 165 images in our lab under vary-
ing ambient settings and changing background. The images used in this dataset are of
the size 240x320 and 320x 240 pixels. Six sample images from this dataset are shown
in Fig. 1.

Semi-naturalistic Dataset: To construct this dataset, we downloaded and thoroughly
watched hundreds of online available movies, videos, and shows from various sources
including YouTube, Dailymotion, and other online available media sources. The selec-
tion of source videos was made such that the subjects in them are from across the globe
(actors and actresses from the Hollywood, Bollywood, and Lollywood). Furthermore,
they belong to a variety of ethnicities (Asian, American, African, European, etc.); age
groups (4 to 60 years old); gender (male and female); and have varying facial structural
properties (such as with/without beard).

Moreover, from each video we chose images that represented real life scenarios and
contributed to the benefit of the dataset for evaluation and efficiency. For example,
we collected images with different facial orientations, such as frontal, right-sided, left-
sided, etc. The videos were in high definition quality, and the images were separately
extracted using an image capturing software called GOMPlayer software [10] that is
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Fig. 1 Sample images (happy, anger, sad, disgust, fear, and normal) from the emulated dataset

freely available online and captures images in user defined resolution and image quality.
The generated images are all in “.jpg” format, whereas the videos were in “.avi” format.
Similar to emulated dataset, each expression has over 165 images in this dataset, too.
The image size is 240x 320 and 320x240 pixels. Six sample images from this dataset
are shown in Fig. 2.

Naturalistic Dataset: Unlike other datasets, we collected the naturalistic dataset purely
from the talk shows, interviews, and other natural videos (such as news and recordings
of real life incidents). Such a source makes this dataset more vibrant and suitable for real
life testing of an FER system. To collect this dataset, we went through a tough situation
of selecting appropriate emotions and capturing them at the right time, with the right
mood. Just like the semi-naturalistic dataset, the subjects in this dataset do not represent
a particular community class. They belong to various parts of the world, race, age (10 to

Fig. 2 Sample images (happy, anger, sad, disgust, fear, and normal) from the semi-naturalistic dataset
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Fig. 3 Sample images (happy, anger, sad, disgust, fear, and normal) for the naturalistic dataset

50 years old), and gender. However, unlike semi-naturalistic dataset the subjects in this
dataset are not actors and include doctors, patients, politicians, instructors to children,
and workers, etc.

Similar to the semi-naturalistic dataset, images in this dataset reflect real life situa-
tions. These include a variety of backgrounds, unintentional expressions of the subjects,
expressions from different facial orientations, and both indoors and outdoor loca-
tions under different ambient settings, etc. Moreover, subjects with/without glasses,
open/closed hair, with/without a hat, and other complex scenarios were considered. For
each expression, over 165 images were collected. Similar to the other two datasets, the
images used in the dataset are of size 240x320 and 320240 pixels. Six sample images
from the naturalistic dataset are shown in Fig. 3.

The collection of datasets began in September 2014 and finished in February 2015.

GOMPlayer software was used for capturing the images from the videos. All images
were resized by using Fotosizer software [11] in order to bring a consistency among
the expression images. These datasets are made publicly available at (https://github.com/
hameedsiddiqui/dataPublic.git) for the research community.

4 Experimental results and discussion

4.1 Experimental setup

The eleven FER techniques, listed in Table 2, were implemented and tested on the collected
datasets in a set of two experiments. Each of these experiments was performed in Matlab
using an Intel Pentium Dual-Core”™ (2.5 GHz) with a RAM capacity of 3 GB. A brief
description of the experiments is given below.

In the first experiment, we used the 10—fold cross-validation rule to measure the recog-
nition accuracy of each FER system for the three datasets. In other words, each dataset
was divided into ten random subsets. Out of these ten subsets, one subset was used
as the validation data, whereas the remaining nine subsets were used as the training
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data, and this process (training and testing) was repeated ten times, each time picking
a new subset as the validation data. The overall process, division into random sets and
applying the 10—fold cross-validation, was repeated 20 times.

— On the other hand, in the second experiment n—fold cross-validation scheme was
applied based on datasets. In other words, from the three datasets, two were used as val-
idation data, whereas the remaining one dataset served as the training data. This process
was repeated three times, with data from each dataset used exactly once as the training
data.

4.2 Experimental results

Table 3 provides the results (recognition accuracy and standard deviation) obtained by each
FER technique in both experiments. It also gives a breakdown of each FER technique
concerning its architectural elements.

4.2.1 Overall analysis

It can be seen in Table 3 that in the first experiment majority of the systems showed a
good performance (within the range 70 to 90 %) on emulated dataset. Their performance
dropped by 10 to 15 % on semi-naturalistic scenarios, and as expected, their performance
was dramatically reduced between 20 to 25 % on the naturalistic dataset.

In the second experiment when all the systems were trained using the emulated dataset
and tested on naturalistic and semi-naturalistic datasets, the recognition accuracy of each
system is much less than their respective accuracies, where all these systems were trained
using the same emulated dataset; however, testing was done using the samples from the
emulated dataset, too. This shows that an FER system that has achieved very high recogni-
tion accuracy for pose-based dataset, collected in controlled settings, cannot be expected to
yield the same high accuracy when deployed to be used in the real-world.

The performance of all the systems went further down by 19 % when trained on semi-
naturalistic datasets and tested on the emulated and naturalistic datasets; and by 27 % when
trained on naturalistic dataset and tested on emulated and semi-naturalistic datasets. This
clearly tells us that the FER systems, even the ones that have provided impressive results
for the standard datasets, are not yet ready to handle the challenges of a highly dynamic
real-life scenario. These challenges include: subjects with different facial features, gender,
race, and age; varying lighting conditions; high variations in angle to the camera, difference
in size of the face that is related to proximity. These are only some of the factors that can
cause misclassification.

4.2.2 Detailed analysis

Among the eleven FER systems implemented and tested in this work, CNF-FER and
OLDA-HMM showed better performance on previous datasets, as well as on the proposed
datasets. CNF-FER reported the recognition accuracy of 98 % on existing dataset (as indi-
cated in Table 2). As for the proposed datasets, we observed recognition accuracy of about
90 % on emulated, 78 % on semi-naturalistic, and 73 % on naturalistic datasets (as shown
in Table 3). We believe that the reported high accuracy and an acceptable performance on
the proposed datasets is because CNF-FER employs a feature selection method on top of
curvelet transform in the frequency domain. The feature selection is performed using nor-
malized mutual information criteria based on max-relevance and min-redundancy (mRMR)
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methods, which helps the system in getting rid of unnecessary features and improves the
overall feature space. Similarly, OLDA-HMM reported 98 % accuracy on existing datasets
(as indicated in Table 2), and gave 91 % on emulated, 80 % on semi-naturalistic, and 72 %
on naturalistic datasets (as shown in Table 3). The facial features are very sensitive to noise
and illumination changes. OLDA-HMM uses a preprocessing method to minimize such
noise. Moreover, it also employs a feature selection method, based on the forward selection
and backward regression model, to remove the unnecessary features. It is due to these fac-
tors that OLDA-HMM got a high original recognition accuracy, and showed an adequate
performance on the proposed datasets, too. Finally, both CNF-FER and OLDA-HMM use
a sequence-based classifier, which enables them to use temporal information for a better
performance.

On the other hand, LDN-SVM, CLM-SVM, LDP-SVM, and LDPv-SVM showed better
performance on emulated and semi-naturalistic datasets (as shown in Table 3). LDN-SVM
got 87 % on emulated and 73 % on semi-naturalistic datasets. CLM-SVM got 88 % on emu-
lated and 71 % on semi-naturalistic. LDP-SVM attained 88 % on emulated and 78 % on
semi-naturalistic datasets. LDPv-SVM got 81 % on emulated and 70 % on semi-naturalistic
datasets. However, the results were not as satisfactory when these methods were applied
to the naturalistic dataset. LDN-SVM achieved 64 %, CLM-SVM got 60 %, LDP-SVM
attained 67 %, and LDPv-SVM got only 57 % recognition accuracy. It could be because all
of these FER systems extract local features. Furthermore, they do not employ the prepro-
cessing step. As a result, the features extracted by these systems get affected by the dynamic
backgrounds, changing ambient settings, and other variations that are present in the natu-
ralistic dataset. Finally, all of these systems use frame-based classification, which relies on
extracting information from only the current frame.

Next, W-BPNN and LBP-SVM showed better performance only on emulated dataset (as
shown in Table 3). This is because these systems are specifically designed for the indoor
environment and do not possess the ability to show better performance in outdoor settings.
Thus, their performance degraded to a great extent when applied to semi-naturalistic and
naturalistic datasets.

Finally, AH-ASM did not show a satisfactory performance on any of the proposed
datasets (as shown in Table 3). This is because the system uses active shape model with
Haar-like features. Under these settings, some specific intensity values are used that can
vary in different scenarios and thus can cause misclassification.

5 Conclusion and future direction

A significant number of very accurate and efficient FER systems have been proposed over
the last decade, which have yielded high recognition accuracies when tested on existing
standard FER datasets. However, this does not guarantee them displaying the same perfor-
mance in real-world situations. It is because the existing datasets collected facial expressions
under a predefined setup and camera deployment. It is an assumption that cannot hold true
in real-life scenarios. Furthermore, these datasets are mostly pose-based and were collected
in a controlled environment with constant background and ambient conditions.
Accordingly, in this work, we have compiled a rich FER dataset, which consists of three
sub-datasets: emulated, semi-naturalistic, and naturalistic datasets. We put our utmost effort
into making sure that the datasets we collected would closely represent the real-world.
They consist of a vast number of subjects of different gender, race, and age. Instead of
using a fixed settings, the datasets were collected from various situations having different
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backgrounds, proximity to the camera (it affects the size of the face), camera angles, ambi-
ent settings, and ambient noise. Subjects have different facial features, too such as glasses
and beard.

Also, we implemented eleven state-of-the-art FER systems and evaluated their perfor-
mance using our datasets in a set of two experiments. Based on the experimental results we
conclude the following.

— The facial features are very sensitive to noise and changes in ambient settings. These
factors can frequently change in the real life. Therefore, it is essential for FER systems
to have a preprocessing method to handle such noise to cope with the challenges of the
dynamic real world.

— Several parts of a human face contribute towards expressions making, and extracting
features from these parts can help FER systems to classify the expressions accurately.
However, relying only on a single type of features won’t suffice in real life situations,
and thus, hybrid feature extraction techniques should be explored.

— Even after proper and efficient feature extraction, there might be some redundancy
among the features. Therefore, a feature selection method is advised to select only the
most informative features and remove unnecessary features from the feature space.

— Using a frame-based classification limits FER systems to using only the current frame
without any reference image (neutral face image). This results in loss of information,
which may cause misclassification. Therefore, it is advised to use sequence-based clas-
sification methods that can allow FER systems to use the temporal information to
recognize expressions from a set of frames.

Overall, the results showed that even the most accurate existing FER systems are not ready
to face the challenges of a dynamic real-world. Thus future research in FER should focus
on finding ways to handle the challenges highlighted in this research. It is hoped that the
dataset collected in this study would become a useful benchmark for the evaluation of future
FER systems.
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