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Abstract: Vast amounts of data, especially in biomedical research, are being published as Linked
Data. Being able to analyze these data sets is essential for creating new knowledge and better decision
support solutions. Many of the current analytics solutions require continuous access to these data
sets. However, accessing Linked Data at query time is prohibitive due to high latency in searching the
content and the limited capacity of current tools to connect to these databases. To reduce this overhead
cost, modern database systems maintain a cache of previously searched content. The challenge with
Linked Data is that databases are constantly evolving and cached content quickly becomes outdated.
To overcome this challenge, we propose a Change-Aware Maintenance Policy (CAMP) for updating
cached content. We propose a Change Metric that quantifies the evolution of a Linked Dataset and
determines when to update cached content. We evaluate our approach on two datasets and show
that CAMP can reduce maintenance costs, improve maintenance quality and increase cache hit rates
compared to standard approaches.
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1. Introduction

In the recent past, massive amounts of data are available publicly and these data are produced at
an alarming rate in all domains of medical sciences, creating what we today call “Big Data”. The era
of big data generates new opportunities for the research community to build solutions to search and
integrate life sciences data effectively. Most of these datasets have varied format or lack any format
and are stored in disparate locations that are poorly linked, which hinders the operator from efficiently
searching and retrieving data. Recently, Linked Data has emerged as one of the best practices to
represent and connect these repositories, also allowing the exchange of information in an interoperable
manner. Linked Data ontologies not only support the integration of multiple data from diverse
sources but also provide an efficient way to query these datasets. Healthcare systems and recent
technologies have realized the importance of acquiring and preserving big data streams for decision
making. Therefore, with the evolution of big data in healthcare, the research trends have shifted from
massive storage to efficient analysis of data.

Nowadays, in various healthcare disciplines, the use of large datasets is becoming popular and the
data is shared on the cloud. Modern stream analytics applications [1,2] are exploiting the fusion of data
streams and Linked Data publicly available on the Web. Recent investigations [3–9] have shown that
the content of Linked Data is dynamic in nature and keeps on evolving. Linked Data content changes
over time and some of the data stored in the local cache becomes outdated. Therefore, knowledge about
what has changed in the database is important for analytics applications [10]. Analytics applications
need constant updates to guarantee the quality of service in maintaining the local cache. To the extent
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of our knowledge, there is limited work addressing the problem of maintaining local views (or caches)
up-to-date [6,10–16]. Normally a maintenance policy is needed to determine what to update and when.
In the literature, three kinds of conventional maintenance policy have been reported for data analytics
systems [17]: immediate (update immediately after data arrives), deferred (no execution is performed
on current query evaluation) and periodic (update the local views on a regular bases). However, these
conventional policies fail to effectively optimize local views for linking data due to slow response time.

In this paper, we propose a proactive maintenance policy called CAMP to update the local view by
issuing the maintenance jobs during system idle time. CAMP achieved the desired query performance
by doing the maintenance ahead of query evaluation time. The proposed approach works as an
optimizer to accelerate the overall query processing by pre-fetching the data and storing in the cache
for future queries. Therefore, instead of running repeated queries, results are provided from the local
views thus improving overall response time. In the case of stream processing, the warehouse must
load all the data in a real-time. Therefore, we ensure that each view reflects a consistent state even
these local caches are scheduled for updates at different times. In comparison, in state-of-the-art
approaches, the maintenance of local views is performed immediately whenever new data arrives.
However, the overhead of these approaches is significant and it seems unfair for the system to hold up
the computational resources as user have to wait until the maintenance jobs are completed. In contrast,
our maintenance policy postpones until the system has a freecycle. Typically, queries issued by the
Linked Data clients are repetitive and structurally similar. To deal with query similarity, we propose
a query similarity metric using a distance function. The results of these similar structure queries are
placed in cache to increase hit rates, while alleviating the burden on the querying endpoints.

The remainder of this paper is organized as follows—Section 2 explains the background and
related work. Section 3 explains the proposed approach. The evaluation of the proposed approach is
performed in Section 4 on the real datasets. This article is concluded in Section 5.

2. Background

In this section, we briefly discuss the background needed to understand Linked Data, which
includes data representations and querying of the Linked Data cloud. Moreover, we also discuss
an overview of related work and highlight the differences of the proposed approach with respect to
state-of-the-art.

2.1. Semantic Web Technologies

The Semantic Web technology defines the interconnection of data points as an expressive
representation of heterogeneous data sources [18]. As described by Tim Berners-Lee [19], the Semantic
Web enables the machine in such a way that data can be searched, interpreted and reused. Linked
Data is another important concept in the Semantic Web, enabling the machine to browse the Web
of data, such as DBpedia (https://wiki.dbpedia.org/). Linked Data is collaboratively built from
the Web corpus to represent knowledge in a structured format that greatly facilitates the sharing
of information around the world. Linked Data describes the inter-connection of Web pages’s URLs
(Uniform Resource Locator) therefore facilitating the linking of the data from diverse sources. The
Semantic Web is mainly composed of Knowledge Bases (KBs) such as Freebase [20], DBpedia [21]
and Yago [22]. These KBs represent data as Linked Data according to a predefined schema, known
as Resource Description Framework (RDF). The RDF is considered the standard representation for
Linked Data, where relationships are represented in the form of triples (subject, predicate and an object).
SPARQL (https://www.w3.org/TR/sparql11-overview/) is a widely used standard query language
to retrieve and manipulate data that are stored in RDF format. SPARQL is a structured query language
standardized by the W3C for querying RDF triplestores (http://www.w3.org/TR/rdf-sparql-query/).
A SPARQL query can be further decomposed into Basic Graph Patterns (BGPs) and the results are
represented as a hierarchical tree. The syntax of SPARQL query contains different and disjoint query
types such as SELECT, CONSTRUCT, ASK and DESCRIBE. The Linked Data cloud also provides
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a SPARQL endpoint for their datasets. However, querying SPARQL endpoints is cumbersome.
Due to network instability often the connection to these endpoints is temporarily lost, affecting
query performance. These endpoints do not provide any information about dataset modification.
Therefore, long-running data analytics applications must resubmit queries for keeping the local data
cache up-to-date.

2.2. Life Sciences Linked Data

Massive amounts of data are being produced and currently available in the life sciences. However,
these data are unstructured and difficult to integrate. Therefore, the Linked Data paradigm is currently
suitable for publishing and connecting life science datasets to improve access and use. The Linked Data
cloud contains almost 570 datasets [23] from different domains that are interlinked with each other as
shown in Figure 1. A considerable portion of Linked Data is comprised of life sciences data, significant
contributors include the MEDLINE (https://www.ncbi.nlm.nih.gov/pubmed), Bio2RDF [24] and
DrugBank (https://www.drugbank.ca/). MEDLINE is an American national medicine bibliographic
database that contains more than twenty-four million references to journals related to bio-medicine.
Bio2RDF is a built over the Semantic Web to provide biological databases interlinked with life science
data. DrugBank contains data related to Bioinformatics and cheminformatics with comprehensive target
information. These databases contain the protein sequences that are linked to the drug entries that
target the protein data.

2.3. Related Work

The issues related to the exploitation and maintenance of local views have received considerable
attention in the research community over recent years. Most of the maintenance algorithms proposed
in the literature are based on eager (or deferred) maintenance. Eager maintenance protocols update
the view periodically whenever a change occurs in the cloud. Colby et al. [25] proposed deferred
view maintenance to reduce the view downtime and perform incremental maintenance to keep the
local views up-to-date. However, all these algorithms divide the maintenance task into smaller
steps, which is not as effective as combining the small maintenance task to improve the efficiency
of the overall maintenance process. Data warehouses have also used a lazy maintenance [26] policy
that delays maintenance until downtime rather than the peak query time. Also worth mentioning
are the maintenance policies for stream monitoring that examine the problem to schedule multiple
continuous queries. They are able to manage incoming data streams using on deferred maintenance for
updating local data caches. However, their policies mainly focus on ETL (Extract, Transform and Load)
operations and they have difficulties in managing latency and accuracy when a large-scale fusion of
linked datasets is given.

Semantic caching was originally proposed for Database Management System (DBMS) [27] to
reduce the overhead when retrieving data over a network. The idea is to maintain has been extended to
previously issued queries to facilitate the future requests. Nowadays, the semantic caching technique
triplestores [28]. Godfrey et al. [29] proposed a notion of semantic overlap and introduced a caching
approach that utilized client-server systems. To extend this idea, Dar et al. [27] proposed a semantic
region-based caching and introduced a distance metric to update the cache where the far regions are
discarded from the cache. However, these approaches can only handle SELECT SPARQL queries.
Martin et al. [28] proposed an idea to apply cache on the SPARQL processor. The benefit of this work is
to cache both the triple query result and the application result. However, this work does not consider
identical and similar queries for cache replacement. To extend this work, Shu et al. [30] proposed
a content-aware approach that utilized query containment to estimate whether the queries can be
answered from the caches. The containment checking approach produces a lot of overhead, therefore
this approach is not widely utilized by the Semantic Web community. Yang et al. [31] proposed an
approach to decompose the query into basic graph patterns and cache intermediate results but they do
not consider cache replacement to maintain the freshness of the cache. In summary, only few works
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have been reported that deal with the problems related to view maintenance. Moreover, the existing
solutions are unable to provide proactive maintenance policy therefore reducing query time.

Figure 1. Showing the life science Linked Data Web.

3. Proposed Methodology

Figure 2 illustrates the overall architecture of the proposed approach. The main core component
in our proposed system architecture is the maintenance manager. When a user query registers in
the system, the maintenance manager creates a view corresponding to the query and serves the
request previously issued. The aim of the maintenance manager is to determine when and what
to update based on the proposed Change Metric. By utilizing the change metric, our maintenance
policy effectively updates the local views. The aim of the change metric is to quantify the evolution
of the Linked Data and identifies the changes occurs in the cloud. This change metric utilized the
maintenance policy to establish the criteria when the maintenance jobs are executed. Moreover, queries
issued by the clients are structurally similar [32]. To quantify the structural similarity between queries,
we propose a bottom-up query matching approach to detect changes between triple patterns occurring
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in consecutive queries. The result of queries is placed in a cache (or view). When similarly structured
queries arrive, the request is immediately returned from the cache module.
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Figure 2. Overall architecture of the proposed method.

3.1. Change Metric

Due to the continuous evolution of Linked Data, the local views become outdated. We proposed a
change metric that quantifies the evolution of Linked Data. The main benefit of using the change metric
is to alleviate the expensive job of copying the whole data instead of only updating local views with the
changed items. We utilized the Dynamic Characteristic Set (DCS), which identifies the addition and
deletion of the items in the Linked Data cloud. Typically, queries issued by the end-user are repetitive
and follow similar patterns that only differ in a specific element. Therefore, we use a bottom-up
matching approach to find similar queries. For the structurally similar queries, we first compute the
distance between the patterns, then the results of these queries are placed in a cache for future access.
To improve the efficiency of our system, we schedule the view maintenance as a low priority job that
combines the multiple tasks into one larger job and executes it when the system is in idle state.

We propose a change metric to quantify the evolution of the Linked Data Cloud. The change
metric utilizes the Dynamic Characteristics Sets (DCS) [33], a scheme abstraction that classifies the
Linked Data on the basis of the properties of subjects and objects. Moreover, DCS captures the inherent
structure and relationships of the Linked Data cloud. The DCS is a combination of properties and types
that are used to describe the content in Linked Data. A change at any level of Linked Data implies a
change in the mapping of the properties and type.

Let Xt represent the Linked data set captured at time t, which consist of subject s, predicate p and
object o, where P is the set of the properties in Xt and T are its type set. We define the DCS as a schema
abstraction based on the s and p. Any change in the DCS shows new content in the Linked data has
been added or removed.

Example 1. To explain the changes in the Linked Open Data (LOD) cloud, consider the snapshots of LOD
captures at time t as shown in Table 1. The changes are illustrated by DCS1, DCS2 , DCS2a and DCS2b. DCS1

= {foaf:Person, foaf: knows} captured at Xt1 and DCS1 = {foaf:Person, foaf: knows} captured at Xt2 remain
unchanged across snapshots. From the later version of the snapshot DCS2 was deleted and new combinations of
DCS2a and DCS2b were observed. Thus, DCS2 is no longer used in the LOD.
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Table 1. Rate of change in snapshots using Dynamic Characteristic Set (DCS).

Snapshot Xt1 Snapshot Xt2 Status

DCS1 = {foaf:Person, foaf:knows} DCS1 = {foaf:Person, foaf:knows} Unchanged
DCS2 = {foaf:name, foaf:knows,
dbpedia:project/media} Deleted

DCS2a = {foaf:name, foaf:knows,
dbpedia:project/social} New

DCS2b = {foaf:name, foaf:knows,
dbpedia:internProject} New

3.2. Query Matching

We proposed an offline analysis to identify similar structure queries. The result of the previously
issued queries are extracted from the log. By using query matching, we pre-fetch the results of
the similar queries and place in a cache for future access. This approach lowers the burden on
SPARQL endpoints. To find a similar query, we compute the Levenshtein Distance between two queries,
normalized by the size of the query strings. We define the Distance Score as:

DistanceScore =
Levenshtein (Q1, Q2)

max (|Q1, Q2|)
. (1)

In Equation (1), we define the distance score to match the triple patterns. The overall distance of
the triple pattern is calculated by aggregating the individual score of the subject, predicate and an object.
The structure base similarity is not sufficient to return a search result, as it only relies on the ordering
of symbols. It is possible that two queries represent the same structure of ordering but share different
content. We utilize the distance function score to determine the query matching. The query distance
between the two graphs is the minimum number of edit operations, such as addition, deletion and
insertion, to transform one graph to another. However, the cost is determined by the distance between
triple patterns ∆ (T1, T2). Complete matching is only possible in the case of bipartite graphs, where
Basic Graph Patterns (BGP) occur with the same number as for the triple patterns. Maximum matching
is determine in polynomial time. We utilize the Hungarian method [34] to obtain the individual triple
patterns with the assignment of minimum cost. Therefore, the higher cost of triple matching is set
to ∆ (T1, T2) > 1 which is considered the infinite cost, where there is no matching between the BGP
elements. The score derived from the complete matching is defined as:

∆ (BGP1, BGP2) =
∑
(
Triplei, Triplej ∈ MT

)
∆
(
Triplei, Triplej

)
MT

. (2)

As shown in Equation (2), MT assigns the cost to triples. In the case that MT is finite, there
is a valid triple pattern matching scenario that exists, and if MT is infinite, no such scenario exists.
However, real-world queries are more complex than the basic graph patterns, therefore, we use a
bottom-up approach to derive the minimum cost between BGP. We continue to check the alignment
of query patterns, in the case of no alignment, then the matching has an infinite cost. In the case of
maximal matching, two BGPs can be matched if they are aligned and matching with finite cost can be
established between all the patterns.

3.3. Maintenance Manager

In this section, we describe the maintenance manager in detail and also explain the prerequisite
to efficiently update the local views. When a query is registered with the system the maintenance
manager creates a view and selects the appropriate policy to keep the view up-to-date. These policies
invoke the job scheduler to select the relevant stream data and store the appropriate results in the view.
A maintenance policy P consists of the sequence of job needed to update the local views. To be able to
keep track of all the views this module maintains hash tables of each view along with the maintenance
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tasks. To keep track of which version of the data is needed by the views, this module keeps track of the
status of the maintenance task. The maintenance of each job is scheduled as a low priority background
job and the maintenance manager combines multiple tasks to schedule as a larger job to be executed
when the system is in idle state. When a maintenance job is completed, the manager removes the
job from the list and releases the remaining pending tasks. Similarly, in the query execution phase,
we first check whether the views used by the query contain any pending maintenance jobs. In the case
of a pending task, the query requests the manager to perform the task in order to update the local
views. This process is similar to on-demand maintenance, where the query waits until the maintenance
process is completed.

3.4. Scheduling Updates of Linked Data

To update the view, for each transaction a maintenance task is created and accumulated in
the task queue. The traditional policy is to update each job one by one regardless of the time
consumption. However, in our approach we combine each small tasks into a larger maintenance job.
The maintenance job will be executed only once. Our maintenance manager eliminates redundant
update tasks. Therefore, reducing the size of the update stream. The maintenance job begins when
the system has a freecycle. We hide the maintenance process from incoming queries to improve the
performance of response time. We use CAMP [12,33] to determine when a local view needs to be
updated. CAMP identifies the highly dynamic sources in the Linked Data that are frequently updated
and captures these changes to updates the local views. CAMP visits the data sources based on a
preference score. Highly dynamic sources should be fetched at a high priority. The preference score is
based on the history of the sources. The preference score is computed as shown in Equation (3):

fPASU(X) = ∑
i=0

∆(Xtlastupdate−1 , Xtlastupdate)

tlastupdate(X) − tlastupdate(X)−1
. (3)

In Equation (3), tlastupdate is a function that returns the time when Linked Data was last updated.
This function is recursive, as tlastupdate−1 returns the time before the last update and ∆ quantifies the
amount of the changes such as addition and deletion of items. The maintenance policy indicates when
the Linked Data source should be fetched. However, it is possible to retrieve the sources in the order
of their assigned preference. The overall flow of the proposed algorithm is shown in Algorithm 1.
The CAMP algorithm first generates the view for the incoming queries as shown in Line 1. As an input
parameter, CAMP takes a query model Q and job scheduler, which indicates the time to schedule the
resources. CAMP also chooses the appropriate policy to facilitate the performance of the maintenance
policy P. The maintenance manager releases a policy Jr to update the local views before the query
evaluation in Line 6 and 7 in a maximum execution time Kmax.



Appl. Sci. 2019, 9, 4818 8 of 14

Algorithm 1: Change-Aware Maintenance Policy (CAMP).
Input : Query Q, Job Scheduler H
Output : The entire maintenance process P
// Creation of the maintenance process

1 Vq = createView (Q)

2 for (i = 0; i ≤ Maintenance; i ++) do
3 P = MaintenancePolicy (Q, Views(Vq))

// Update from the most dynamic sources
4 updatecache← Jr;
5 Jr = P.release (JobScheduler)

// Check that the recent changes occur in the LOD sources
6 if f (Xi, ti) recent changes then
7 updatecache← ti+1 ;
8 else
9 return f (Xi, Kmax) = update(Xi);

4. Experimental Study

This section describes the evaluation of our approach and comparison with other approaches.
We first describe the setup of our experimentation and dataset used. For performance evaluation we
measure the response time, maintenance cost and cache hit rates. We conducted the experiments on
OpenLink Virtuoso Server 07.10 with 4xAMD A8-7650K Radeon R7 and 64bit Ubuntu 16.04.2 LTS and
32 GB of RAM with 7200 RPM. There are numerous datasets available in Biomedicine that originate from
different sources. In our experimentation, we utilized two datasets—LinkedCT (https://www.w3.org/
wiki/HCLSIG/LODD/Data) and DYLDO (http://swse.deri.org/dyldo/data/). Both of these datasets
are serialized in triple format, we use NxParser (https://www.w3.org/2001/sw/wiki/NxParser) to
parse these datasets. For query evaluation, we utilized the queries extracted from the logs of LinkedCT
and DYLDO [35]. In our evaluation, we have utilized the queries extracted from the public available
SPARQL endpoints provided by the Linked SPARQL Queries (LSQ) (https://aksw.github.io/LSQ/)
datasets.

The Linked Clinical Trials (LinkedCT) dataset [36] is a Linked Data representation of the open
dataset ClinicalTrials.gov. The original dataset is published in XML format and the main benefit of its
linked representation is that it facilitates SPARQL queries. This dataset contains information about
governmental and privately funded clinical trials in approximately 9.8 million triples. This dataset
also contains links to external datasets such as DBpedia and Bio2RDF.org via SPARQL endpoints..

The Dynamic Linked Data Observatory DYLDO [10,37] monitors the evolution of Linked Data
over time. It collects snapshots of the Web of Data using 149 weekly crawls of the Linked Data Cloud.
The average size of a snapshot is about 1.35 GB. The data collected during three years adds up to
approximately 36 GB. DYLDO includes various well known sources such as DBpedia.org, identi.ca and
DBtropes.org.

4.1. Baseline Approaches

We have evaluated our approach against Eager Maintenance, Time To Live (TTL), PageRank, Size,
ChangeRatio and ChangeRate.

Eager Maintenance: In eager maintenance, all the updating jobs are performed immediately after
the new data arrives. Eager maintenance updates all the materialized views immediately after the
query evaluation and each update query has to wait until view maintenance is done. The cost of the
view maintenance is normally high [38].

https://www.w3.org/wiki/HCLSIG/LODD/Data
https://www.w3.org/wiki/HCLSIG/LODD/Data
http://swse.deri.org/dyldo/data/
https://www.w3.org/2001/sw/wiki/NxParser
https://aksw.github.io/LSQ/


Appl. Sci. 2019, 9, 4818 9 of 14

Time To Live (TTL): TTL is a fixed threshold—the age at which the view must be refreshed. Most of
the maintenance manager use TTL to captures how old the views from the last query evaluation are.
TTL is an important feature that illustrates when the data source was last visited and updated [39].

PTTL(Xt,c) = ti − tlast(Xt,c) (4)

As shown in Equation (4), TTL is used by the scheduling strategies to fetch the data source c in
time ti, whereas, tlast is the last update time.

PageRank (PR): Updates the local views based on the ranking of the Linked Data sources.
The ranking is calculated based on the number of incoming links and the sources are pre-fetched from
the highest PageRank [40]. It is represented as:

PPR(Xt,c) = PR(Xchighest ,tupdate) (5)

Size: In this policy, Size is determined by checking the Linked Data sources. The priority is given
to the largest data source [41]. The formula for size is as follows:

Psize(Xt,c) = |Xcmax ,tupdate | (6)

ChangeRatio: In this policy, ChangeRatio counts how many items were updated based on the last
known time period [42]. This metric is useful for storing the change history and number of detected
changes of the Linked Data as shown in Equation (7).

PChangeRatio = ∑
i=no.o f changes

|Xc,tlastupdate | (7)

ChangeRate: In this maintenance policy, the local views are updated from the sources with the
most to the least changes [15] observed at last known points. It is represented as follows:

PChangeRatio = ∆
(

Xc,tlastupdate , Xc,tlastupdate−1

)
(8)

4.2. Performance Evaluation

To evaluate the effectiveness of CAMP, we compared our proposed approach with the
state-of-the-art approaches to find out the quality of the maintenance performed by existing strategies.
We evaluated on the basis of the maintenance cost, quality and cache hit rates.

4.2.1. Maintenance Cost

We define the maintenance cost as the time taken to perform maintenance operations. Figure 3
shows the maintenance cost for each policy on each dataset. Our proposed approach, CAMP, performed
the maintenance job in the background when the system was idle and enough resources were available.
Therefore, the overhead of our proposed approach was completely hidden from the user and measured
the required system time in order to perform the offline maintenance task. The maintenance cost was
measured as a sum of the response time and total time. Our approach produced a lower elapsed time
of 5 s as the query does not pay for the cost of maintaining the view. Compared with Eager Maintenance
where the query has to wait until the maintenance job is completed, the average response time was
15 s. However, PageRank, Size and TTL did not consider maintenance cost while updating the local
views and these strategies performed worst as the query had to wait until the maintenance jobs were
completed. Similarly, in the case of the ChangeRatio and ChangeRate, these policies use the periodic
update function that keeps on tracking the changed occurred in the Linked Data cloud. As these
policies often run in the background, they produced high latency.
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Figure 3. Maintenance cost: Showing the comparison with other state-of-the-art approaches on (a)
LinkedCT and (b) DYLDO datasets.

4.2.2. Maintenance Quality

In this evaluation, we utilized the quality of the updates performed by the maintenance policies
under consideration. We started with the perfect cache and assumed that a change occurs in the cloud.
Due to this change the local views become outdated. Therefore, our main goal was to check the quality
of the updates performed by the state-of-the-art strategies as shown in Figure 4. And we evaluated
how the existing strategies perform to update the local views. We used the precision and recall as an
evaluation metric to measure the quality of the updates results are shown in Figure 4. In this setup,
all the existing strategies showed a uniform loss in the quality of update. CAMP outperformed all
other strategies, achieving 91% (precision) and 89% (recall) accuracy in the datasets. We observed that
our proposed strategy only updates the relevant data sources with less overhead and delay. Strategies
like Pagerank, Size and TTL performed worst because these strategies were executing irrelevant queries.
ChangeRatio and ChangeRate only captured changed items and their efficiency degraded with each
iteration over time.
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Figure 4. Quality of updates performed by the proposed approach as compared to the existing approaches.

4.2.3. Cache Hit Rates

As the cache had limited space; it was advantageous to replace the cache with more valuable
content to improve query performance (i.e., cache hit rate). In this evaluation, we measured the
performance of query times in terms of better hit rates. We evaluated both of the datasets, LinkedCT
and DYLDO. Figure 5 shows the hit rates achieved by the existing approaches. We utilized the access
logs and based on the maintenance policy, each approach replaced the cache to keep it up-to-date.
CAMP replaced the cache based on the access frequency and more frequent access queries were placed
in a cache for future access. On average, CAMP achieved 82% hit rates as compared to the Eager (77%)
and ChangeRate (70%). PageRank, Eager, TTL and Size performed worst in term of cache hit rates.
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Figure 5. Hit Rate achieved by CAMP as compared to existing approaches.

5. Conclusions

Often, Linked Data applications pre-fetch data and place it in a cache for future access. Due to
the continuous evolution of the Linked Data Cloud, the local cache becomes outdated. In this paper,
we proposed a maintenance policy that performs the local cache update jobs before query evaluation.
The proposed maintenance policy utilizes a change metric together with a query similarity measure
to identify and update changed items. Most of the queries issued by the Linked Data client are
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similar in structure. Therefore, instead of running the queries repeatedly, we pre-fetched the results
of these queries to improve cache hit rates. For the maintenance jobs, we combined the smaller
task into one job to reduce resource utilization. We compared the effectiveness of our proposed
approach to state-of-the-art approaches, namely Eager, TTL, PageRank, Size, ChangeRatio and ChangeRate.
The proposed approach outperformed the existing policies in terms of lower maintenance cost, higher
maintenance quality and better cache hit rates. In the future, we will investigate the benefit of our
proposed approach to accelerate the query time in real-world data analytics application.
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