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Abstract. Linear discrimination analysis (LDA) technique is an important and 
well-developed area of image recognition and to date many linear 
discrimination methods have been put forward. Basically, in LDA the image 
always needs to be transformed into 1D vector, however recently two-
dimensional PCA (2DPCA) technique have been proposed. In 2DPCA, PCA 
technique is applied directly on the original images without transforming into 
1D vector. In this paper, we propose a new LDA-based method that applies the 
idea of two-dimensional PCA. In addition to that, our approach proposes an 
method called Discriminative Common Images based on a variation of Fisher’s 
LDA for face recognition. Experiment results show our method achieves better 
performance in comparison with the other traditional LDA methods. 

Index Terms – Fisherfaces, Linear discrimination analysis (LDA), 
Discriminative Common Image, face recognition. 

1. Introduction 

The Fisherface method [4] combines PCA and the Fisher criterion [9] to extract the 
information that discriminates between the classes of a sample set. It is a most 
representative method of LDA. Nevertheless, Martinez et al. demonstrated that when 
the training data set is small, the Eigenface method outperforms the Fisherface 
method [7]. Should the latter be outperformed by the former? This provoked a variety 
of explanations. Liu et al. thought that it might have been because the Fisherface 
method uses all the principal components, but the components with the small 
eigenvalues correspond to high-frequency components and usually encode noise [11], 
leading to recognition results that are less than ideal. In [5], Yu et al. propose a direct 
LDA (DLDA) approach to solve this problem. It removes the null space of the 
between-class scatter matrix firstly by doing eigen-analysis. Then a simultaneous 
diagonalization procedure is used to seek the optimal discriminant vectors in the 
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subspace of the between-class scatter matrix. However, in this method, removing the 
null space of the between-class scatter matrix by dimensionality reduction would 
indirectly lead to the losing of the null space of the within-class scatter matrix which 
contains considerable discriminative information. Rui Huang [10] proposed the 
method in which the null space of total scatter matrix which has been proved to be the 
common null space of both between-class and within-class scatter matrix, and useless 
for discrimination, is firstly removed. Then in the lower-dimensional projected space, 
the null space of the resulting within-class scatter matrix is calculated. This lower-
dimensional null space, combined with the previous projection, represents a subspace 
of the whole null space of within-class scatter matrix, and is really useful for 
discrimination. The optimal discriminant vectors of LDA are derived from it. In [14], 
a common vector for each individual class is obtained by removing all the features 
that are in the direction of the eigenvectors corresponding to the nonzero eigenvalues 
of the scatter matrix of its own class. The common vectors are then used for 
recognition. In their case, instead of using a given class’s own scatter matrix, they use 
the within-class scatter matrix of all classes to obtain the common vectors. 

In [15], a new PCA approach called Two-dimensional PCA (2DPCA), is 
developed for image feature extraction. As opposed to conventional PCA, 2DPCA is 
based on 2D matrices rather than 1D vectors. That is, the image matrix does not need 
to be transformed into vector. Instead, an image covariance matrix can be constructed 
directly using original image matrices. So, in this paper we improve the LDA 
algorithm based on the idea of two-dimensional PCA. 

Generally, in this paper we improve the LDA-based algorithm by apply the 2D 
approach into the Discriminative Common Vectors [14] algorithm. Our new method 
takes the advantages of both 2DPCA method [15] for dealing with high dimensional 
data to avoid singularity and LDA-based algorithm [14] for dealing with small sample 
size problem. The remainder of this paper is organized as follows: In Section 2, the 
traditional LDA methods are reviewed. The idea of the proposed method and its 
algorithm are described in Section 3. In Section 4, experimental results are presented 
for the Yale face image databases to demonstrate the effectiveness of our method. 
Finally, conclusions are presented in Section 5. 

2. Linear Discriminant Analysis 

Suppose that we have N sample images 1 2{ , ,..., }Nx x x  taking values in an n-
dimensional image space. Let us also consider a linear transformation mapping the 
original n-dimensional image space into an m-dimensional feature space, where m < 
n. The new feature vectors m

ky ∈  are defined by the following linear 
transformation : 

T
k ky W x=   (1) 

where 1, 2,...,k N=  and nxmW ∈  is a matrix with orthonormal columns. 
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Different objective functions will yield different algorithms with different 
properties. While PCA seeks directions that are efficient for representation, Linear 
Discriminant Analysis seeks directions that are efficient for discrimination. Assume 
that each image belongs to one of C  classes 1 2{ , ,..., }CC C C . Let iN  be the 

number of the samples in class ( 1, 2,..., )iC i C= , 
1

i

i
x Ci

x
N

µ
∈

= ∑  be the mean of 

the samples in class iX , 
1

1 N

i
i

x
N

µ
=

= ∑  be the mean of all samples. Then the 

between-class scatter matrix bS  is defined as 

1

1 1( )( )
C

T T
b i i i b b

i

S N
N N

µ µ µ µ
=

= − − = Φ Φ∑  (2) 

and the within-class scatter matrix wS  is defined as 

1

1 1( )( )
k i

C
T T

w k i k i w w
i x X

S x x
N N

µ µ
= ∈

= − − = Φ Φ∑ ∑  (3) 

In LDA, the projection optW   is chosen to maximize the ratio of the determinant 
of the between-class scatter matrix of the projected samples to the determinant of the 
within-class scatter matrix of the projected samples, i.e., 

1 2arg max [ ... ]
T

b
opt W mT

w

W S W
W w w w

W S W
= =  (4) 

where { 1,2,..., }iw i m=  is the set of generalized eigenvectors of bS  and wS  

corresponding to the m  largest generalized eigenvalues { 1,2,..., }i i mλ = , i.e., 

1, 2,...,b i i w iS w S w i mλ= =  (5) 

3. Discriminative Common Vectors and Discriminative Common 
Images 

The Discriminative Common Vectors approach can be summarized as follows, details 
can be referenced at [14] : 

• Step 1: Compute the nonzero eigenvalues and corresponding eigenvectors 
of wS . Set 1[ ... ]rQ α α= , where r is the rank of wS . 
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• Step 2: Choose any sample from each class and project it onto the null 
space of  wS   to obtain the common vectors. 

_ , , 1,...,T
c com i i i cx x QQ x x C c C= − ∈ =  (6) 

• Step 3: Compute the eigenvectors kw  of comS , corresponding to the 

nonzero eigenvalues. With comS  is defined below. There are at most 

1C −  eigenvectors that correspond to the nonzero eigenvalues. Use 
these eigenvectors to form the projection matrix 1 2 1[ ... ]CW w w w −= , 
which will be used to obtain feature vectors. 

_ _
1

( )( )
C

T
com c com com c com com

c

S x xµ µ
=

= − −∑  

_
1

1 C

com c com
c

x
C

µ
=

= ∑  

(7) 

In Discriminative Common Images approach, the image matrix does not need to be 
previously transformed into a vector, so a set of N sample images is represented as 

1 2{ , ,..., }NX X X  with kxs
iX ∈ . Then the between-class scatter matrix bS  is 

re-defined as 

1

1 ( )( )
i i

c
T

b i C X C X
i

S N
N

µ µ µ µ
=

= − −∑  (8) 

and the within-class scatter matrix wS  is re-defined as 

1

1 ( )( )
i i

k i

c
T

w k C k C
i X C

S X X
N

µ µ
= ∈

= − −∑ ∑  (9) 

with 
1

N
kxs

X i
i

Xµ
=

= ∈∑  is the mean image of all samples and 

1
i

i

C
X Ci

X
N

µ
∈

= ∑  be the mean of the samples in class iC . The common vectors in 

(8) now become common images, and defined as 

_ , , 1,...,T
c com i i i cX X QQ X X C c C= − ∈ =  (10) 

Also, comS  in (9) is re-defined as  
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4. Experimental results 

This section evaluates the performance of our propoped algorithm Discrinative 
Common Images (DCI) compared with that of the original Fisherface algorithm, 
Direct LDA algorithm, and Discriminative Common Vectors (DCV) based on using 
Yale face database. The database contains 5760 single light source images of 10 
subjects each seen under 576 viewing conditions (9 poses x 64 illumination 
conditions).  For every subject in a particular pose, an image with ambient 
(background) illumination was also captured. 

Table 1. The recognition rates on Yale databases 

k Fisherface Direct LDA DCV DCI 
2 77.95 79.97 83.01 85.73 
3 86.29 86.59 89.11 93.78 
4 91.62 92.32 92.97 95.80 
5 93.31 93.98 94.42 97.51 
6 95.36 95.80 96.87 98.67 

 
Firstly, we tested the recognition rates with different number of training samples. 

( 2,3, 4,5,6)k k =  images of each subject are randomly selected from the database 
for training and the remaining  images of each subject for testing. For each value of 
k , 50 runs are performed with different random partition between training set and 
testing set, and Table 1 shows the average recognition rates (%) with Yale database. 

5. Conclusions 

A new LDA-based method for face recognition has been proposed in this paper. In 
this paper, we propose a method that applies the idea of two-dimensional PCA. In 
addition to that, we proposes a method called Discriminative Common Images based 
on a variation of Fisher’s LDA for face recognition. By solving the small sample size 
problem and high dimensionality, this paper proposes a practical algorithm for 
applying LDA on image recognition applications, and shows the efficiency in face 
recognition application. It has the advantage of easy training, efficient testing, and 
good performance compared to other linear classifiers. 
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