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ABSTRACT Chronic kidney disease (CKD) is one of the leading medical ailments in developing countries.
Due to the limited healthcare infrastructure and the lack of trained human resources, the CKD problem
aggravates if it is not addressed in its earlier stages. In this regard, the role of machine learning-based
automated diagnosis systems plays a vital role to deal with the CKD problem. In most of the studies
conducted on the automated CKD decision modeling, the main emphasis is given to enhancing the predictive
accuracy of the system. In this study, we focus on the applicability challenges of automated decision
systems taking CKD diagnosis as a case study within the purview of developing countries. In this regard,
we propose a cost-sensitive ensemble feature ranking method that takes a more realistic approach to group-
based feature selection. Two candidate solutions are proposed for group-based feature selection to meet
different objectives. Subsequently, both the candidate solutions are combined into a consolidated solution.
It is pertinent to note that it is one of the first studies in which cost-sensitive ensemble feature ranking
for non-overlapping groups is successfully demonstrated to achieve the stated objectives i.e. low-cost and
high-accuracy solution. Based on an extensive set of experiments, we demonstrate that a cost-effective
and accurate solution for the CKD problem can be obtained. The experimentation includes 7 well-known
classification algorithms and 8 comparative feature selection methods to show the efficacy of the proposed
approach. It is concluded that the applicability of the automated CKD systems can be enhanced by including
the cost consideration into the objective space of the solution formulation. Therefore, a trade-off solution
can be obtained that is cost-effective and yet accurate enough to serve as a CKD screening system.

INDEX TERMS Ensemble feature ranking, cost-based feature selection, threshold selection, filter methods.

I. INTRODUCTION
Chronic kidney disease (CKD) is a healthcare problem with
serious consequences that is characterized by a gradual
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loss of kidney function over time. CKD is generally defined
as abnormalities in the structure or function of the kid-
ney or a decrease in Glomerular filtration rate (GFR)
<60 ml/min/1.73 m2 for 3 months [1]. The main function of
the kidney is to filter out the excessive waste in the body
along with balancing the body’s fluids [2]. In the advanced
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FIGURE 1. Feature selection approaches; (a) filter (b) wrapper, and (c) embedded.

TABLE 1. Nomenclature.

stages of kidney deterioration, bodily waste builds up that in
turn impair the regulation of blood pressure, red blood cell
creation, and the formation of bones, with life-threatening
consequences. In case of severe kidney damage, the available
options are in terms of renal replacement therapy or kidney
transplant, where the latter is not a readily available treatment
option, the former affects the overall quality of life while
providing a temporary solution [3]. Therefore, it is of great
value to diagnose CKD disease earlier in its formative stages.

Frequently used symbols and abbreviations are provided
in Table 1 and Table 2.

CKD is one of the main causes of death in both devel-
oped and under-developed countries. It is estimated that
around 1 million people succumbed to CKD related illnesses
in 2013 [4]. AlthoughCKD is a global scale concern, it affects
the population in developing countries rather disproportion-
ately [4]. It is well-documented that CKD is a highly prevalent
disease in developing countries, one out of every ten persons
are suffering from CKD related ailments in the South Asian
region e.g., India, Bangladesh, Pakistan, Nepal, Bhutan,

TABLE 2. Abbreviations.

Sri Lanka, and Afghanistan. The CKD incidence and
prevalence are attributed to a number of factors such as envi-
ronmental, ethnic, socioeconomically, and rural-urban differ-
ences [5]. In a recent study on CKD in Pakistan, the regional
patterns of CKD prevalence are contrasted with that of the
developed countries and it is concluded that there is a simi-
larity in the overall trends [5]. It is also reported that a large
number of patients face sub-optimal outcomes in dealing with
CKD due to severe economic hurdles [6]. Therefore, in devel-
oping countries, the population living under the poverty line
is unfavorably situated to benefit from the advanced early-
stage CKD screen techniques due to myriad factors such as
cost of diagnosis, limited infrastructure in rural settings, and
the lack of trained human resource, among others [7].

In this regard, a number of machine learning-based tech-
niques are proposed to assist in CKD-related
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FIGURE 2. The schematic diagram for an ensemble-feature ranking approach [8].

diagnosis [9]–[13]. The overall objective of the CKD diag-
nosis system is to accurately and reliably diagnose patients
through automated clinical decision support systems. These
studies leverage a number of key indicators such as hyperten-
sion, diabetes mellitus, blood pressure, albumin, creatinine,
among others, to flag a high-risk patient. The significance
of such automated screening systems is to provide timely
and cost-effective recommendations without overburdening
the healthcare system. Most of the CKD diagnosis systems
are designed to capture subtle patterns with higher accuracy
that indicate the onset of the disease, thereby, improving the
efficacy of the treatment in the early stages of the disease.

In the domain of healthcare, the interpretable machine
learning modeling approaches are generally preferred as the
user can inspect the underlying inferencing of the mod-
els [14]. It is noted by Itani et al. [15] that physicians are
generally more appreciative of the decision support sys-
tems that take into account the operational considerations of
the medical field. In this regard, predictive accuracy is one
among many other considerations that affect the decision-
making process. The cost of machine learning models is
an important factor in operationalizing the decision support
systems, especially in rural settings where infrastructure is
scarce [16]. In this regard, it is of paramount concern that
machine learning techniques that preserve the semantics of
the data are used in modeling the decision process. Feature
selection is a preprocessing technique that generally tends
to increase the predictive accuracy of the machine learning
models. These techniques are used in a variety of applica-
tion domains such as cyber-security, business, biological data
processing [17]. In this regard, the application of feature
selection in the medical domain is two-folds i.e. it not only
reduces the overall dimensionality of the problem but also
identifies the salient factors in decision modeling. Further-
more, the speed of model construction is increased while
at the same time the generalization of the model is also
increased. Feature selection techniques are generally divided
into three categories as shown in Figure 1, i.e. filter-methods,
wrappermethods, and embeddedmethods. The filter methods
generally tend to employ univariate statistical measures to
evaluate the usefulness of the feature. Subsequently, features

are ranked according to their relevance and, a subset of
features is selected based on a user-defined threshold value.
In the case of wrapper approaches a learning algorithm is
used in the feature set optimization process where a subset
of features is selected as a final solution. Embedded methods
tend to select informative features in the process of model
induction and hence embedded methods are implicitly used
by some of the modeling techniques such as the C4.5 decision
tree model.

Recently, ensemble-feature selection techniques have
reported promising results as compared with non-ensemble
techniques [18]–[20]. In ensemble techniques, multiple fea-
ture evaluation measures or the same measure on mul-
tiple data subsets can be used in parallel to provide a
more comprehensive and robust evaluation. In the case of
ensemble-methods, special consideration is given to the
diversity and stability among the individual candidate solu-
tions. Similarly, a consolidated feature ranking is obtained
by combining multiple individual solutions, where each can-
didate solution corresponds to a specific evaluation technique
used in constructing the ensemble i.e. an element of the
ensemble. Two key considerations in ranking-based feature
selection techniques are the feature weight-age technique
and the threshold value selection. This study focuses on
ensemble-based feature ranking along with threshold selec-
tion heuristic. A schematic diagram of the ensemble-feature
ranking approach is shown in Figure 2, where two alternate
scenarios are depicted i.e. applying threshold before combin-
ing individual candidate solutions and threshold application
after combining results of the candidate solutions. Further-
more, the feature weight-age in the schematic illustration
refers to a heterogeneous case.

A number of studies have reported promising results on
the application of feature selection techniques to the CKD
diagnosis problem. In these techniques both filter and wrap-
per based methods are used for selecting a set of salient
features [9]–[13], [21]. In this case, it is demonstrated that
a small set of highly predictive features can yield accurate
and generalizable classification models. It is pertinent to
mention that most of the studies in the domain of medical
diagnosis assume that the cost of data acquisition is fixed
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FIGURE 3. Cost-assignment based on the individual and group-based formulation.

across the feature space i.e. features’ have the same cost,
therefore, the cost is not taken into consideration in designing
a diagnosis solution.

The notion of cost can be broadly defined as a contributing
factor in the candidate solution that diminishes its desirability.
In this regard, the cost can take a number of forms such as
economic cost, the degree of risk in terms of side-affects
associated with a particular medical procedure, the compu-
tational time required to process a sample as in the case
of medical imaging, the availability of specialized medical
equipment’s, among others. Data acquisition cost is one of the
operational aspects that has recently received attention from
the machine learning community. In this regard, a few studies
have reported the cost consideration in the CKD diagnosis
problem [8], [22]. It is demonstrated that a cost-effective
classificationmodel aided by feature selection techniques can
be generated for the CKD diagnosis problem having a rea-
sonable predictive accuracy. In the aforementioned studies,
the operating assumption is that the features are mutually
exclusive in terms of cost assignment. Hence, the cost factor
is associated with each feature on an individual basis. This
assumption may not hold in a case where the data acquisition
process is incumbent on medical tests where data for one
or more features can be derived from a single medical test.
A pictorial representation of individual and group tests is
depicted in Figure 3. In the case of individual-cost formu-
lation, it is inherently assumed that each test group would
provide data for a single feature. Therefore, the number of
test groups would be equal to that of features in the dataset.
Whereas, in the case of group-cost formulation a small set
of test groups are identified that would yield data for all the
required features in the dataset. Therefore, the cost factor
associated with a test group is shared among the features of
the given test group. For example, a urine analysis test covers
a wide range of features such as specific gravity, pus cells,
red blood cells, and puss cells clumps. The aforementioned
medical test varies in terms of the cost incurred due to a
number of factors e.g., the type of the patient’s medical
insurance, government subsidy (in case of public hospitals

or laboratories), and charges set by private laboratories. This
study adopts the group-cost formulation, as it is more rep-
resentative of the operational aspects of the CKD diagnosis.
Furthermore, the application of cost is used in a consistent
manner across the feature space in designing the solution
i.e. the cost factor is based on medical tests conducted in
public hospitals under an urban setting while the differences
in data acquisition cost between public and private testing
laboratories, and the laboratories in an urban and rural setting
are not catered in this study.

The main motivation of this study stems from the need
to take into account the operational and practical aspects of
machine learning applications. In this regard, the selected
problem is of high interest as it blights the developing coun-
tries over a long period. As machine learning-based screening
and diagnosis applications provide a workable solution to
the many problems faced by the healthcare sector, therefore,
recently a lot of scholarly work is reported on developing
disease diagnosis and management systems for the CKD
[9], [10], [12], [13], [21], [22]. The current study is in the
continuation of the scholarly work performed on the CKD
diagnosis problem. The main objective of this study is to
investigate and demonstrate the applicability of a holistic
approach that takes into account both the predictive accuracy
and operational cost of the machine learning solution. For a
screening application, the overall objective is to reduce the
cost of the application with a reasonable degree of reliability
i.e. predictive accuracy.

This study deals with a number of research questions
within the purview of the CKD diagnosis solution design:

1) How to assign an economic cost factor to a feature in a
group formulation?

2) How to select a threshold value in a cost-effective
manner?

3) How to apply a threshold to the ranked features?
The key contributions of this study are as follows:
• This study demonstrates an effective cost-sensitive fea-
ture ranking methodology for non-overlapping feature
groups
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• This study demonstrates an effective mechanism
through which both cost and relevance score can
be assigned to individual features and test groups,
respectively

• This study provides an empirical evaluation of dif-
ferent threshold application and subset combination
approaches within the scope of the CKD diagnosis
problem

• It is one of the first studies on CKD diagnosis in which
the economic cost factor is utilized from the perspective
of a developing country

The rest of the paper is organized as follows: Section II
deals with a detailed literature review within the purview of
relevant studies on the CKD problem. The proposed method-
ology is discussed in Section III. Section IV deals with
extensive experimentation of the proposed and comparative
techniques. Finally, discussion and conclusions are provided
in Section V and VI, respectively.

II. RELATED WORK
Feature selection is one of the key data preprocessing tech-
niques generally used for enhancing the robustness of the
machine learning classifiers [20], [23], [24]. Gu et al. [23]
proposed a wrapper-based feature selection method. This
approach used kernelized fuzzy rough sets (KFRS) for eval-
uating a set of candidate solutions generated through a
memetic algorithm. In this study, it is demonstrated that
irrelevant features induce a computational burden on the clas-
sification models. Therefore, resulting in sub-optimal mod-
els with reduced accuracy. The aforementioned evaluation
function produced consistent scoring of the solutions while
dealing with uncertainty and noise in the data. It is also
demonstrated that the memetic search mechanism success-
fully obtained highly accurate solution and search success
as compared with other meta-heuristic methods in a com-
paratively less time. Li et al. [24] proposed an ensemble of
OS-extreme learning machine with binary Jaya (BinJaya)-
based feature selection approach for the assessment of real-
time transient stability of power systems. It is demonstrated
that the proposed BinJaya approach is capable of selecting
an optimal set of features from the entire feature space of
the phasor measurement units data. This approach also used
the KRFS technique as the class separability criterion. It is
demonstrated that the BinJaya algorithm selected a set of
7 features that are highly predictive of the target concept from
an original set of 33 features. The aforementioned studies
show that feature selection techniques are generally used
to enhance the predictive capabilities of the classification
models.

As the real-world data are stored without having any
specific application in mind, therefore, the data need to be
adapted for the classification task e.g., removing irrelevant
attributes. In this regard, one of the important aspects reported
in literature is to identify useful features that not only enhance
the predictive performance of the model but also provide
the decision-maker with a set of important predictors for

knowledge management [17]. In the case of the cost-sensitive
feature selection framework, a feature is not only associ-
ated with value but also with a cost. Therefore, the main
objective of this study is to extensively investigate the role
of cost-sensitive feature selection within the scope of the
CKD diagnosis problem as a case study. In this regard,
this section deals with the broad categorization of feature
selection techniques, some of the key studies on the decision
modeling for the CKD problem, and some of the promising
approaches in the direction of ensemble feature selection.
Feature selection techniques are generally divided into three
types i.e., filter, wrapper, and embedded methods. Filter
methods are one of the widely used techniques for feature
selection [25]. As a dataset may contain irrelevant features
that may result in an over-fitted classification model, there-
fore, filter methods assign a relevance score to each feature
in the dataset. This relevance score is generally based on sta-
tistical or information-theoretic measures such as information
gain, gain ratio, fisher score, chi-square, t-test, inconsistency
criterion, among others. In this regard, an ordered feature list
is obtained based on univariate analysis. A subset of features
can be drawn from this list by applying a threshold value.
The automatic selection of a threshold value is a non-trivial
task [26], [27], therefore, in most cases either the decision-
maker is tasked with an appropriate threshold value selection
or a fixed set of features are selected based on an apriori
threshold selection e.g. top 10% features [28]. Filter methods
are generally preferred for large datasets as they incur a less
computational cost as no classifier is included in the feature
scoring process. One of the key limitations of these meth-
ods is ignoring feature interaction. Methods that take into
account pair-wise feature interaction, tend to take relatively
more computational time as compared with the baseline filter
methods. In this regard, wrapper approaches are suitable for
capturing feature interaction. Wrapper methods are gener-
ally more accurate as they involve classifier in the solution
evaluation stage, furthermore, feature interaction is addressed
by generating multiple candidate feature subsets. The candi-
date subsets are iteratively evolved using powerful searching
techniques such as evolutionary algorithms, randomized hill-
climbing, beam search, branch-and-bound methods, simu-
lated annealing, among others. The resultant feature subsets
are more compact, account for feature interaction, and feature
redundancy at the expense of computation time. Wrapper
methods tend to produce less generalizable feature subset
solutions as compared with filter methods, as the latter tends
to rely on the intrinsic characteristics of the dataset while the
former relies on the inductive bias of a particular classifier.
The third category of feature selection involves embedded
techniques in which the search mechanism is guided by the
model creation process. In the course of building a model
from training data, a nested subset evaluation is performed to
select a suitable set of features for building the model [25].
A set of features are selected in the process of optimizing
a classification model. Embedded techniques are computa-
tionally less expensive as compared with wrapper methods,
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TABLE 3. Summarized comparison of individual feature selection approaches.

while the results produced are tightly coupled with a specific
classification model and hence are less generalizable. Table 3
provides a summarized comparison of the main feature selec-
tion approaches.

Ensemble methods are frequently reported in the fea-
ture selection literature [18]–[20], [29], [30]. These ensem-
ble techniques have taken inspiration from ensemble model
learning where weak learners provide intermediate labels
that are subsequently combined into a final recommendation.
As the ensemble model learning has shown promising results
on classification and regression problems, similar results can
be observed on complex feature selection problems. In the
case of the feature selection problem, generally, there are
two approaches for building ensemble solutions i.e. ranking
based approaches and subset based approaches. As feature
selectionmethods can either produce an ordered ranked list or
a final feature subset, a similar case is observed for ensemble
feature selection approaches as well based on the nature
of the base feature selection technique. For example, if the
base methods in an ensemble tend to produce a ranked list
of features, then the ensemble approach would produce a
consolidated ordered ranked list. Generally, ensemble feature
selection methods are divided into homogeneous and hetero-
geneous approaches. In the case of a homogeneous approach,
the dataset is horizontally divided and the same feature selec-
tion method is applied to each data partition. While in the
case of a heterogeneous approach, multiple feature selec-
tion methods are applied to the same data partition. In this
study, we explore the heterogeneous ensemble approach that
is relatively more common [31]. As our proposed ensemble
approach deals with both feature ranking and feature subsets,
therefore, we focus on these two aspects of the ensemble fea-
ture selection methodology. Table 4 provides a summarized
comparison of the two aforementioned techniques for ensem-
ble approaches based on the base feature selection methods.
Subset-based methods produce results in a partial list of
features i.e., features present in the partial list are considered
elements of the final solution while the rest of the features are
discarded for any further processing. In this case, each base

subset method produces a partial list. This partial list may
or may not be ordered, therefore, the relevance of a feature
is based on its presence in multiple feature subsets. In this
regard, the final feature subset is based on the consolidation
of the base subsets. Typical ways to arrive at a final feature
subset is to use set-theoretic combining techniques such as the
intersection of all the base feature subsets, or union of all the
subsets or multi-point intersection is also one of the favored
techniques in this regard [29]. It is reported that intersection
tends to produce very restrictive solutions that do not tend to
produce good results [31]. While the union may result in a
very large feature subset and the case of cost-based feature
selection, each feature may carry a specific cost of data
acquisition and hence, the overall cost of the solution may
increase in this case. Other approaches for combining base
feature subsets are based on classification performance of the
subset [32] or data complexity measures i.e. features result-
ing in decreased theoretical complexity of the data must be
preferred [31]. Ranking based methods leverage a number of
feature scoringmeasures such as information gain, symmetric
uncertainty, Gini index, chi-square, among others [33]. These
techniques evaluate the relevance of a feature in terms of
predicting the class label. Furthermore, an ordered ranking of
features is returned by these base feature selection methods.
Subsequently, a set of individual feature rankings are consol-
idated into a single ranking by taking into account the feature
score and/or rank of a feature in a given list. A feature that has
consistently received higher scores or is consistently placed
higher in the individual scoring lists, tends to preserve its
relevance in the final feature list. Since the ranking methods
assign feature relevance to all the features in the dataset,
therefore, a threshold value is used to select only the most
relevant set of features. The threshold can be taken as a fixed
value such as the top 10% of the features or it may depend
on the nature of the dataset. In this study, we specifically
deal with ranking approaches. It is pertinent to mention that;
threshold may be applied before or after combining results of
the basemethods. Table 4 provides a summarized comparison
of both ranking and subset based ensemble approaches.
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TABLE 4. Summarized comparison of ensemble feature selection approaches.

This study focuses on the CKD diagnosis problem, there-
fore, most of the techniques discussed in this section are
related to the feature selection and classification of the CKD
problem. Polat et al. [13] proposed a hybrid feature selec-
tion technique for the CKD diagnosis. In this technique,
the authors have demonstrated that reducing the number of
features has a positive impact on the resultant accuracy of
the Support Vector Machine (SVM) classifier. The subset
generating mechanism is based on the Best First search
while the SVM-based subset evaluator is used for assigning
fitness to the candidate feature subsets. It is reported that
the aforementioned feature selection approach selected the
top 11 features and achieved an accuracy rate of 98.5% on
the CKD dataset was acquired from the University of Cal-
ifornia at Irvine (UCI) benchmark dataset repository [34].
Almansour et al. [21] proposed an early stage CKD diagnosis
solution in order to assist the nephrologist in decisionmaking.
The effectiveness of the proposed approach is demonstrated
on the benchmark CKD dataset from the UCI. One of the
objectives of this study is to provide a comparative analysis of
different classification techniques such as SVM andArtificial
Neural Networks (ANN). It is reported that on the CKD
problem ANN achieved higher predictive accuracy than that
of the SVM model. It is pertinent to mention that the dataset
was apriori treated for the missing values using the mean
substitution technique. This study also investigated the effects
of FS on the predictive accuracy of both SVM and ANN
classifiers. It is concluded that FS has a positive impact on the
CKD problem. Furthermore, the top 12 features are selected
in the final solution.

Ogunleye and Qing-Guo [10] proposed an ensemble deci-
sion tree-based classification approach for the CKDdiagnosis
problem. In this study, a number of widely used classifi-
cation techniques are compared on the CKD dataset and
XGBoost is subsequently selected as a base model. Further-
more, a set-theoretical rule is used for combining features
from different feature selection methods such as recursive
feature elimination, extra tree classifier, and univariate selec-
tion. Finally, a set of 12 features is selected. The dataset is
imputed for missing values using the median substitution.
The final evaluation results are reported on an out-of-sample
set of about 10% data i.e. 40 cases. Qin et al. [12] investi-
gated the effects of missing values substitution for the CKD

diagnosis problem. In this regard, the authors have taken into
account a number of classifiers such as logistic regression
(LG), RandomForest (RF), SVM, k-nearest neighbor (KNN),
Naïve Bayes (NB), andANN. RF achieved the highest predic-
tive accuracy among the aforementioned classifiers followed
by the LGmodel. The experiments are performed on the CKD
benchmark dataset from the UCI. The KNN (with K = 11)
is selected for dataset imputation and subsequently, a set of
top 11 features is selected. Furthermore, an integrated model
based on Perceptron learning is used that takes probabilities
from both RF and LGmodels. The resultant model achieved a
slightly higher predictive accuracy than that of the individual
models of RF and LG. It can be observed that decision tree-
based ensemble modeling approaches consistently produce
models with high predictive accuracy for the CKD problem
as reported in [10], [12].

Wibawa et al. [11] investigated the CKD diagnosis prob-
lem from the cost-accuracy trade-off perspective. The authors
demonstrated the efficacy of machine learning-based CKD
diagnosis in terms of identifying useful features that are not
taken into account byGFR estimation equations. In this study,
RF is used as a base classifier, while the LASSO regulariza-
tion method is used to rank the features with respect to their
predictive capability. Finally, a set of 5 top most predictive
features are selected that are cost-effective as well. All the
experiments are performed on the UCI benchmarked CKD
dataset. Chen et al. [29] performed an extensive study on
feature subset combination methods such as union, intersec-
tion, and multi-intersection approaches. The main objective
of this paper is to explore the effective approaches to combine
candidate solutions from multiple feature selection methods.
Three well-known feature selection methods i.e., Principal
Component Analysis (PCA), Genetic Algorithms (GA), and
Classification And Regression Trees (CART) are used in
the experimentation. The candidate approaches are evaluated
using the ANN classifier. The stock prediction problem is
considered as a case study through which it is demonstrated
with the intersection between PCA and GA, and the multi-
intersection of PCA, GA, and CART performed compara-
tively better in terms of predictive accuracy of the resultant
ANN model.

Ali et al. [30] proposed a unified ensemble feature
selection approach in which the authors combine feature
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TABLE 5. Summarized comparison of the key approaches to feature selection.

weight-age techniques and generate a combined feature
weight-age. Furthermore, based on extensive experimenta-
tion on both medical and non-medical datasets, it is reported
that the top 45% features of any dataset generally provide
good enough accuracy. Hence, a fixed threshold is proposed.
The feature weight-age methodology is evaluated based on
a number of classifiers i.e., NB, C4.5, KNN, RIPPER, and
SVM. The individual feature scoring technique in the ensem-
ble include information gain, chi-squared, gain ratio, sym-
metric uncertainty, and signification. Osanaiye et al. [28]
proposed an ensemble-based feature selection technique. The
proposed technique is based on a set of filter methods such
as information gain, gain ratio, chi-square, and ReliefF to
comprehensively assign a score to the features. In this study,
the intrusion detection problem is taken as a case study to
demonstrate the effectiveness of the proposed approach. A set
of candidate feature sets are selected from each feature scor-
ing method using the top 1/3rd features in the dataset. Hence,
four subsets are obtained. A final feature set is selected based
on the intersection of the candidate sets. The decision tree
classifier is used to evaluate the effectiveness of the generated
solution. Table 5 provides a comparative analysis of some of
the key feature selection techniques considered in this study.

The aforementioned studies applied feature selection tech-
niques to the structured data. The image data is yet another

data modality where deep learning techniques have been
successfully applied yielding highly successful results such
as [35], [36]. Wen et al. [35] proposed a multilabel image
classification approach that used the co-projection of features
and labels present in the dataset. The gist of the method
is to project both labels and image features to a common
latent vector space. In this way, the frequently occurring
features and labels do appear closer in the latent space as well.
In another study, Li et al. [36] proposed a domain adaptation
approach for object detection in medical images. As the med-
ical images are expensive to obtain, resulting in insufficient
records in the training datasets. In this regard, the domain
adaptation models are one of the appealing alternatives to
obtain accurate results regardless of the differences in the data
distribution.

III. METHODOLOGY
This section deals with a detailed description of our proposed
methodology. As mentioned in Section I, the main impetus of
the methodology is to deal with a group of features in a cost-
sensitive manner. Most of the ranking techniques assume that
cost of feature acquisition is independent of other features
i.e. cost is not shared among different features. Therefore,
each feature is evaluated independently based on its predic-
tive score and associated cost. Although the aforementioned
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FIGURE 4. Schematic illustration of the proposed hybrid approach.

problem formulation simplifies the selection of a set of fea-
tures, it does not account for situations where features are
dependent on other factors such as medical tests e.g. urine test
[2], [3]. In medical diagnosis applications, acquiring data for
a set of features is dependent on carrying out certain medical
tests. Hence, a relatively small set of medical tests may cover
all of the features present in the dataset, where the cost is
distributed among features. In this regard, a medical test is
comprised of a set of features whereas multiple features are
grouped under a certain test. So the challenge is to assign a
proxy merit value to the medical test based on the combined
worth of features. And reciprocally, assign a proxy cost to
individual features based on the overall cost of the medi-
cal test. We address these problems in parallel. In the first
approach, the cost factor is given precedence over the fea-
ture weight-age. In this case, a subset of cost-effective test
groups (TGs) are selected i.e. each medical test is assigned a
relevance score, and based on the cost-aware threshold value
a subset of tests is selected. In the second approach, features
are directly selected based on their collective ranks i.e. each
feature is assigned a relevance score based on its predic-
tive power, and subsequently a cost-aware threshold value
is selected. It is pertinent to note that in both the aforemen-
tioned techniques, features are considered in groups. In this
research, we have used the heuristic of intersection between
the score and accumulated cost curves [21] for selecting a
threshold value as shown in Figure 6. Both solution-1 (S1)
and solution-2 (S2) produces subset of features that are later
combined into a consolidated solution. The partial solutions
obtained from the aforementioned techniques have differ-
ent characteristics; the solution obtained from S2 tends to
minimize the collective cost of features regardless of the
cardinality of the solution set, while the S2’s solution tends to
enhance the collective predictive value of the solution while
optimizing the solution set. Figure 4 depicts the schematic
representation of the proposed ensemble technique.

A. MISSING VALUES IMPUTATION
Real-world datasets are generally not of high quality.
Therefore, data preprocessing is a prerequisite and inher-
ently an implicit step in most of the data-driven systems.

Although several preprocessing steps can be applied to the
selected CKD dataset such as outlier removal, data nor-
malization, data discretization, removal of nominal features
with higher stability, id-ness in numerical features, etc.,
we decided to apply only the data imputation to preserve the
original data semantics and data size. The KNN approach
is used to impute missing values where the K = 3. The
assumption employed in imputation operation is that similar
instances would have similar characteristics. Hence, the tar-
get instance having one or more missing values can be
treated with the local information obtained from neighboring
instances. Please note that in this study we apply KNN after
each imputation to ensure the validity of the information
obtained from the selected sub-sample. Numeric attributes
are treated with median values while nominal attributes are
imputed with mode values. Since, outliers are not explic-
itly removed from the dataset therefore, imputation using
median values can reduce the susceptibility to the outliers.
It is observed that around 60% of the records in the CKD
dataset containedmissing values.Mixed Euclidianmeasure is
used for calculating the similarity among different instances.
Moreover, the median value is used for the imputation of
numeric attributes while nominal attributes are imputed using
the mode value.

B. FEATURE SCORING FUNCTION
Feature scoring is one of the key steps in the proposed
methodology. Therefore, it is of utmost importance that
the features are not scored based on any spurious patterns.
Figure 5 illustrates a schematic representation of a generic
feature scoring function. Furthermore, as it is also reported
in the literature that the filter-measures tend to produce
results that are more general than the wrapper-methods [37].
Therefore, based on this observation we have employed a
set of filter measures in the proposed methodology. More-
over, the individual feature weight-ages obtained from these
measures are used for obtaining ranked feature lists. Several
feature weight-age techniques are reported in the literature
that is based on information-theoretic measures, distance
measures, consistency measures, and correlation measures
among others [30], [33], [37]. One important factor in the
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FIGURE 5. Schematic illustration of the generic feature scoring function based on multiple partitions.

selection of a set of measures is the diversity among the
produced candidate solutions. So long as the measures in
an ensemble are complementary to each other, the obtained
feature ranking would be more comprehensive. In order to
find the importance of a feature in a given dataset, we have
used symmetric uncertainty, chi-square statistic, and a mul-
tivariate method called Relief [38]. A large number of fea-
ture selection methods use information-theoretic measures
for univariate feature selection. In this regard, information
gain is one of the popular techniques. It is reported that
information gain is biased towards attributes having a large
number of distinct values as the data partitions obtained for
each distinct value would be having a homogeneous class
distribution. Therefore, symmetric uncertainty is used as one
of the feature scoring techniques that has a low bias towards
estimation. A similar low bias is observed in the case of
Relief as well [39]. It is also reported that both these measures
exhibit a linear growth as a function of the values present
in a feature, with steepness proportional to the number of
classes [39]. Chi-square is another popular statistical mea-
sure that is applied to test the independence of two events.
In feature selection, these two events can be in terms of the
occurrence of the feature and the occurrence of the class. The
symmetric uncertainty is a widely used variant of normalized
mutual information. The application of symmetric uncer-
tainty in feature scoring is in terms of information exchange
between two feature vectors. In a univariate case, one of
the vectors is an independent feature such as the age of a
patient, while the other vector is the dependent variable i.e.
class variable such as diagnosis. This measure quantifies the
mutual dependence of two variables as given in Eq. 1.

SU (A,B) = 2[
Ml(A,B)

H (A)+ H (B)
] (1)

whereMI (A,B) is the mutual information between feature A
and feature B, and entropy of features A and B is computed
by H (A)and H (B), respectively. The chi-square is used to

compare expectations with that of original observed data.
In feature selection, this test is used to evaluate the nature of
the relationship between two variables. Using observed and
counted statistics one can test the independence of whether
a strong correlation exists between an independent variable
and a dependent variable or not. Chi-square is computed as
given in Eq. 2.

X2
=

∑ (Oi − Ei)2

Ei
(2)

where Oi denotes observed values for an instance i, and
Ei represents expected values. The third ranker approach is
based on the Relief algorithm [8], which provides a feature
score based on their interactions, and thereafter the provided
scores can be subsequently used for generating features ranks.
Relief algorithm tends to compute a feature vectorW accord-
ing to Eq. 3.

Wi = Wi − (xi − nearHiti)2 + (xi − nearMissi)2 (3)

where nearHit refers to the closet same-class instances,
nearMiss refers to closet instances from other classes, and
(xi − nearHiti) denotes the Euclidean distance between the
two points. Please note that the combined ranks are normal-
ized between 0 and 1.

In order to generate reliable feature scores, the dataset is
horizontally partitioned into multiple non-overlapping sub-
sets that are balanced through bootstrap with replacement
technique, as depicted in Figure 5. A set of filter measures
is applied on each bootstrapped dataset and feature ranks are
obtained. Afterward, all the ranks are consolidated. The main
objective of creatingmultiple partitions and repeatedly apply-
ing the scoring measures is to obtain unbiased, diversified,
and stable feature ranking. It is one of the key steps in the
proposed approach. As a rule of thumb, a dataset is divided
into a number of partitions that are equal to the number of
classes in the dataset. Subsequently, a set of scoring measures
are applied to the bootstrapped dataset.
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FIGURE 6. Solution-1 Approach based on Test Group (TG) and Accumulated Cost curve.

C. SOLUTION-1: FEATURE SELECTION BASED
ON THE TEST GROUP
Once features are scored based on their relative ranks, then
the subsequent task to find an appropriate threshold value for
selecting a subset of features that are both highly predictive
of the class label and are cost-effective at the same time.
S1 is an indirect method in which cost-effective test groups
are selected. As each test group has one or more features,
therefore, all the features which have a membership with the
selected test groups are selected as the final solution. Each test
group is assigned a cost value and score value. Cost values
for different test groups are provided in Table 8, whereas,
the test group score is estimated based on the global ranks
of the features in a particular test group as given in Eq. 4.
In the case of the individual feature relevance score assign-
ment, each feature is globally assigned a relevance score
based on its predictive score among all the features. Subse-
quently, all the features are arranged into an ordered list with
respect to their relevance score. In order to assign relevance to
a TG, first all the features are divided among different TGs.
The score of each TG is based on the summation of ranks
of all the features in a TG to the collective ranks of all the
features in the dataset.

ScoreTG(F) =

∑j
1 f̂j∑k
1 fk

(4)

where j is defined as {j|TG(fj)}, f ∈ TG, both(f̂ , f ) ∈ F , and
k is the cardinality of the original feature set. The score of a
particular TG is the accumulated rank of all the features that
belong to the TG over the summation of all the feature ranks.
Figure 6 depicts the score of TGs, where TGs are sorted with
respect to their relevance score.

The blue line in Figure 6 denotes the worth of a particular
test group while the orange line shows the accumulated cost
of the test groups. Please note that both the score and the cost
values are normalized. The threshold selection is based on the
point of intersection between these two curves.

The accumulated cost value for the sorted test groups, TG,
is calculated using Eq. 5.

TGCost (ei) = GCv(ei)+ GCv(ei−1)

+GCv(ei−2)+ GCv(ei−3)
+ . . .+ GCv(e0) (5)

where e denotes one specific test group, i = 1, 2, 3, . . . ,m
i.e. m is the total number of test groups in GCv, and GCv
represents actual cost values for all the test groups. Eq. 5
represents an accumulation cost function at any given point i
where GCv(e0) = 0. It is important to note that the GCv is
already in sort order according to the Test Group relevance
(refer to Algorithm 1, line 7).

D. SOLUTION-2: DIRECT FEATURE SELECTION
In the second approach, features are directly selected based
on their score and a proxy cost value. As it is mentioned that
the cost is directly associated with a test group, therefore,
each feature is assigned a cost value based on its relative
rank in a particular test group i.e. higher the rank, the lower
would be the cost. The main objective of this approach is
to select highly predictive features while at the same time
avoid the selection of lower score features in a particular test
group. Unlike the earlier approach in which all the features
in a selected test group are part of the final solution, in this
approach features are directly selected regardless of their
membership with any particular test group. Features having
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FIGURE 7. Pictorial representation for the direct and indirect group based feature selection approaches (DFS-CT).

Algorithm 1 Solution-1 (Indirect Feature Selection)
Input: Dataset D, Group Cost vector GCv, Filter

Measures M
Output: Final Solution Set S

1: for measure m in M do:
2: Feature_list = Score_feature(D,m)
3: end for
4: TestGroup_list = AssignTGSCore(Feature_list) using

Eq. 4
5: TG = Sort(TestGroup_list)
6: for element e in TG do
7: TGCost = GCv(e) using Eq. 5
8: end for
9: T = Intersection (TG, TGCost )
10: Selected_TG = Selected (TG, T)
11: S = Unpack(Selected_TG)
12: return S

a high score and high cost have a relatively higher chance of
selection in the direct feature selection as compared to the
indirect feature selection i.e. S1.

In case of cost assignment, a feature’s TG is taken into con-
sideration. As cost is directly associated with TG, therefore,
features that belong to a particular TG share the cost factor.
In this regard, the cost can be distributed uniformly among
all the features of a particular TG, given by Eq. 6. In this
case, TG is comprised of a number of features. Therefore,
the cardinality of TG is based on the number of member
features in the TG. Furthermore, the cost of TG is externally
provided by the decision-maker. The feature cost can also be

assigned based on the relative rank of a feature in the TG i.e.
proportional assignment, higher the relative rank lower is the
cost as given in Eq. 7.

Cost(f ) =
Cost(TG)
|TG|

(6)

Cost(f ) = Cost(TG) ∗ RelativeRank(f ) (7)

TheRelativeRank(.) of a feature is based on a features local
rank among divided by the summation of all the ranks in a
given TG. It is observed that the overall difference between
both the aforementioned cost assignment techniques is not
significant. In this study, the proportional cost assignment is
used. As can be seen in Figure 7, each feature is associated
with a score as well as a cost factor. The feature score,
blue line, is based on the average feature weight-age across
multiple feature scoring measures while the cost, orange line,
is based on the relative cost of the feature in a particular
test group. Similarly, the threshold value is based on the
point of intersection between the feature score and feature
cost curves. The direct feature selection can be performed
in two ways. A combined feature score can be obtained by
taking an average over different feature weights as depicted
in Figure 8. We call this approach direct feature selection -
combine then threshold (DFS-CT). In this case, the threshold
value is based on the combined worth of a feature which is
in turn computed through multiple feature scoring measures.
As a list of features is obtained, therefore, a threshold value
is required to select a subset of features.

The second approach, direct feature selection - thresh-
old then combine (DFS-TC), for computing direct feature
selection is to apply the threshold value to the individual
measures, in parallel. In this case, each measure produces
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FIGURE 8. Abstract flow of User-Centric Adaptive Intervention methodology.

Algorithm 2 Solution-2a - Direct Feature Selection - Com-
bine Then Threshold (DFS-CT)

Input: Dataset D, Group Cost vector FCv, Filter Mea-
sures M

Output: Final Solution Set S
1: for measure m in M do:
2: Feature_list = Score_feature(D,m)
3: end for
4: F_list = Sort(Feature_list)
5: for element e in F_list do
6: FeatureCost = FCv(e) using Eq. 8
7: end for
8: T = Intersection (F_list,FeatureCost )
9: S = Selected(F_list, T)

10: return S

a candidate feature subset which is subsequently combined.
Unlike DFS-TC where the same size ranks are consolidated,
in this case, the size of the candidate feature subsets may
not be the same. Different subset combining techniques can
be used such as union, intersection, and multi-point inter-
section. The union results in a large number of features
while the intersection is the most restrictive of the three. The
multi-point intersection tends to reflect the majority voting
scheme and hence it has characteristics of both the aforemen-
tioned techniques. Therefore, we multi-point intersection is
favored in the case of DFS-TC. Figure 9 depicts the DFS-TC
approach.

Algorithm 2 denotes the process of feature selection
through the DFS-CT approach, while DFS-TC is repre-
sented by Algorithm 3. The major difference in both these
approaches is in terms of the application of threshold opera-
tion. Both the aforementioned approaches for direction fea-
ture selection use the same accumulated cost formula as

Algorithm 3 Solution-2b - Direct Feature Selection - Thresh-
old Then Combine (DFS-TC)

Input: Dataset D, Group Cost vector FCv, Filter Mea-
sures M

Output: Final Solution Set S
1: for measure m in M do:
2: Feature_list[m] = Score_feature(D,m)
3: F_list[m] = Sort(Feature_list[m])
4: for f in F_list[m] do
5: F_List[m]Cost = FCv(f) using Eq. 8
6: end for
7: T = Intersection(F_list[m], Cost-F_list[m])
8: Selected_Features = Selected (F_List, T)
9: for element e in Selected_Features do
10: FeatureCost = FCv(e) using Eq. 8
11: end for
12: T = Intersection(F_list[m]Cost ,FeatureCost )
13: S[m] = Selected(F_list[m], T)
14: end for
15: S = Combine(s[M])
16: return S

given in Eq. 8.

FeatureCost (ei) = FCv(ei)+ FVc(ei−1)

+FCv(ei−2)+ FCv(ei−3)

+ . . .+ FCv(e0) (8)

where e denotes a feature, i = 1, 2, 3, . . . , n i.e. n is the
total number of features in FCv, and FCv represents actual
cost values for all the features based on their membership in
different test groups. Eq. 8 represents an accumulation cost
function at any given point i where FCv(e0) = 0. Table 5
provides a summary of the functions used in both Algorithm 1
and Algorithm 2.
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FIGURE 9. Pictorial representation for the direct and indirect group based feature selection approaches (DFS-TC).

TABLE 6. Explanation of functions used in the proposed Algorithm 1 and Algorithm 1.

E. SOLUTION COMBINER
The partial solutions obtained from S1 and S2 are combined
using set-theoretic interaction operation. S1 is geared towards
a low-cost solution while S2 is designed to obtain a set of
highly predictive features with less regard to the overall cost

of the solution. Both S1 and S2 are designed to achieve
two different objectives. Therefore, the combiner operation is
performed to form a solution that reflects the characteristics
of both S1 and S2. Features that are present in both the partial
solutions are selected in the final set. It is important to note as
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TABLE 7. Chronic Kidney Disease (CKD) dataset characteristics along with test group (TG) association.

there are two alternative approaches for S2 i.e.DFS-CT (refer
to Figure 8) and DFS-TC (refer to Figure 9), therefore, any
one of these twomay be selected while the combine operation
would remain the same.

IV. EXPERIMENTATION AND RESULTS
This section deals with the experimental details of the CKD
diagnosis case study. A summarized description of the CKD
dataset is provided in this section along with its overall qual-
ity. The experimentation design is divided into a number of
steps such as first we evaluate the diversity of the ensemble
elements i.e. feature scoring measures such as symmetric
uncertainty, chi-square, and Relief. Then we evaluate the
baseline results on the dataset without using any feature selec-
tion technique. In this regard, 7 classifiers are used to eval-
uate the comparative methods in a comprehensive manner.
Afterwards the efficiency of both solution-1 and solution-2 is
demonstrated in the selection cost-effective feature subset.
As solution 2 can be configured in multiple ways, therefore,
the best configuration for the CKD dataset is selected. The
final evaluation also includes a student t-test to compare the
statistical difference between the proposed and other compar-
ative techniques.

A. DATASET DESCRIPTION
The dataset used in this case study is taken from the online
benchmark repository of the University of California [34].
It is a real-world dataset of CKD patients prepared by Apollo
Hospitals, Tamilnadu, India over two months. Furthermore,
the cost factor associated with the dataset is acquired from the
Pakistan Institute of Medical Science, Islamabad, Pakistan.
It is pertinent to note that both the dataset and the data acqui-
sition cost are included in this case study from a South Asian
perspective. The CKD dataset contains information about

400 patients. In this regard, a wide variant of information
is available for each patient such as a patient’s age, blood
pressure level, specific gravity, red blood cells, blood urea,
diabetes mellitus, anemia, etc. In total each patient case is
characterized by 24 different features. This data set contains
both nominal as well as numeric variables. The final decision
reflects whether a given patient has CKD disease or not,
therefore, a binary variable is used to model the decision.
Furthermore, the dataset is not heavily skewed towards any
particular class i.e. it contains 250 positive patients and
150 negative patients, respectively. The dataset is treated for
missing values using median value imputation. The dataset is
divided intomultiple test groups (TG)where one ormany fea-
tures mutually exclusively belong to each TG. Furthermore,
each TG is associated with a cost factor. For example, urine
analysis is a TG that is composed of 4 features i.e. specific
gravity, pus cells, red blood cells, and puss cells clumps.
The cost of this test is 100 PKR. Likewise, all the features
are divided into 12 groups. Please note that data for some
of the features in the CKD dataset may be acquired without
conducting any specific medical test e.g. age, blood pressure
reading, clinical history-related questions e.g. hypertension,
pedal anemia, etc. Therefore, those features that may not
require any specific test are nevertheless assigned to a TG
having cost factor 0 PKR. Table 7 provides details on the
key characteristics of the CKD dataset and Table 7 shows test
groups and their respective costs.

In this research, the cost values for different TGs are
taken from a public hospital that is heavily subsidized by
the government. Therefore, private laboratories may charge
differently for the tests mentioned in Table 8. Hence, it is
pertinent to note that the feature selection solution for a public
setup may differ from that of a private setup due to their
difference in the incurred cost of conducting medical tests.
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TABLE 8. Test groups and their respective cost in Pakistani Rupees (PKR).

According to the cost values mentioned in Table 8, the total
cost for all the tests is 1420 PKR. The total cost serves
as a baseline value to compare the cost-effectiveness of the
comparative feature selection approaches.

B. EXPERIMENTAL SETUP
In order to evaluate the proposed approach over the CKD case
study, a set of 7 classifiers are used namely as Naïve Bayes,
Logistic Regression, Artificial Neural Networks, Classifica-
tionAndRegression Trees, RandomForest, Gradient Boosted
Trees (GBT), and Support Vector Machine. All the sim-
ulation is performed on AMD Ryzen 3 200 G proces-
sor with 8 GB RAM, and 64-bit Windows 10 Enterprise
Edition. Furthermore, RapidMiner Studio 9.6 is used for
simulation [40]. Table 9 provides parameters used for the
classification models.

TABLE 9. Classification models parameters.

The proposed approach is compared with existing
approaches through several evaluation metrics such as
F1-measure and Area Under Receiver Operating Character-
istics curve (AUC). First, we generated a confusion matrix
to determine true-positive (TP), false-positive (FP), true-
negative (TN), and false-negative (FN) cases. Based on these
values we compute precision and recall which in turn is
used for calculating F1-measure. All the experiments are per-
formed using 5-fold cross-validation. In this case, the original
dataset is divided into 5 partitions. We generate a feature
selection solution using data from 4 partitions while the
5th partition is used for calculating F1-measure values and
AUC. This process is iterated 5 times in total, each time

a different testing partition is used. The reported results are
averaged over 5 different partitions. The evaluation metrics
are calculated as follows:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(9)

Precision =
TP

TP+ FP
(10)

Recall/Sensitivity =
TP

TP+ FN
(11)

Specificity =
TN

TN + FP
(12)

F1− measure = 2 ∗
(Recall ∗ Precsision)
(Recall + Precision)

(13)

C. RESULTS AND ANALYSIS
In this study, the ensemble for cost-sensitive feature selection
is composed of three filter measures i.e. SU, chi-square, and
Relief. Kendall rank correlation [41], is used to measure
the pair-wise correlation of ensemble elements as shown
in Table 10. The top 10 features are evaluated for each of the
aforementioned measures. In this regard, as it can be seen that
the correlation is closer to 0. Therefore, the null hypothesis
of mutual independence is supported. As the produced partial
lists are statistically different from each other, therefore it can
be concluded that the produced lists are not redundant.

TABLE 10. Kendall rank correlation.

1) BASELINE EVALUATION
In order to evaluate the efficacy of the proposed approach,
we have established the baseline results where the original
dataset is evaluated over 7 classifiers. No feature selection is
applied to the dataset, while the missing values are treated
using the median technique. The baseline results are reported
in Table 11.

2) SOLUTION-1 (TEST GROUP SELECTION)
In solution-1 feature selection is based on the test group
selection. In this case, each TG is assigned a score that is
based on the collective rank of the features for a given TG.
Figure 10 depicts the TG score, accumulated cost, and the
point of intersection that serves as a threshold value for TG
selection.

It can be seen in Figure 6 the point of intersection is around
TG 11. Therefore, all the TGs below the threshold value are
discarded. All the features are selected from the remaining
TGs i.e. TG = (1, 2, 10, 5, 9, 11). Table 12 provides detailed
results for the solution-1 approach.

The total number of features selected in solution-1 is
14 and the overall cost of solution-1 is 450PKR. It can be seen
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TABLE 11. Baseline results.

FIGURE 10. Feature-Cost curve for the Symmetric Uncertainty measure.

TABLE 12. Test group selection results (solution-1).

that the cost of the generated solution is considerably less
than that of the original dataset i.e. 1420 PKR. Furthermore,
the accuracy of solution-1 as measured by F-measure has
increased around 3 points as compared with the baseline
results. Although the solution provided by test group selec-
tion is reasonably cost-effective, the feature set is comprised
of a large number of features and the increase in the accuracy
is not significant.

3) SOLUTION-2 (DIRECT FEATURE SELECTION)
Solution-2 is based on assigning cost values to each feature
based on its relevance in a particular TG. In this regard,
unlike solution-1, it is possible that a set of highly relevant
features are selected and low relevance features are filtered
out. As direct feature selection can be performed in two
different ways i.e. DFS-CT and DFS-TC. Therefore, first,
we report the results ofDFS-CT. In this technique, 3 different
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TABLE 13. DFS-CT detailed results (solution-2a).

TABLE 14. DFS-TC detailed results (solution-2b).

TABLE 15. Averaged results of individual feature scoring measures and their combination.

feature scoring lists are produced due to three feature scoring
measures. The final list is obtained by taking the average
value of each feature across different lists. A threshold value
is selected based on the feature-cost curve as shown in Fig-
ure 7. As can be seen in Figure 7, the point is intersection
around feature number 10. Therefore, the first 9 features are
selected i.e. 15, 13, 19, 4, 20, 14, 6, 3, and 10. The overall
cost of DFS-CT is 1010 PKR.

It can be seen in Table 14 that the overall accuracy
of solution-2 (DFS-CT) is considerably more than that of
solution-1 accuracy as provided in Table 13. Since solution-2
gives more preference to highly predicting features than
the cost-effective features, therefore, the overall cost of
solution-2 is greater than that of solution-1. Solution-2 can
also be approached from a different direction i.e. applying
threshold before combining the individual candidate solu-
tions. In this, regard,DFS-TC provides a consolidated feature
set solution based on individual feature subsets acquired from
SU, Chi-Sq., and Relief. Table 14 provides details of the
DFS-TC results, whereas the overall cost of the solution is

1010 PKR. The final feature set is comprised of 8 features
i.e. 3, 4, 6, 13, 14, 15, 19, 20.
Solution-2 based on DFS-TC shows similar results as that

of DFS-CT. Both these techniques incur the same cost i.e.
1010 PKR but there is a slight difference in their predic-
tive accuracy values. Both the solutions are almost iden-
tical except DFS-CT includes an additional feature in the
solution set i.e. feature number 10, blood glucose random,
from TG 7. Since the cost of TG 7 is 0. Therefore, no extra
cost is incurred for the DFS-CT solution. Both the afore-
mentioned techniques show that highly predictive features
are given more preference than cost-effective features as in
the case of solution-1. Figure 10 depicts the feature-cost
curve for the SU feature evaluation measure. The blue line
represents feature score while the organ line depicts accu-
mulated cost. The point of intersection is at feature num-
ber 3. Therefore, in Table 15 SU method evaluation is based
on a solution having features 19, 20, 15, 13, 4, 14, 6, 22,
and 3 as can be seen from the feature-cost graph is depicted
in Figure 10.

215640 VOLUME 8, 2020



S. I. Ali et al.: Ensemble Feature Ranking for Cost-Based Non-Overlapping Groups

FIGURE 11. Feature-Cost curve for Chi-Square measure.

FIGURE 12. Feature-Cost curve for the Relief method.

Likewise, chi-square is used to assign feature weight-
age in Figure 11. In this case, the feature-cost curves
intersect around feature number 20. Therefore, all the
features above the threshold point are selected by this
measure.

Finally, the Relief technique is used for feature scoring.
In this case, the cut-off point of the threshold value is around
feature number 16 as shown in Figure 12.

Furthermore, we report results for different configurations
of DFS-TC. Table 15 provides averaged results over 7 clas-
sifiers for the threshold operation on the individual feature
scoring measures and DFS-TC method that combines indi-
vidual features subset using a multi-point intersection.

As can be seen in Table 15, the combined approach i.e.
DFS-TC is slightly better than that of the individual measures
on the CKD dataset. This observation is consistent with other
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TABLE 16. Averaged results for set-theory based combination techniques for the DFS-TC approach.

TABLE 17. Combined feature set solution based on two candidate solutions.

TABLE 18. Comparison between proposed and other related approaches for cost-sensitive ensemble feature selection.

ensemble studies where the overall solution is generally better
than the solutions provided by the ensemble’s elements. Fur-
thermore, it is important to note that the combination method
employed in DFS-TC is based on a multi-point intersection.
In Table 16 reports averaged results over 7 classifiers for
different combination methods.

It can be seen that different set-combining techniques have
different results. In the case of union, the overall accuracy
is high but the size of the final solution is 11. In the case
of an intersection, the overall cost is low with 7 features
in its solution set but the accuracy is also decreased. The
multi-point intersection provides a trade-off where the cost
and accuracy are almost the same as that of the union
while the solution set is comprised of 8 features. There-
fore, the multi-point intersection technique is favored for the
DFS-TC approach. As DFS-CT is selected for solution-2,
therefore, both solution-1 and solution-2 feature sets can
be combined into a single solution as shown in solution
schemata in Figure 1. The candidate feature subsets are
obtained from both of the solutions that can be combined
using intersection operation. Table 17 shows features in
solution-1, solution-2, and the combined solution. The oper-
ations detailed in Algorithm 1 ∼ 2 are of two types i.e. stan-
dard operations such as sorting, selection, merging, etc., and
operations related to executing the FSF that is composed of

ensemble measures. Although the FSF is the most expen-
sive operation, it can be performed in a parallel fashion
on multiple data partitions. Furthermore, the final solution
(combined method) relies on solution-1 and solution-2 that
can also be executed in parallel. The averaged run-time of
the 5 executions for each solution-1, solution-2 and the final
solution (combined) is reported in Table 17.

The proposed approach is compared with other feature
selection methods reported in the literature. Some of these
methods have reported results on the CKD dataset while other
methods perform similar operations following the ensemble
feature selection methodology. Table 18 provides details of
the comparison.

Table 18 report results for proposed methods and other
relevant feature selection methods. In this regard, as it can
be seen that solution-1 provided a feature subset with the
lowest cost while its accuracy is comparable to some of the
feature selection methods. In terms of feature set cardinal-
ity both combined solution and Salekin and Stankovic [22]
yield compact feature sets, while solution-2 produced the
largest feature set among all the methods compared in this
research. Solution-2 generated a highly accurate feature sub-
set having cost comparable to that of other methods. The
combined approach is a trade-off solution having compa-
rably low accuracy than solution-2 but the overall cost is
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FIGURE 13. Comprehensive evaluation of the proposed approach with that of different comparative methods.

TABLE 19. Statistical evaluation of the comparative methods.

also low. It is important to note that all the results reported
in Table 18 are based on the CKD diagnosis dataset. The
difference between the proposed method and other feature
selection methods in terms of accuracy is not significant,
except XGBoost, as reported in Table 19. Therefore, most
of the techniques provide sufficiently accurate results on the
CKD dataset while it can also be seen that the overall cost of
a solution varies from 260 PKR to 1210 PKR. Therefore, cost
emerges as an important consideration that differentiates the
proposed approach based on cost-sensitive feature selection
from that of other feature selection methods.

Finally, a comparative analysis is depicted in Figure 13.
The comparison is based on three characteristics i.e.
F-measure, cost of the selected feature set, and the cardinality
of the final feature set solution. In this regard, lower rank
shows better performance. It is pertinent to note that both

Salekin and Stankovic [22] and the proposed approach obtain
the same rank in terms of the aforementioned ranking criteria.
Moreover, among all the other feature selection techniques,
both [22] and the proposed approach explicitly cater to the
cost-factor in the final feature set selection. Although the
rank of the proposed approach is the same as that of [22],
the individual difference in terms of incurred cost is more
pronounced.

V. DISCUSSION
In this section, we discuss the research questions raised in
Section I in the light of the experimentation and results
reported in Section IV. In this regard, we will draw con-
clusions based on the empirical evaluation in an attempt
to address the pressing research questions. It is pertinent
to note that all this discussion about material and methods
is within the scope of chronic kidney disease dataset. The
main objective of this research as mentioned in Section I is
to investigate the practical aspects of the machine learning-
based automated decision support systems. In this regard, it is
observed that a vast number of studies are geared towards
enhancing the predictive accuracy of the decision models
with little regard to the overall cost of operating the proposed
solutions. This study focuses on an often overlooked yet of
a high significance area of cost-sensitive feature selection.
In this study, we are concerned with acquiring the actual cost
of data acquisition rather than simulating the cost factor in
order to drawmeaningful conclusions. In this regard, we have
opted for CKD as a case study and developed this study from
the developing countries’ perspective. It is also important to
note that the cost factor associated with candidate solutions
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is in terms of conducting medical tests for acquiring mea-
surements or data for the required features mentioned in the
CKD dataset [34]. In this section the following questions
are discussed in the light of the extensive experimentation
performed for the CKD diagnosis problem:

A. RESEARCH QUESTIONS
A. How to assign a proxy relevance score to a TG and a
proxy cost value to a feature? The relevance score cannot be
directly assigned to a test group i.e. in the case of solution-1.
Therefore, each test group can be assigned a proxy relevance
based on features’ weight-age. In this study, three filter meth-
ods are used for assigning a feature score that represents a
feature’s collective worth in the feature set. A test group can
be assigned a proxy relevance score as a ratio of the overall
score of its member features to the overall score of the feature
set. As the problem formulation deals with a group of features
rather than individual features, therefore, the cost is directly
associated with a particular test group. We have demon-
strated two approaches for proxy cost assignment to a feature.
The first approach directly deals with test group selection,
as reported in Table 10.While the second approach deals with
assigning a cost factor based on a feature’s contribution in
the prediction step. In this regard, the cost is assigned relative
to a feature’s weight-age in a given test group i.e. higher the
feature weight-age, the lower the proxy cost value (refer to
Table 13 and Table 14). Both of these approaches impact
the feature selection process. The first approach, solution-1,
of cost assignment at the test group level leads to a relatively
lower cost solution than the solution-2. In this regard, the final
feature subset obtained by solution-1 is comprised of a large
feature set than that of solution-2 because once a test group is
selected then all the features that are members of the selected
test group are also implicitly selected as well. This selection
mechanism may result in model over-fitting and eventually,
the overall model accuracy on test data may also be affected.

B. How to select a threshold value for feature subset selec-
tion? Filter based feature selection produces an ordered list
of features with respect to their relevance. In this regard,
the application of a threshold selection becomes neces-
sary, unlike subset selection methods. As it is mentioned in
Section II that different threshold selection techniques are
available i.e. fixed threshold value and threshold selection
based on data complexity measures. In this study, two aspects
of feature selection are taken into consideration i.e. weight-
age of a feature and its cost. In this regard, a heuristic is
employed that uses a feature-cost curve to find a point of
intersection. This point of intersection serves as a potential
candidate for a threshold value i.e. features beyond the thresh-
old point are not deemed as cost-effective. In order to find a
threshold point both feature weight-age and the accumulated
cost values are normalized as shown in Figure 6 and Figure 7.

C. How to combine candidate solutions into a consolidated
solution? Solution-2 deals with two techniques i.e. DFS-CT
and DFS-TC. The DFS-TC deals with applying thresh-
old operation to individual feature scoring measures that

essentially results in a set of candidate feature subsets. As this
study employed 3 feature scoring techniques, therefore,
the resultant candidate subsets are also three. Once candidate
feature subsets are acquired, the next important aspect is com-
bining these individual solutions into a consolidated solution.
In this regard, multiple set operations are at our disposal
such as intersection, union, and, multi-point intersection.
We demonstrated in Section IV that intersection results in a
compact solution and lower cost at the expense of predictive
accuracy. It is due to the reason that if a feature does not make
it to any of the candidate solutions, then it is discarded. Some
of the features may provide complementary information in
interaction with other features and on their own, they are not
very informative. Union approach resulted in a larger solution
set because it gathers all the features present in candidate
solutions. In the worst-case scenario, the union approach may
result in almost all the features present in the original dataset,
it is due to the fact that the union approach does not employ
any conflict resolution strategy. In the case of a multi-point
intersection that acts as a majority-voting operation, a trade-
off solution is acquired i.e. it has a relatively compact solution
set while the overall accuracy and cost are comparable to that
of the union technique (refer to Table 16).

B. COMPARATIVE ANALYSIS
A comparative result of the proposed method with that of
other related methods is provided in Table 18. It is pertinent
to note that the reported results are averaged over multiple
classifiers, mentioned in Table 9.There are two important
considerations in this regard i.e. accuracy of the solution and
cost of the solution. Ideally, the final solution should have
the highest accuracy and the lowest cost. As it is consistent
with the observation that the high-cost features tend to have
high accuracy as well, therefore, a trade-off solution is to be
selected with reasonably high accuracy and a low cost. In this
study, as we are dealing with the cost that is associated with
a test group rather than directly with the feature, therefore,
the solution needs to select features that have an overall lower
test group cost while at the same time demonstrating good
discriminating power that is subsequently levered by the clas-
sification algorithm. The combined method is the final pro-
posed solution while both solution-1 and solution-2 serve as
intermediate solutions. In terms of F-measure the solution-2
achieved the highest accuracy while also incurring cost com-
parable with that of other methods. Both solution-1 and com-
bined method produced feature sets with lower overall cost
compared to the remaining methods presented in this study.
In terms of AUC, Salekin and Stankovic [22] achieved the
highest score of 99.01±0.15 while only selecting 5 features.
The proposed combined method also selects 5 features over
the CKD dataset while lowering the overall incurred cost to
260 PKR. This result can be explained through the design
approach of the proposed combined method that select fea-
tures in a group-aware manner while the [22] selects feature
directly without any consideration to the feature’s member-
ship to a group.
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C. MULTI-PRONGED APPROACH
Furthermore, in this study, a cost-sensitive ensemble feature
selection method is proposed for group-based features. It is
demonstrated that a straight-away manner of test group selec-
tion can produce a cost-effective solution but it suffers from
two issues i.e. low predictive accuracy and high cardinality
of the final solution (refer to Table 12). Afterward, another
approach of cost-sensitive feature selection is demonstrated
that can successfully select highly predictive features at the
expense of a higher solution cost (refer to Table 13). Two
different techniques are demonstrated for solution-2 differ-
entiated on the application of the threshold operation. Based
on the empirical evaluation (refer to Table 13 and Table 14)
both these techniques produce almost similar results based
on predictive accuracy, cost, and cardinality of the feature
subset. A combined solution is devised based on solution-1
and solution-2 (refer to Table 17). The combined solution
retains some of the characteristics of solution-1 e.g. low cost
and similarly, it also reflects characteristics of solution-2 e.g.
high predictive accuracy. It is important to note that the main
objective of this study is to select a cost-effective solution for
the CKD diagnosis problem. In this regard, the accuracy of
the proposed methods as compared with other feature selec-
tion methods is not statistically significantly better (refer to
Table 19) as the cost-independent feature selection methods
are supposed to select highly predictive features without any
regard to the incurred cost. It is demonstrated that comparable
accuracy over the CKD dataset can be obtained while also
catering to the cost aspect of the solution as well. Moreover,
both the solution-1 and the combined method result in one
of the lowest cost solutions among the other comparable
methods. Figure 13 depicts the results of comparative tech-
niques with the final combined solution. It can be seen that
both Salekin and Stankovic [22] and the proposed combined
solution has secured the same rank. Both the aforementioned
techniques deal with cost-sensitive feature selection for the
CKD dataset. Although the ranks of both these techniques
are the same in terms of cost value, the proposed combined
approach is better than [22]. In this regard, from a developing
countries perspective, it is paramount to decrease the overall
operating cost of automated diagnosis systems. Moreover,
these systems serve as the first line of defense by providing
the necessary patient screening capabilities therefore the cost
of application, and its intended benefit is of special consider-
ation by the decision-makers e.g. hospital administration.

D. SCALABILITY PERSPECTIVE
The proposed ensemble approach is primarily composed of
univariate and multivariate filter techniques. In this regard,
it is extensively reported in the literature that filter methods
are generally more scalable than their counterpart wrapper
methods [31], [42], [43].We have alluded to this observation
in Table 3. Due to this reason, in the biomedical domain
where the microarray gene classification datasets generally
range from 1000 ∼ 10,000 genes, the filter methods are
preferred due to their scalability to very high-dimensional

datasets, computational simplicity, and less computational
complexity. It is reported that on very high-dimensional
datasets, the wrapper methods employing classification algo-
rithms as a candidate solution evaluation function tend to
degrade when faced with a high number of irrelevant fea-
tures [31]. Furthermore, this research deals with the selection
of features that are highly predictive as well as cost-effective.
Therefore, we have selected the benchmarked chronic kid-
ney disease dataset and acquired the respective cost factor
from a developing country. This dataset does not pose the
challenge of scalability, therefore, both filter and wrapper
methods perform equally well on this dataset as reported
in Table 18. The filter approach provides a holistic picture
where all the features are ranked according to their predictive
scores. The cost factor is leveraged to select an appropriate
threshold value. In this regard, the wrapper methods only
select a subset of features while the rest of the features are
discarded. Therefore, the relative importance of the features is
not available to the decision-maker to externally validate the
results from the domain knowledge. In light of the above dis-
cussion, we can conclude that as filter methods are generally
more scalable than the wrapper methods and the proposed
ensemble approach is based on filter methods, therefore, it is
relatively more scalable to a similar ensemble approach using
the wrapper-based feature selection techniques.

E. COMPUTATIONAL PERSPECTIVE
We have alluded to the general computational aspects of
filter methods in Table 18. Generally, filter methods are
less computationally expensive than the wrapper methods,
therefore, inherently the ensemble approach based on filter
techniques would also be less expensive than that of wrap-
per methods in an ensemble configuration. Moreover, as the
ensemble components can be executed in an independent
manner, therefore, the overall cost of the feature scoring
function (FSF) would be as per the slowest component of
the ensemble. Furthermore, the time required to calculate
the automatic threshold is almost negligible, especially for
datasets with small to medium sized datasets. The operations
to join lists and subsets are based on averaging and majority-
voting (multi-point interaction) computations, respectively,
therefore, the unnecessary computational overheads are also
avoided.

F. DESIGN CHOICES
The proposed filter-based ensemble approach employs two
univariate (Symmetric Uncertainty, Chi-Squared) and one
bi-variate (Relief) technique as a base feature scoring mea-
sure. In this regard, the parameter-sensitivity is different
than that of the population-based wrapper approaches e.g.
genetic algorithm, particle swarm optimization, ant colony
optimization, etc., where an extensive strategy is required
for the parameter selection e.g. the population size, repro-
duction operators, number of generations, among others.
The proposed approach leverages statistical and information-
theoretic measures for quantifying the relevance of features in
an ensemble configuration. The default parameters are used
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for the operations such as the size of the neighborhood and
the number of bins i.e. 10, required by the aforementioned
measures. Furthermore, the accumulated cost is computed
using the meta-data information provided along with the
dataset and does not require any external tunable parameters.
In Table 8, we have provided the default parameters used in
constructing the classification models. Please note that no
parameter tuning is performed for the classification models
in order to report a fair comparison between the proposed
and the other approaches mentioned in the manuscript. In this
regard, the baseline models are used with the default parame-
ters provided by the RapidMiner data science simulation soft-
ware. There are two design decisions taken in the proposed
approach:
• Application of the threshold operation in the solution-2 -
Direct Feature Selection (DFS). In the proposedmethod-
ology, the threshold can be applied after combining the
individual solutions (DFS-CT) and before combining
the individual solutions (DFS-TC). We have reported
results of both these options in Table 13 and Table 14.
Based on the empirical results, the DFS-CT technique
is selected, although the difference between both the
aforementioned techniques is not significant.

• Combining multiple feature subsets into a consoli-
dated feature set. In case the DFS-TC is selected, then
there are multiple options to obtain a final solution
e.g. union, intersection, and multi-point intersection.
In Table 16 we have reported results for each set com-
bining technique along with the incurred cost of the final
solution. Although both multi-point intersection and
union result in solutions having comparable accuracy,
the former technique tends to select a feature set with
lower cardinality as compared with the latter technique.
This empirical observation is supported by several
works where the majority vote option is preferred over
others [10], [27], [29].

G. STABILITY PERSPECTIVE
Chronic kidney disease dataset under consideration did have
certain deficiencies in terms of missing values. Apart from
it, the dataset contained a few outliers. As a number of
comparative studies using the CKD dataset only relied on
data imputation, therefore, the dataset is not treated for any
other elaborate preprocessing operations. Although the CKD
dataset provided reasonably high accuracy with limited data
preprocessing, the proposed methodology uses an effective
multi-step feature scoring technique to deal with spurious
patterns as illustrated in Figure 5. In order to deal with noise
in the data, multiple horizontal data partitions are created.
In this study, the number of partitions is set according to
the number of classes present in the dataset. A set of feature
scoring measures is applied to each data partition and a sub-
sequent list containing the feature ranking is obtained. As the
proposed approach is based on the heterogeneous ensemble
method, therefore, the feature scoring technique is aimed at
addressing the issue of noise due to spurious patterns and

inducing diversity in the sets of selected features, thereby
improving performance and obtaining more robust and stable
solutions. It is important to note that the proposed approach
requires cost information associated with the feature groups
where features are distributed into non-overlapping groups.

VI. CONCLUSION
In this study, we have focused on an important yet generally
overlooked area of machine learning applications. In this
regard, we have focused on the cost of operating a machine
learning solution within the scope of developing countries.
Therefore, the case study problem is based on a benchmark
dataset that is used in several recent studies, and the respective
cost factor is also taken from a developing world perspective.
Furthermore, unlike some of the studies on cost-based fea-
ture selection where an overly simplified version of cost is
considered i.e. interdependence of features are overlooked,
we have modeled the problem as a non-overlapping group-
based feature selection. Due to the aforementioned problem
formulation, two approaches are devised to address issues of
incurred cost and predictive accuracy, respectively. Through
extensive experimentation on the benchmarked CKD dataset,
it is demonstrated that both the proposed approaches for
group-based feature selection can be successfully combined
into a consolidated final solution. The stated combined solu-
tion is, thereafter, compared with 8 feature selection methods
over a set of 7 classifiers. Based on the predictive accuracy
results it is observed that in general, the proposed approach
is not statistically significantly better than other methods.
Although some of the comparative methods have higher
predictive accuracy than the proposed method on the CKD
dataset, in general, this is consistent with the observation that
other methods are designed to maximize the accuracy metric
while the proposedmethod is slanted towards a trade-off solu-
tion. The overall cost of the proposed method is decreased by
a factor of 5.57 i.e. the cost of the final solution is 260 PKR
from 1420 PKR, while the total number of features is reduced
by a factor of 4.80 i.e. selected features are 5 out of 24. In this
regard, it is demonstrated that the overall cost incurred by
the proposed solution is considerably lower than that of the
other comparative techniques while the predictive accuracy
remained reasonably high.

This study may be extended in a number of directions such
as the employed ensemble feature ranking approach can be
enhanced to address the feature-feature interaction problem,
as the feature dependency is not adequately captured by filter
techniques.

The benchmarked CKD dataset used in this study is rel-
atively noise-free. Although the opportunity did not present
itself to evaluate the impact of noisy data in the CKD dataset,
we believe it would be an interesting research direction to
investigate the efficacy of the proposed approach on the high-
dimensional noisy data that also contains associated feature-
group cost information.

Furthermore, cost-sensitive feature selection problem may
be re-stated as a multi-objective problem where a set of trade-
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off solutions are provided to the decision-maker in order
to provide a wider view of the solution space. Finally, yet
another fruitful direction to extend this study is to consider,
apart from economic cost, other cost factors such as availabil-
ity of a resource, computational time required to acquire data,
nature of risk associated with data acquisition, among others.
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