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Abstract: Arabic text classification is a process to simultaneously categorize the different contextual
Arabic contents into a proper category. In this paper, a novel deep learning Arabic text computer-
aided recognition (ArCAR) is proposed to represent and recognize Arabic text at the character level.
The input Arabic text is quantized in the form of 1D vectors for each Arabic character to represent a
2D array for the ArCAR system. The ArCAR system is validated over 5-fold cross-validation tests for
two applications: Arabic text document classification and Arabic sentiment analysis. For document
classification, the ArCAR system achieves the best performance using the Alarabiya-balance dataset
in terms of overall accuracy, recall, precision, and F1-score by 97.76%, 94.08%, 94.16%, and 94.09%,
respectively. Meanwhile, the ArCAR performs well for Arabic sentiment analysis, achieving the
best performance using the hotel Arabic reviews dataset (HARD) balance dataset in terms of overall
accuracy and F1-score by 93.58% and 93.23%, respectively. The proposed ArCAR seems to provide a
practical solution for accurate Arabic text representation, understanding, and classification.

Keywords: natural language processing (NLP); deep convolutional neural network; Arabic text
recognition; Arabic sentiment analysis; Arabic text computer-aided recognition (ArCAR)

1. Introduction

Natural language processing (NLP) is a subfield of linguistics, computer science, and
artificial intelligence concerned with computers and human language interactions. The goal
of NLP is to process textual contents and extract the most useful information for effective
real-life decisions. Indeed, text mining problems have gained much attention and have
become a vital research area because of the boom in textual applications such as document
recognition, social networking gates, or text identification from images or paintings [1].
Arabic text analytics are extremely important to facilitate in real life in terms of Arabic
documents text classification [2], information retrieval [3], translation [4], Arabic sentiment
analysis [5], spam detection [6], and news categorization [7]. The Arabic language is one
of the six most global languages and is considered an official language for 26 states in the
Arab world, especially in the Middle East (i.e., Arab countries) [8]. The Arabic language
and its different dialects are spoken by more than 447 million native speakers [9]. The
Arabic language is a semantic language that first emerged in the 1st to 4th centuries [10]. It
can be categorized into three sublanguages: modern standard Arabic (MSA), colloquial
or dialectal Arabic, and classical Arabic [11]. The modern standard Arabic is the official
language used to varying degrees in workplaces, government, media, and newspapers. It
is widely taught in schools, colleges, and universities [10]. The colloquial Arabic language
varies among Arabic countries and geographical regions, whereas the classical Arabic
language survives in religious scriptures and old Arabic poetry [12]. However, MSA,
which is used for this study, could be understood and used by all Arabic natives. The MSA
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official language has 28 alphabet letters, all of which are consonants except three, which

are long vowels: “

@/Alif”, “ð/Waw”, and “ø



/Ya” [8]. The Arabic words and sentences are

written from right to left. Moreover, most Arabic alphabet letters have multiple written
forms depending on their positions in the Arabic word. For example, the Arabic letter
“ 	

�/dh” could be written in different forms: 	
�/end of word (disconnected), 	

��/end of

word (connected)”, �
	

��/middle of word, or �
	

�/beginning of word. In addition, diacritical
marks (i.e., short vowels) highly contribute to Arabic phonology, altering the shape of the
characters. For example, different combination forms of letters H. /Ba could be generated as
�

H. , H.�
, �

H. , �
H. , �

H. , �
H. , H.�

, and �
H. . This different nature of the Arabic alphabets makes Arabic

word embedding and representation a major challenge [13]. Indeed, the Arabic language
always faces many challenges, such as stemming, dialects, phonology, orthography, and
morphology. The key is to represent the Arabic text in such a way that minimizes such
difficulties [14]. Previous research studies for Arabic text classification have used conven-
tional representation techniques such as bag-of-words and word embedding [15]. In [16],
Al-Samadi et al. presented a supervised machine learning approach for aspect-based senti-
ment analysis (ABSA) to classify hotels’ Arabic reviews. They used different ML classifiers,
including naïve Bayes, Bayesian networks, decision trees, k-nearest neighbors (KNNs), and
support vector machines (SVMs) using different types of representation such as TF-IDF
and N-gram. In [14], Bounhas et al. built a morpho-semantic knowledge graph from Arabic
vocalized corpora. These corpora are transformed into rich graph-based representations
to store for morphological and Arabic semantic knowledge. In fact, such techniques use
classical classification approaches that start with engineering feature extraction, promi-
nent feature selection, and then classification [17]. Recently, the dominant approaches for
NLP tasks have been recurrent neural networks (RNNs), in particular LSTMs and con-
volutional neural networks (CNNs) [2,18–20]. Deep learning architectures have recently
been proposed to derive a huge number of text deep features for better performance in
different fields: text recognition [18,21,22], medical image diagnosis [23–27], and other
computer vision techniques [27,28]. However, deep learning techniques have proven their
capabilities for different recognition tasks. Such algorithms require considerable work-
load and attention and user intervention in each stage. Meanwhile, they require difficult
preprocessing algorithms to prepare the Arabic text features. To date, almost all these
representation techniques of text classification depend on words rather than character
encoding. Simple statistics of some ordered word combinations (e.g., n-grams) usually
perform text recognition in a better way [29]. As we mentioned above, researchers who
worked in Arabic classification still have some limitations:

• First, the approach seeks to minimize the Arabic characters’ normalization by replacing
the extended Arabic alphabets that have similar shapes with the basic one but with

slightly different meanings such as

@, @


, and

�
@ with @, alphabet letter �

è with è, or letter ø



with ø. Thus, the normalization process will directly affect the contextual meaning

of similar shape words; for example, �
èQ» means “football”, èQ» means “hatred”, ú



Î«

means “the name of Ali”, úÎ« means “on the thing”, PA
	
¯ means “overflowed”, and

P

A
	
¯ means “mouse”. In our character-level encoding methodology, we consider the

different meanings of all of these characters by encoding them independently. This is
to maintain the basic meaning of the different Arabic sentences.

• Second, to avoid the stemming problem, we need to understand the word’s root during
the embedding process. The stemming problem is considered a major challenge for
the Arabic language [30].

• Third, we also consider and encode stop words (i.e., 	áÓ, ú



	
¯, úÍ@


, úÎ«, etc.) as indepen-

dent important words to keep the sentence meaning correct. The classical techniques
suffered from understanding the stop words, and they removed them during the
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embedding process to reduce the textual feature dimensionality, but it affected the
understanding accuracy of the Arabic sentences.

• Fourth, we solve the problem of alphabet position dependence, which means that the
encoding of the Arabic alphabets, based on their positions in a single word, should be
different (e.g., at the beginning ��, middle ���, or at the end �, or ��).

Such difficulties inspired us to employ the deep learning Arabic text computer-aided
recognition (ArCAR) system based on the character level instead of the word or sentence
level to easily understand and recognize Arabic for documents as well as Arabic sentiment
analysis. The contributions of this work are summarized as follows:

• The quantization method is used to represent the Arabic text based on the charac-
ter level.

• We have designed a new deep learning ArCAR system for Arabic text classification
based on the capability of the deep convolutional network. The key idea of our system
is to eliminate the need for Arabic text pre-processing which is very challenging and
to achieve reasonable classification results.

• The deep learning ArCAR system is proposed to represent and recognize Arabic text
in character level for two applications: (1) Arabic text documents recognition and (2)
Arabic sentiment analysis.

• Finally, we conduct experiments and show the effectiveness of the proposed models
for representation and classification to achieve excellent performance in solving many
problems such as text recognition at the character level, which is better than at the
word level to solve some problems such as out-of-vocabulary problems.

This will assist with fast Arabic language understanding or even solving Arabic
text recognition problems. To our knowledge, this is the first study to encode all Arabic
characters with number and necessary symbols that represent and classify Arabic textual
contents considering many characteristics of Arabic text.

2. Related Works

The research on Arabic text classification systems is still very rare compared to research
on English text classification. For English text classification, the authors in [31] examined
and presented the latest research work methodologies and tools for multilingual sentiment
analysis. They discussed the current difficulties and challenges in the area of AI-based text
representation and classification. Moreover, some recommendations are also raised for
future directions to especially deal with languages with scarce resources. In [32], Cambria
et al. presented the affective computing and sentiment analysis for the opinion analysis
based on emotion expression. In contrast, Arabic text classification still has more challenges
and represents a hot research topic. Based on our research, there are multiple steps to
address the problem of automatic text categorization Therefore, this literature review will
cover two main subsections: Arabic text representation and Arabic text classification.

2.1. Arabic Text Representation (ATR)

In fact, Arabic texts comprise unstructured data in the same way as English texts,
and to be understandable for machine learning algorithms, the text must be transformed
and represented by numerical values. The text can be represented in different ways using
the bag-of-words (BOW) assumption or n-grams and term frequency–inverse document
frequency (TF-IDF) [33]. Although these methods have shown good textual classification
results, they lose the order of Arabic words, and they have limitations in capturing se-
mantic meaning [34–36]. Guru et al. proposed a new representation approach for Arabic
text called Term Class Weight-Inverse Class Frequency (TCW-ICF). Their representation
is used to extract the most promising features from Arabic texts [37]. In [36], Etaiwi et al.
presented a graph-based semantic representation model for Arabic text classification. Their
proposed model achieved improvements of 8.60%, 30.20%, 5.30%, and 16.20% in terms
of overall accuracy, sensitivity, precision, and F1-score, respectively. In contrast, other



Algorithms 2021, 14, 216 4 of 24

embedding techniques of Word2Vec and Glo2Vec have recently been used to represent
conceptual text using deep learning approaches at the word level. Such representation is
good for English text because several flexible preprocessing algorithms are available to
improve the text representations compared with the structure of Arabic text [16]. In 2018,
Abdul-Aziz et al. constructed Word2Vec models from a large Arabic corpus. They have
worked with different ML algorithms and convolutional neural networks (CNN) for Arabic
text classification. Although they used the feature selections technique to reduce the input
feature dimensionality for better classification performance, some limitations \ still exist
for pre-processing, removing numbers, and normalization and did not handle negation
of words [38]. In 2018, Boukil et al. improved Arabic microblog retrieval with distributed
representations for Arabic text classification [39]. In 2020, Almuzaini et al. proposed a
method that combined document (doc2vec) embedding representation and sense disam-
biguation to enhance Arabic text representation. Then, they conducted experiments using
the OSAC corpus dataset. They achieved an overall text classification accuracy of 90%
in terms of F-measure [40]. In 2014, Y. Kim [41] proposed the first deep learning model
consisting of a shallower convolutional neural network with only one convolutional layer
based on the word level. Indeed, the Arabic language has many challenges for Arabic
text representation [16]. The aim of this study is to represent Arabic text at the character
level instead of at the word level. This is due to the scarcity of Arabic text preprocessing
algorithms and to avoid the difficulties and limitations mentioned above. Arabic character-
level representation is useful for deep learning ConvNet (i.e., CNN) architectures since
they do not suffer from such limitations and have recently shown promising classification
results for various NLP applications [42]. Moreover, ConvNet could be directly applied to
distributed or discrete word embedding without pre-knowledge on the syntactic or seman-
tic structures of that word. This is the key for developing a single reliable computer-aided
recognition (CAR) system for different languages. Language characters always constitute a
necessary textual construct regardless of the ability of word segmentation. Thus, working
at the character level has the advantage of the ability to naturally learn abnormal character
combinations of misspellings and emoticons. In 2020, Oueslati et al. presented that deep
CNN was used for Arabic sentiment analysis text (SA). They represented Arabic text for
sentiment analysis using character level features. This work still has some limitations such
as that not all characters and numbers in Arabic texts are used, which will create misunder-
standing for Arabic text [43]. We have seen in the literature review that the most commonly
existing methods for representations of Arabic text categorization still use classical text
representations such as the bag-of-words. Indeed, these methods are still suffering from
the lack of semantics and high dimensionality of their feature space. In addition, they
require complex preprocessing due to the complex morphology and nature of the Arabic
language. Thus, we need to propose Arabic text representation techniques to avoid such
limitations of normalization and stemming to achieve better accuracy for the Arabic text
classification. On the other hand, Arabic language is more complex than other languages,
and no efficient algorithms are available for English so far. For this reason, we are very
excited to find a better choice for Arabic text representation to solve such difficulties.

2.2. Arabic Text Classification (ATC)

Arabic text classification is the most important phase for categorizing the different
contextual Arabic contents into a proper category. Many machine learning algorithms
have been proposed for Arabic text categorization, for example. In [34], El Kourdi et al.
presented a Naïve Bayes classifier to classify Arabic text documents into five classes. They
used TF-IDF to represent Arabic text. Boukil et al. proposed a combination method of term
frequency–inverse document frequency (TF-IDF) using the capability of CNN to classify
Arabic text from a large dataset [39]. In [44], Kim et al. presented a simple hybrid model
for CNN and LSTM to classify English text based on character-level inputs. However,
output predictions are still made based on the word level. Their evaluation results are
reported using six different datasets and presented competitive and promising achieve-
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ments. In [45], Romeo et al. addressed the problem of question ranking by addressing the
task with machine learning algorithms for Arabic text representations. They designed an
LSTM classifier to identify the most proper text segmentations in questions in a binary
classification problem. This is to select the meaningful text representation and to reduce
the noise as well as the computational cost. Then, they proposed a hybrid model using tree
kernels built on the top of constituency parse trees. This model was first built by Farasa
for Arabic word embedding based on supervised neural networks. In [46], Alayba et al.
constructed Word2Vec models from a large Arabic sentiment corpus that collected over
ten Arab countries. They applied different ML algorithms and convolutional neural net-
works with feature selection algorithms to reduce the derived feature dimensionality. The
achieved accuracy was between 91.0% and 95.0% for Arabic sentiment classification using
a health sentiment dataset. In [47], Al-Taani et al. used the fuzzy C-means (FCM) classifier
to enhance the performance of Arabic document classification. For feature dimensionality
reduction, they used singular value decomposition (SVD). Due to the problem of Arabic
root words, in which one word has many possible meanings and is subject to mistakes,
they used FCM to solve this issue. They achieved overall performance in terms of precision,
recall, and F-measure by 60.16%, 62.66%, and 61.18%, respectively. In 2020, Elfaik et al. used
the Arabic text representation based on the word level and investigated the bidirectional
LSTM network (BiLSTM) to enhance the Arabic sentiment analysis [48]. They applied the
forward–backward technique to encapsulate contextual information from Arabic feature
sequences. They achieved the overall accuracy in terms of F1-measure by 79.41% using the
LABR dataset. El-Alami et al. (2020) proposed an Arabic text categorization method using
Arabic WordNet based on the bag-of-concepts and deep Auto-encoder to represent the
Arabic text by eliminating the explicit knowledge that contains semantic vocabularies [49].
In 2020, Elzayady et al. proposed a hybrid model of CNN and RNN to extract the local
features using CNN and then classify the Arabic sentiment via RNN [50]. In [51], Zhang
et al. proposed the first deep learning character-level ConvNet for English text classifica-
tion. They used two ConvNets with six convolutional layers with kernel sizes of 3 and 7,
three simple max-pooling layers, and three fully connected layers. To verify their model,
they used eight large-scale datasets, and they achieved the lowest testing errors for all
datasets compared with the traditional methods of bag-of-means, n-grams TF-IDF, LSTM,
word2vec, and lookup table ConvNet. In [18], Conneau et al. proposed a deep learning
character-level architecture called a very deep CNN (VDCNN) for English text classifica-
tion. They investigated the depth effectiveness of their deep learning model. They used
four different structure depths via 9, 17, 29, and 49 convolutional layers with 4 max-pooling
layers for all different structures. Data preprocessing and augmentation were not used
in their scenario. To assess their model, eight large-scale datasets (same as in Zhang) [51]
are used, and their very deep model (i.e., 29 convolutional layer depths) outperforms the
ConvNet proposed by Zhang [51]. They found that the text classification performance was
slightly increased when their proposed model became deeper (i.e., 29 convolutional layers).
After that, they noticed that the performance was again decreased with 49 convolutional
layers. In [38], Duque et al. proposed the modified version of the VDCNN, which was
presented by Conneau et al. [18] and called it a squeezed very deep CNN (SVDCNN)
for English text classification. Basically, their idea was to reduce the number of standard
convolutional blocks used in VDCNN. In particular, the method reduced the trainable
parameters and minimized the need for a high storage capacity. To do that, they modified
the standard convolutional blocks of VDCNN by using temporal depthwise separable
convolutions (TDSCs). Meanwhile, since 90% of the trainable parameters in a specific deep
learning model are always created due to the number of dense layers [25,26], they replaced
them with global average pooling (GAP) layers. In 2020, Daif et al. proposed the first
deep learning model called CE-CLCNN for Arabic documents classification [18]. The deep
learning CE-CLCNN model consists of two parts: a character autoencoder to encode the
image-based character embedding and a character-level CNN (CLCNN) for classification
purposes. It encodes each Arabic character or alphabet as a 2D image. Then, the Arabic text
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is represented as an array of character-based images. To handle the class imbalance problem
(i.e., long-tailed data distribution problem), they used a class-balanced loss function. To
evaluate their model, they created their own two datasets called the Arabic Wikipedia title
(AWT) dataset and the Arabic poetry dataset (APD). The proposed model showed much
classification improvement against the classical SVM machine learning classifiers by 21.23%
and 4.02% in terms of the micro F1-score for the ADP and AWT datasets, respectively. In
2020, Daif et al. proposed the first deep learning structure via image-based character for
Arabic documents classification, which was called AraDIC [20]. In this approach, they
represented each Arabic character or alphabet as a 2D image. The proposed deep learn-
ing AraDIC consists of a 2D image-based character encoder and classifier. The character
encoder is a simple CNN that consists of three 2D convolutional layers, two max-pooling
layers, and two dense layers. In addition, the classifier is also a simple character-level CNN
that consists of four 1D convolutional layers, two max-pooling layers, and two dense layers.
Batch normalization and the ReLU activation function are used after each convolutional
and dense layer. To avoid the imbalance problem, they trained their model end-to-end
utilizing the weighted-class loss function. To evaluate their proposed model, they used
both AWT and APD datasets. The proposed AraDIC outperforms other classical and deep
learning baseline text classification techniques by 12.29% and 23.05% in terms of micro-
and macro-F1-scores, respectively. In [2], Ameur et al. proposed a combined deep learning
model of CNN and RNN for Arabic text documents categorization using static, dynamic,
and fine-tuned word embedding. A deep learning CNN model is used to automatically
learn the most meaningful representations from the space of Arabic word embedding. The
proposed CNN consists of three key components: the convolutional layer, pooling layer,
and fully connected or dense layer. To produce a full summary of the input Arabic text,
a stacked set of bidirectional gated recurrent units (Bi-GRUs) was used. Then, multiple
dense layers were utilized to finally recognize the input Arabic text into the most likely
category. They evaluated their proposed deep learning model using an open source Arabic
corpora (OSAC) dataset. Comparing the performance with the individual CNN and RNN
models, their proposed hybridization model helped to improve the overall performance of
Arabic text classification. Such methodologies still have limitations for Arabic alphabet
position-dependent problems. The Arabic alphabet letters’ shape and figure always depend
on their position at the beginning, middle, or end of the word.

Indeed, such interesting studies for text classification inspired us to use the promising
functionality of deep learning methodology to improve Arabic text classification based on
the character level instead of the word level [45]. This is to tackle the complexity of the
morphological analysis and limited preprocessing techniques for Arabic textual contents
as well as to produce a considerably flexible and smart model to classify any Arabic text
contents for documents categorization or even for sentiment analysis classification.

3. Materials and Methods

The proposed deep learning ArCAR framework for Arabic text classification based
on the character level is presented in Figure 1. Our proposed model is applicable for both
Arabic document recognition and Arabic sentiment analysis.

3.1. Dataset

The initial requirement to develop any deep learning CAR systems for Arabic text
recognition is to find benchmark Arabic datasets. Unfortunately, very rare and limited
Arabic text datasets are publicly available. In this study, we use thirteen different datasets
to perform our experiments for two applications: Arabic documents classification and
sentiment analysis. For both applications, we use balanced and unbalanced datasets to
show the reliability and feasibility of our proposed ArCAR system. In the following
sections, the dataset details are explained in detail.
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Figure 1. Schematic diagram of the proposed Arabic text computer-aided recognition (ArCAR) system.

3.1.1. Arabic Documents Texts Datasets

To validate the classification performance of the proposed ArCAR system for Arabic
text documents, we use nine different datasets: AlKhaleej, Akhbarona-balance, Akhbarona-
unbalance, Alarabiya-balance, Alarabiya-unbalance, BBC Arabic corpus, CNN Arabic
corpus, Open Source Arabic Corpus (OSAC), and Arabic Influencer Twitter Dataset (AITD).

SANAD Dataset

The AlKhaleej, Akhbarona, and Alarabiya datasets were extracted from a large
database called a single-label Arabic news article dataset (SANAD) [22]. The SANAD
dataset is a large collection of Arabic news articles and can be used for Arabic NLP
tasks, such as single-label Arabic text classification. The dataset is publically available
at https://data.mendeley.com/datasets/57zpx667y9/1 (accessed on 15 July 2021) [22].
Table 1 shows the data distribution of the unbalanced SANAD datasets used in this study
for each class.

Table 1. SANAD Dataset Distribution for each Class: AlKhaleej, Akhbarona, and Alarabiya.

# Class Type AlKhaleej Akhbarona Alarabiya

1 Finance 6500 9280 30,076
2 Sports 6500 15,755 23,058
3 Culture 6500 6746 5619
4 Technology 6500 12,199 4410
5 Politics 6500 13,979 4368
6 Medical 6500 12,947 3715
7 Religion 6500 7552 -

Moreover, the SANAD database has a balanced sub-dataset for AlKhaleej, Akhbarona,
and Alarabiya [22]. The balanced datasets of AlKhaleej and Akhbarona collected and
categorized seven different classes or categories: religion, finance, sports, culture, tech-
nology, politics, and medical. These datasets involve 6500 and 6700 Arabic text articles or
documents for AlKhaleej and Akhbarona, respectively. Fortunately, as shown in Table 1,
AlKhaleej has the same number of documents (i.e., 6500 Arabic articles) for each class for
the balanced and unbalanced datasets. In addition, the articles of the AlKhaleej dataset
were collected from the AlKhaleej news portal from 2008 until 2018, while the articles of the
Akhbarona dataset were collected from the Akhbarona news portal from January 2011 until
October 2018. Meanwhile, the Alarabiya balanced dataset has only five different categories:

https://data.mendeley.com/datasets/57zpx667y9/1
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politics, finance, medical, sports, and technology. Unfortunately, the Alarabiya-balance
dataset does not have any Arabic documents for the culture class. For studying aspects of
culture using Alarabiya-balanced and unbalanced datasets, we add the culture class by
randomly selecting Arabic documents from the unbalanced dataset. This is to perform an
acceptable performance comparison of the ArCAD system using the same classes for both
balanced and unbalanced Alarabiya datasets. The Alarabiya-balance dataset has six classes:
politics, finance, medical, sports, technology, and culture. In this study, each class of the
Alarabiya-balance dataset involves 3700 Arabic text documents. However, the Alarabiya
dataset was collected from the main website of Al-Arabiya (i.e., https://www.alarabiya.net
(accessed on 15 July 2021)), which has two subdomains: “alhadath” and “aswaq”.

On the other hand, the data distribution for unbalanced datasets, which belong to
open source Arabic corpora such as BBC, CNN, and OSAC is explained in detail in the
following sections.

BBC Arabic Corpus

This dataset was collected from the BBC website, https://www.bbc.com/arabic
(accessed on 15 July 2021) and included 4763 Arabic text documents [52]. As shown
in Table 2, Arabic text documents in this dataset are categorized into seven different classes
(i.e., Middle East news, world news, business and economy, sports, international press,
science and technology, and art and culture). In total, this dataset contains 1,860,786 (1.8 M)
Arabic words and 106,733 district keywords after removing the stop words.

Table 2. Data Distribution per Class for BBC and CNN Arabic Corpuses.

# Class Type BBC CNN

1 Middle East News 2356 1462
2 World News 1489 1010
3 Business and Economy 296 836
4 Sports 219 762
5 International Press 49 -
6 Science and Technology 232 526
7 Entertainments - 474
8 Art and Culture 122 -

CNN Arabic Corpus

This dataset was collected from the CNN website, https://arabic.cnn.com (accessed
on 15 July 2021) and included 5070 Arabic text documents [52]. As shortlisted in Table 2,
each text document is categorized into six different classes (i.e., Middle East news, world
news, business and economy, sports, science and technology, and entertainment). In
total, this dataset contains 2,241,348 (2.2 M) Arabic words and 144,460 distinct keywords
after stop word removal. This dataset is publically available at http://site.iugaza.edu.ps/
msaad/osac-open-source-arabic-corpora (accessed on 15 July 2021) [52].

Open Source Arabic Corpus (OSAC)

This dataset was collected from multiple sources and websites to include 22,429 Arabic
text documents [52]. As shown in Table 3, each text document is categorized into ten
different classes (i.e., economy, history, education and family, religion, sports, health,
astronomy, low, stories, and cooking recipes). This dataset contains 18,183,511 (18 M)
Arabic words and 449,600 distinct keywords after removing the stop words. We can
find this dataset at http://site.iugaza.edu.ps/msaad/osac-open-source-arabic-corpora
(accessed on 15 July 2021) [52].

https://www.alarabiya.net
https://www.bbc.com/arabic
https://arabic.cnn.com
http://site.iugaza.edu.ps/msaad/osac-open-source-arabic-corpora
http://site.iugaza.edu.ps/msaad/osac-open-source-arabic-corpora
http://site.iugaza.edu.ps/msaad/osac-open-source-arabic-corpora
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Table 3. OSAC Dataset Distribution For Each Class.

# Class Type No. of Documents

1 Economy 3102
2 Religion 3171
3 Education and Family 3608
4 History 3233
5 Sports 2419
6 Health 2296
7 Astronomy 557
8 Low 944
9 Stories 726
10 Cooking Recipes 2373

Arabic Influencer Twitter Dataset (AITD)

This dataset was generated by collecting different twists for 60 Arab influencers on
Twitter [53]. Domain experts categorized this dataset into ten different classes, as shown
in Table 4. A Twitter application programming interface (API) was used to collect the
last 3200 tweets for each account. This dataset was labeled based on the aspect of the
Twitter user profile. If the user profile belongs to the health category, all related tweets
for that user are categorized to be in the health class. This dataset is available at this
link https://github.com/shammur/Arabic_news_text_classification_datasets (accessed on
15 July 2021) [53].

Table 4. AIDT Dataset Distribution for Each Class.

# Class Type No. of Documents

1 Spiritual 29,554
2 Human-Rights-Press-Freedom 19,477
3 Sports 18,875
4 Business and Economy 12,270
5 Health 9456
6 Politics 9369
7 Art 6247
8 Environment 5010
9 Science and Technology 4936
10 Education 498

3.1.2. Arabic Sentiment Analysis Dataset

To validate and evaluate the proposed ArCAR system for Arabic sentiment analysis,
we used two different datasets: book reviews in the Arabic dataset (BRAD2.0) and the
hotel Arabic reviews dataset (HARD). These datasets have three different classes: negative,
positive, and neutral reviews. Experts scored these articles on a scale of 1 to 5 stars, as
in [54,55]. Negative reviews are scored by 1 or 2 stars, positive reviews are scored by 4 or
5 stars, and neutral reviews are scored by 3 stars. In this study, we used these datasets in
the forms of binary-class and multiclass problems. The binary-class problem includes only
two balanced classes: negative and positive reviews, while the multiclass problem involves
all three classes, including the neutral reviews class.

Book Reviews in Arabic Dataset (BRAD2.0)

This dataset comprises 510,598 Arabic book reviews expressed in MSA as well as
dialectal Arabic with three dialects: Egyptian, Levantine, and Gulf [54]. The reviews have
been done for 4993 Arabic books authored by 2043 scientists. However, these reviews
were collected from the website of GoodReads over two months, June and July 2016. This
dataset was generated as an extension of the large Arabic book review (LABR) dataset.
In the BRAD2.0 dataset, a clean-up preprocessing was performed to remove unnecessary

https://github.com/shammur/Arabic_news_text_classification_datasets
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punctuation marks and English characters. Indeed, this dataset involves 8% negative
reviews, 79% positive reviews, and 12% neutral reviews. Meanwhile, this dataset has a
balanced subset of 156,602 Arabic book reviews rated with 1 or 2 for the negative review
class and 4 or 5 for the positive review class where the neutral reviews (i.e., rated by 3 stars)
are ignored. To validate and verify the effectiveness of the proposed deep learning ArCAR
system, we use both balanced and unbalanced subsets of this dataset. The data distribution
for each review class in both the unbalanced and balanced subsets is shown in Table 5. This
dataset is available at https://github.com/elnagara (accessed on 15 July 2021) [54].

Table 5. Data Distribution for both BRAD2.0 and HARD per Each Class.

Class Type
BRAD2.0 HARD

Multi-Class
(Unbalance)

Binary-Class
(Balance)

Multi-Class
(Unbalance)

Binary-Class
(Balance)

Negative Reviews 78,380 78,380 40,953 52,849
Positive Reviews 325,433 78,126 286,695 52,849

Neutral 106,785 - 81,912 -

Hotel Arabic Reviews Dataset (HARD)

The Hotel Arabic Reviews Dataset (HARD) comprises 409,562 hotel Arabic reviews
in the standard Arabic language. This dataset was collected from the website of online
accommodation booking (i.e., https://www.booking.com (accessed on 15 July 2021)). Each
review contains the Arabic review text as well as the reviewer’s rating on a scale of 1 to
5 stars [55]. Indeed, the HARD dataset has 13% negative reviews, 68% positive reviews, and
19% neutral reviews. Reviews with ratings of 1 or 2 stars were categorized as a negative
review class, while reviews with rates of 4 or 5 stars were categorized as a positive review
class. Meanwhile, Arabic hotel reviews with a rate of 3 stars are categorized as neutral
reviews. In addition, the HARD dataset has a balanced subset and is also available online.
The balanced HARD dataset consists of an almost equal number of reviews for two negative
and positive classes, while neutral reviews are ignored. The dataset distribution for each
class is presented in Table 5. This dataset is available at https://github.com/elnagara
(accessed on 15 July 2021) [55].

3.2. Arabic Character-Level Quantization

The input of our proposed deep learning model is a sequence of encoded Arabic
characters. The Arabic encoding process is achieved by prescribing the alphabet characters
of size m where each character is quantized via m× 1 encoding. This means the quantization
process starts by tokenizing each Arabic character to encode it in a one-shot representation,
and each Arabic character is encoded by one vector with size of m × 1. Then, the sequence
of the Arabic characters is transformed into a similar sequence of m-sized vectors. Each
vector has a length limited by l. In this study, we use m = 70 Arabic characters, including
28 Arabic letters, 10 numbers, 6 brackets, and 16 other characters. The total characters are
as follows,
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to 1014, and any character exceeding this length is automatically ignored. Characteristics
with lengths less than 1014 are padded by zeros.

3.3. Data Preprocessing

Arabic text preprocessing represents the first stage of any text classification work-
flow [45,56]. It is used to clean up and prepare the unstructured text datasets to improve
the overall performance of the proposed ArCAR system. The nature of the Arabic language
has more structural difficulties than English, where it needs many additional preprocess-
ing efforts, such as stemming, normalization, and difficult morphology, and many roots
may be recognized for a specific single word [57]. Such difficulties make the Arabic text
representation truly a difficult task and impact the overall accuracy of the classification.
To minimize such difficulties, we represent the Arabic text based on the character level
instead of the word level or sentence level for both applications: Arabic documents text
classification and Arabic sentiment analysis. Thus, stemming and normalization are not
required, and this is a key to facilitate Arabic text preparation. The preprocessing starts
by splitting each Arabic word into the original characters’ forms. Then, a lookup table is
generated as a 2D tensor of size ( f0, l) that contains the embeddings of the l characters, and
f0 could be represented as the RGB image dimension of the input text.

3.4. Data Preparation: Training, Validation, and Testing

To fine-tune and assess the proposed ArCAR system, two different datasets are used;
one for Arabic documents text classification as in Section 3.1.1 and another dataset for senti-
ment analysis as in Section 3.1.2. For both applications, the Arabic text files (i.e., documents
or sentiments) for each class are randomly split into 70% in the training set, 10% in the
validation set, and 20% in the testing set [24,25,27]. The trainable parameters (i.e., network
weights and biases) of the proposed convolutional neural network are optimized via the
training process using the training–validation sets. After that, the overall performance
of the proposed deep learning model is evaluated utilizing only the evaluation set. In
addition, the proposed model is assessed over five-fold tests for training, validation, and
evaluation sets. These sets are generated via stratified partitioning ensuring an equal test-
ing rate for each text document to prevent system bias. To build a reliable and feasible CAR
system for Arabic text classification, it is important to use a k-fold cross-validation strategy,
especially when the size of the dataset is not large enough for training purposes [23–25].

3.5. The Proposed ArCAR System

The proposed deep learning ArCAR consists of six convolutional layers and two fully
connected or dense layers, as shown in Figure 1. Convolutional layers (CONVs.) are
used to derive the hierarchy of deep features, and dense layers are used as a classifier
to find the most proper class probability for the specific problem and produce the final
output of the proposed ArCAR system. Deriving multiple deep learning automatically
from the 2D input is a key to using deep learning based on CNN [49]. Indeed, a deep CNN
has a better capability to directly generate deep hierarchical features from the input raw
input [25,26]. Meanwhile, a logistic regression soft max layer is used to represent the output
classes with different nodes based on the number of classes for each individual problem.
Moreover, local response batch normalization layers are used after each convolutional layer
to improve the performance of the proposed CNN model. Batch normalization layers help
to vanish the gradient problem by standardizing the output of the current convolutional
layer. Additionally, it prevents the restrictions of the small value of the learning rate and
then speeds up the training process. The ReLU activation function is used after each
convolutional and dense layer because it has a stable and faster training saturation state
than sigmoid or tanh. Thus, the deep learning ArCAR system with ReLU shows better
performance and a faster training process. Table 6 shows the structure of the proposed
ArCAR system for Arabic text recognition in detail.
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Table 6. Detail Structure of the Proposed ArCAD System.

# Layer Type Filter Size, Maps Pooling

1 Input data: 70 × 1014 (2D) - -
2 CONV. 1 7 × 7, 64 2
3 CONV. 2 5 × 5, 128 2
4 CONV. 3 3 × 3, 256 NA
5 CONV. 4 3 × 3, 256 NA
6 CONV. 5 3 × 3, 256 2
7 CONV. 6 3 × 3, 256 2
8 Dense 1 1024 -
9 Dense 2 1024 -

10 Softmax (Output) Based on the number of classes -

3.6. Experimental Settings

For training, the Adam optimizer with an initial training rate of 0.001 and weight
decay of 0.0005 are used. The number of mini-batch sizes is set to 24. Meanwhile, a dropout
of 0.5 is used on both dense layers to speed up the learning process and to avoid the
overfitting problem. For trainable parameter initialization, we use random initialization via
unbiased Gaussian distributions with a standard deviation of 0.01 [26,28,58]. The selection
of the trainable parameters and epochs for each dataset is mainly done based on the criteria
of the system error-based trials and achieves the best performance. To prevent system bias
during the learning process due to training imbalanced datasets, the following remedies
are used. First, through each mini-batch, the training dataset is shuffled to ensure that each
text is only used once per epoch [27]. Second, weighted balance cross-entropy is used as a
loss function [23–25,59,60]. Third, to optimize the trainable parameters, training/validation
sets are used, and the testing set is only used for evaluation purposes.

3.7. Evaluation Strategy

For the quantitative evaluation of the proposed ArCAR system with each fold test,
weighted objective metrics, including recall or sensitivity (SE), specificity (SP), overall
accuracy (Az), F1-score, Matthews correlation coefficient (MCC), precision or positive
predictive value (PPV), and negative predictive value (NPV), are used. To prevent having
test sets that are unbalanced with regard to all classes, the weighted-class strategy is used.
The criteria for all of these metrics are defined as follows:

Recall/Sensitivity (SE) =
TP

TP + FN
, (1)

Specificity (SP) =
TN

TN + FP
, (2)

F1− score (DICE) =
2·TP

2·TP + FP + FN
, (3)

Overall accuracy (Az) =
TP + TN

TP + FN + TN + FP
, (4)

MMC =
TP·TN− FP·FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
, (5)

Precision/PPV =
TP

TP + FP
, (6)

NPV =
TN

TN + FN
, (7)

where TP, TN, FP, and FN are defined to represent the number of true positive, true
negative, false positive, and false negative detections, respectively. To derive all of these
parameters, a multidimensional confusion matrix is used. Finally, to avoid having test sets
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that are unbalanced with regard to all classes, we used the weighted-class strategy with
each dataset to calculate the evaluation indices [27].

3.8. Implementation Environment

To perform all experiments in this study, we used a PC with the following specifica-
tions: Intel R © Core(TM) i7-6850 K processor with 16 GB RAM, 3.360 GHz frequency, and
one NVIDIA GeForce GTX 1080 GPU. The presented ArCAR system is implemented using
Python 2.7.14 on the Ubuntu 16.04 operating system and back-end libraries of TensorFlow
and Keras.

4. Results

In this section, the evaluation results of the proposed ArCAR system for Arabic text
recognition are presented for both applications of documents classification and sentiment
analysis. For both applications, different datasets with multiple classes were used to test
the reliability of the proposed ArCAR system. For document classification, the number
of documents in each dataset varies from 5 k to 200 k, while the number of classes varies
between 5 and 10 classes. For Arabic sentiment analysis, the number of posts or comments
varies between 165 k and 500 k, while the dataset has two and three balance and unbalance
classes, respectively. The evaluation results shown in this section are recorded as an
average over 5-fold test for each dataset. Given a specific dataset, the same model with
deep architecture and training settings is used to achieve reliable results and show the goal
of the proposed ArCAR system.

4.1. Arabic Documents Text Recognition

Table 7 shows the average evaluation results of the proposed ArCAR system for Arabic
documents text classification. These results are derived as an average over 5-fold test using
only the testing datasets. These results show the reliability and capability of the proposed
ArCAR system, achieving promising evaluation results with different datasets. The overall
classification performance using the AlKhaleej dataset was 92.64%, 98.28%, 97.47%, and
92.63% in terms of sensitivity, specificity, accuracy, and F1-score, respectively.

Table 7. Evaluation Result of the proposed ArCAD system for Arabic documents text classification
as an average over 5-fold test.

DATASET SE SP Az F1-Score MCC PPV NPV

AlKhaleej
balance 92.64 98.28 97.47 92.63 91.55 92.75 98.28

Akhbarona
balance 88.99 97.67 96.43 88.98 78.31 89.16 97.67

Akhbarona
unbalance 88.08 97.93 96.68 88.28 86.55 88.60 97.94

Alarabiya
balance 94.08 98.50 97.76 94.09 93.01 94.16 98.50

Alarabiya
unbalance 83.80 95.88 94.43 76.87 74.40 73.01 96.69

BBC 69.02 85.44 81.63 69.62 57.43 71.18 83.43
CNN 74.72 94.58 91.56 75.43 70.72 77.46 84.86
OSAC 91.26 98.49 97.60 91.40 90.85 93.10 98.39
AIDT 90.15 97.11 96.59 90.17 88.58 90.73 98.18

Similar encouraging results were obtained using all the reset datasets. All evaluation
metrics were derived using the averaged multiclass confusion matrix over a 5-fold test.
Figures 2 and 3 show the averaged multiclass confusion matrices for Arabic documents
text recognition over each dataset. The sum of each row in the confusion matrix represents
the testing set for each class.
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Figure 2. Averaged multiclass confusion matrices of Arabic document text recognition for different datasets with
corresponding classes: (a) AlKhaleej, (b) Akhbarona-unbalance, (c) Akhbarona-balance, (d) Alarabiya-unbalance, and
(e) Alarabiya-balance.
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Figure 3. Averaged multiclass confusion matrices of Arabic documents text recognition for different datasets with corre-
sponding classes: (a) BBC Arabic corpus, (b) CNN Arabic corpus, (c) OSAC, and (d) AIDT.

Moreover, the ArCAR system performance in terms of computation training and
testing cost is recorded corresponding to each dataset and listed in Table 8. The computation
time for deep learning models depends on the deep structure, learning settings (epochs,
batch size, etc.), the size of the training set, and specifications of the PC. The deep learning
structure affects the training and testing time prediction cost. This is because the number
of trainable parameters is proportionally increased with the depth of the deep learning
model, making the prediction cost high [18,19]. Thus, accurate and rapid predictions are
required for more reliable and feasible text recognition systems. In this study, the proposed
ArCAR system has a reasonable depth and achieves promising recognition results in terms
of Arabic document recognition and Arabic sentiment analysis. The number of trainable
parameters (weights and baises) of the proposed model are recorded to be 11.30 million.
For training, an example of the training ArCAR system in terms of training–validation
accuracy and loss function behaviors is shown in Figure 4. It is clearly shown that the
ArCAR system is trained well, achieving good behaviors without any bias or overfitting.
As shown in Table 8, the training and testing processing times are recorded based on the
total number of training and testing datasets for all classes with respect to the specific
dataset. The training processing time is recorded for each epoch. Indeed, the variation in
the dataset sizes directly affects the required training and testing times. This means that the
number of Arabic documents in the training set affects the required training time to finalize
the learning processes and trainable parameter optimization. For testing, the required
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time is much less than the training time because the testing sets represent only 20% of
the total size of the specific dataset. For example, the proposed ArCAR system requires
1.2 s to perform the recognition process of 4550 Arabic text documents from the AlKhaleej
testing set, as shown in Table 8. Each class of the AlKhaleej testing set has 650 Arabic text
documents, as shown in Figure 2a. Since the same deep learning ArCAR model is used,
the processing testing time for each document is 2.64× 10−4 s.

Table 8. Computation Measurements for the Proposed Deep Learning ArCAR System with Different
Datasets: Arabic Text Documents Recognition.

Dataset * Train Time/Epoch
(s) No. of Epochs * Testing Time/Testing

Set (s)

AlKhaleej 36.89 14 1.2
Akhbarona
unbalance 1065.096 10 7.651

Akhbarona
balance 1134.466 14 3.611

Alarabiya
unbalance 307.265 10 3.689

Alarabiya
balance 556.531 14 1.706

BBC 8.10 20 0.22
CNN 44.76 25 0.4
OSAC 179.251 10 0.746
AIDT 109.67 10 2.90

* The time is computed considering all datasets from all classes.

Figure 4. Training-validation behavior of the proposed ArCAR system in terms of accuracy and loss
functions with respect to the number of epochs using (a) AlKhaleej, (b) Akhbarona-balance, and (c)
Alarabiya-balance.
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4.2. Arabic Sentiment Analysis

The evaluation results of the proposed ArCAR system for Arabic sentiment analysis
are shown in Table 9. These results are derived as an average of the 5-fold test. As shown
in Table 9, the proposed ArCAR system presented its reliability and capability for Arabic
sentiment analysis. It is clearly shown that using the remedies of the unbalanced datasets,
the proposed ArCAR system achieves similar evaluation results in terms of all evaluation
indices. Using the balance (i.e., case of binary class) and unbalance (i.e., case of multiple
class) HARD datasets, overall accuracies of 93.23% and 93.58% are achieved. However,
the overall system accuracy using the binary BRAD dataset (i.e., balance set) is slightly
better by 4.33% than that using the multiclass BRAD dataset (i.e., unbalance set). Similarly,
all evaluation metrics are derived using the averaged multiclass confusion matrix over a
5-fold test, as shown in Figure 5.

Table 9. Evaluation Result of the proposed ArCAD system for Arabic Sentiment Analysis as an
Average over 5-fold Test.

Dataset SE SP Az. F1-Score MCC PPV NPV

BRAD
Binary-class 81.44 81.44 81.46 81.45 62.92 81.48 81.48

BRAD
Multiclass 68.35 71.61 77.13 67.25 40.87 66.77 75.00

HARD
Binary-class 93.23 93.23 93.58 93.23 86.49 93.26 93.26

HARD
Multiclass 80.98 94.35 93.23 81.63 76.34 82.33 95.00

Figure 5. Averaged binary and multiclass confusion matrices of the Arabic sentiment analysis for (a)
BRAD: binary-class, (b) BRAD: multiclass, (c) HARD: binary-class, and (d) HARD: multiclass.
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Similarly, the training and testing processing times are proportionally affected by
the number of training and testing Arabic reviews in the HARD and BRAD datasets, as
presented in Table 10. For example, using the total number of 31,319 testing reviews
in the balanced BRAD (i.e., binary class) testing set, the ArCAR system requires 3.3 s
to complete the testing recognition process. Meanwhile, for the BRAD multiple classes
problem (i.e., unbalance set) using the total number of 102,119 testing reviews, the ArCAR
system requires 10.76 s. This means for one Arabic sentiment (i.e., review), the ArCAR
system needs only 1.054× 10−4 s.

Table 10. Computation Measurements for the Proposed Deep Learning ArCAR System with Different
Datasets: Arabic Sentiment Analysis.

Dataset * Train Time/Epoch
(s) No. of Epochs * Testing Time/Epoch

(s)

BRAD Binary-class 1594.02 11 3.3
BRAD Multiclass 3511.13 10 10.76

HARD Binary-class 93.03 10 2.44
HARD Multiclass 648.03 12 9.83

* The time is computed considering all datasets from all classes.

5. Discussion

Deep learning computer-aided recognition based on convolutional networks has
gained much research attention to improve the overall recognition performance with
different NLP applications, medical imaging applications, computer vision approaches, etc.
This is due to the capability of deep learning based on CNNs to extract a huge hierarchy of
deep feature knowledge to learn about the low-level as well as high-level deep features
end-to-end directly from the input data. Here, we employed the functionality of the
deep learning CNN to represent and recognize Arabic text at the character level for two
applications: Arabic text documents recognition and Arabic sentiment analysis. The idea
of using the character level instead of the word level or the sentence level for Arabic text
classification is inspired to avoid stemming and to minimize the preprocessing complex
techniques, especially for the Arabic language. This is to maintain and represent the Arabic
contextual text meaning correctly. In contrast to recent works on Arabic text classification,
the proposed ArCAR system can efficiently handle Arabic text documents and Arabic
sentiment at the character level, as presented in Tables 7 and 9.

5.1. Arabic Documents Text Recognition

For the first application of Arabic documents text classification, the evaluation results
show the reliability of the ArCAR system, achieving promising recognition of the best
results using the Alarabiya-balance dataset with 97.76% and 94.09% in terms of overall
accuracy and F1-score, respectively. Using the AlKhaleej and OSAC datasets, evaluation
results of 97.47% and 97.60% in terms of overall accuracies are obtained, respectively.
Meanwhile, the evaluation results using Akhbarona and AIDT depict overall accuracies of
96.68% and 96.59%, respectively. The lowest accuracy achieved by this system is recorded
using the BBC dataset with 81.63%. As shown in Table 7 and Figures 2 and 3, the proposed
ArCAR system shows its capability and reliability to handle different datasets regardless of
the number of classes. For example, the ArCAR system performs well to achieve promising
results using AIDT with ten different classes, achieving overall accuracy, F1-score, MCC,
precision, and NPV results of 96.59%, 90.17%, 88.58%, 90.73%, and 98.18%, respectively.
Similarly, the proposed ArCAR system achieves encouraging evaluation results using the
OSAC dataset with ten classes. Using the OSAC dataset, it achieves an overall accuracy and
F1-score of 97.60% and 91.40%, respectively. In addition to the promising overall accuracy
achieved by the proposed ArCAR, a rapid recognition time is also required. As shown
in Tables 7 and 8, the proposed ArCAR system presents the capability and feasibility of
achieving encouraging and rapid recognition rates for Arabic text documents. As shown in
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Table 8, the ArCAR system needs less than 0.264 msec (i.e., for AlKhaleej as an example) to
complete the recognition process for each Arabic text document.

The proposed remedies of the ArCAR system due to the unbalanced datasets for
training and testing help to train the deep learning model in a stable way. In addition, it
helps to achieve more stable evaluation results for balanced and unbalanced datasets, as
shown in Figure 6. Although some unbalanced training and testing remedies are used,
the performance of the proposed ArCAR system is still better with balanced datasets.
This is clearly shown with the evaluation F1-score index using the Alarabiya dataset,
where it always measures the system evaluation regardless of the imbalance issue in the
testing datasets. Unfortunately, other datasets of AlKhaleej, BBC, CNN, OSAC, and AIDT
do not have balanced subsets to show the system performance. However, it is clearly
shown that using the remedies of the unbalanced datasets, the proposed ArCAR system
achieves similar evaluation results in terms of all evaluation indices. Using the balanced
and unbalanced HARD datasets, overall accuracies of 93.23% and 93.58%, respectively,
are achieved. However, the overall system accuracy using the balanced dataset is slightly
better by 4.33% than that using the unbalanced dataset.

Figure 6. Evaluation performance comparison of the proposed ArCAR using the balanced and
unbalanced Alarabiya and Akhbarona datasets.

The direct comparison results using the same datasets with different machine learning
classifiers and different Arabic text representation (i.e., word-level and character-level)
is presented as in Table 11. Due to the use of many datasets in our work, we com-
pare only two datasets (i.e., unbalanced CNN and AlKhaleej). As is clearly shown in
Table 11, our proposed ArCAR achieved comparable and better results compared with
the traditional machine learning algorithms. For Arabic text representation, we have
used bag-of-words (BOW), term frequency-inverse document frequency (TFIDF), and
character-level representation.

To compare the proposed ArCAR system performance with the latest works as well
as the conventional machine learning (CML) techniques, we summarized the comparison
results regarding the evaluation metrics, as shown in Table 12. Compared with other recent
studies and different methodologies, text recognition in Arabic documents at the charac-
ter level achieves comparable and promising evaluation results with different datasets.
This means that the proposed approach seems to be helpful for real practices of Arabic
documents classification with a more accurate recognition rate. It is also shown that the
proposed system outperforms CML techniques such as multinomial naïve Bayes, Logistic
Regression and SVC, and linear SVC. In this study, we performed multinomial naïve Bayes
to show a direct comparison using the same datasets, as presented in Table 12. For example,
using the AlKhaleej dataset, the proposed ArCAR system outperforms other deep learning
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models of DL-CNN-GRU and machine learning models of multinomial naïve Bayes by
7.47% and 1.47% in terms of overall accuracies, respectively. Thus, the proposed system
may help people understand and analyze the Arabic language in a sufficient and desir-
able way. This also approves the methodology of Arabic character-level representation
and recognition.

Table 11. Comparison Evaluation Results using Different Conventional Machine Learning Classifiers with different
Representation Techniques.

Classification

World-Level and Character-Level Representations

CNN Dataset (Unbalance) AlKhaleej Dataset
(Balance/Unbalance)

Word-Level Representation Char Level
Representation

Word-Level Representation Char Level
RepresentationTFIDF BOW TFIDF BOW

MultinomialNB 64.00 88.00

-

91.00 93.00

-

BernoulliNB 61.00 61.00 87.00 85.00
LogisticRegression 90.00 91.30 94.00 96.00

SGDClassifier 91.20 91.00 94.00 95.00
Support Vector
Classifier(SVC) 90.00 90.00 95.00 96.00

Linear SVC 91.00 91.00 94.00 96.00
Proposed ArCAR - - 91.56 - - 97.47

Table 12. Comparison Evaluation Results with the Latest Works for Arabic Text Documents Recognition.

Dataset Method Precision/PPV Recall/SE F1-Score Accuracy

AlKhaleej

DL-CNN-GRU
Elnagar et al. [9] - - - 96.0

Multinomial Naïve Bays
Our Conventional 90.0 90.0 90.0 90.0

The proposed ArCAR System 92.75 92.64 92.63 97.47

Akhbaronabalance
DL-CNN-GRU

Elnagar et al. [9] - - - 94

The proposed ArCAR System 89.16 88.99 88.98 96.43

Alarabiyabalance
DL-CNN-GRU

Elnagar et al. [9] - - - 97.0

The proposed ArCAR System 94.16 94.08 94.09 97.76

BBC
Multinomial Naïve Bays

Our Conventional 64.0 37.0 42.0 74.0

The proposed ArCAR System 71.18 69.02 69.62 81.63

CNN

Fuzzy C-mean and SVD
Kowsari et al. [15] 60.0 61.0 62.0 -

Multinomial Naïve Bays
Our Conventional 77.0 67.0 75.43 91.0

The proposed ArCAR System 77.46 74.72 75.43 91.56

OSAC

Multi-Layer Perceptron
Saad et al. [43] 91.0 90.0 90.0 -

Multinomial Naïve Bays
Our Conventional 97.0 88.0 89.0 87.0

The proposed ArCAR System 93.10 91.26 91.40 97.62

AIDT
BERT model

Chowdhury et al. [52] 86 - - -

The proposed ArCAR System 90.15 97.11 90.17 96.59

Abbreviations: DL-CNN-GRU: Deep Learning CNN with gated recurrent unit, SVD: singular value decomposition, BERT: Bidirectional
Encoder Representations Transformers, and ArCAR: Arabic text computer-aided recognition.
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5.2. Arabic Sentiment Analysis

For this application, the proposed ArCAR system was evaluated using BRAD and
HARD datasets for binary and multiclass problems. Fortunately, the BRAD and HARD
datasets for the binary-class problem have balanced positive and negative review datasets.
As shown in Table 9, the best performance is achieved using HARD-balance datasets
(i.e., binary-class problem) with overall accuracy, recall, precision, and F1-score of 93.58%,
93.23%, 93.26%, and 93.23%, respectively. Using the BRAD dataset, the ArCAD systems
achieved better performance for the binary-class problem by 4.33%, 14.2%, 13.09%, and
14.71% in terms of overall accuracy, F1-score, recall, and precision, respectively. Similarly,
using the HARD-balance dataset, the ArCAR system achieves better performance in terms
of recall, precision, and F1-score by 12.25%, 10.93%, and 11.60%, respectively. Despite the
unbalanced remedies used for training and testing purposes, the ArCAR system always
achieves better performance using a balanced dataset (i.e., binary-class problem). With the
balanced datasets, the evaluation performance is more stable over all evaluation metrics.
As depicted in Table 9 and Figure 5, the proposed ArCAR system shows its reliability and
feasibility to handle the BRAD and HARD datasets with binary and multiclass problems
with more than 500 thousand Arabic article reviews.

As listed in Tables 9 and 10, the ArCAR system achieves encouraging evaluation
results for Arabic sentiment reviews and requires less than 0.105 msec for each Arabic
article recognition. For computation time cost, ArCAR systems need less recognition time
in the case of sentiment analysis compared with Arabic document texts. This is because the
size of each Arabic text document is larger than that of a single Arabic review.

For performance comparison of the proposed ArCAR system performance with the
latest work, the comparison results regarding the evaluation metrics are summarized in
Table 13. The proposed ArCAR system for Arabic sentiment analysis using character-level
representation shows promising comparable recognition results with the latest studies
using different ML approaches [13,37]. For example, using the HARD balanced dataset,
the proposed ArCAR system outperforms the recognition system using SVM presented
in [54] by 15.23%. Meanwhile, the ArCAR system performs better evaluation performance
than the random forest presented in [54] by 5.58% using the multiclass HARD dataset.

Table 13. Comparison Evaluation Results with the Latest Works for Arabic Sentiment Analysis.

Dataset Method Precision Recall F1-Score Accuracy

BRAD Binary-class
SVM

Elnagar et al. [46] - - 80.0 82.0

The proposed ArCAR System 81.48 81.44 81.45 81.46

BRAD Multiclass
SVM

Elnagar et al. [46] - - 71.0 78.0

The proposed ArCAR System 66.77 68.35 67.25 77.13

HARD Binary-class
SVM

Elnagar et al. [47] - - 81.0 78.0

The proposed ArCAR System 93.26 93.23 93.23 93.23

HARD Multiclass
Random Forest

Elnagar et al. [47] - - 51.0 88.0

The proposed ArCAR System 82.33 80.98 81.63 93.58

Although the proposed ArCAR system showed promising Arabic text recognition
results for documents recognition and sentiment analysis, some drawbacks and limitations
are noted. First, the sizes of training and testing annotated Arabic text documents and
sentiments are still limited. Thus, the data augmentation strategy may help to improve
the performance of the ArCAR system. Second, even though some remedies are utilized
to avoid system bias due to unbalanced datasets, it seems insufficient since deep learning
models perform well with balanced datasets.
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Future plans to improve the performance of the proposed ArCAR system are ad-
dressed as follows. First, Arabic data augmentation could be used to enlarge the training
datasets and improve the overall performance. Second, a hybrid system to represent Arabic
text at the character level and word level may assist in more recognition improvements.
Third, the challenging problem of multi-label text categorization could be addressed for
future directions to better understand the Arabic language. Fourth, the sentiment analysis
should also address the issue of neutrality or ambivalence as well.

6. Conclusions

In this study, a new deep learning Arabic text computer-aided recognition (ArCAR)
is proposed for character-level Arabic text classification in two applications: Arabic text
document classification and Arabic sentiment analysis. This approach represents Arabic
text at the character level to minimize preprocessing drawbacks such as stemming, search
for the root word, normalization, etc.

To provide a rapid and more accurate recognition of Arabic text, we employ deep
learning based on a convolutional neural network due to its capability to generate huge
hierarchal deep features without user interventions. For Arabic text document classification,
we use twelve different datasets in the multiclass problem to show the reliability and
capability of the ArCAR system regardless of the number of classes. For Arabic sentiment
analysis, we use four datasets to show the feasibility of the ArCAR system for Arabic
sentiment recognition. In this case, the proposed ArCAR system is evaluated regarding
binary-class and multiclass problems. A comparison study using balanced and unbalanced
datasets shows the slightly stable performance of the ArCAR system, especially with some
remedies for unbalanced datasets. Such deep learning ArCAR systems would be beneficial
to provide AI-based practical solutions for better understanding of the Arabic language.
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