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Abstract—Traditional trust management schemes developed for wired and wireless ad hoc networks are not well suited for sensor
networks due to their higher consumption of resources such as memory and power. In this work, we propose a new lightweight Group-
based Trust Management Scheme (GTMS) for wireless sensor networks, which employs clustering. Our approach reduces the cost of
trust evaluation. Also, theoretical as well as simulation results show that our scheme demands less memory, energy, and communication
overheads as compared to the current state-of-the-art trust management schemes and it is more suitable for large-scale sensor
networks. Furthermore, GTMS also enables us to detect and prevent malicious, selfish, and faulty nodes.
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1 INTRODUCTION

TRUST in general is the level of confidence in a person or a
thing. Various engineering models such as security,

usability, reliability, availability, safety, and privacy models
incorporate some limited aspects of trust with different
meanings [1]. For example, in sensor network security, trust is
a level of assurance about a key’s authenticity that would be
provided by some centralized trusted body to the sensor node
(SN) [2], [3]. In wireless ad hoc and sensor network reliability,
trust is used as a measure of node’s competence in providing
required service [4], [5], [6], [7]. In general, establishing trust
in a network gives many benefits such as the following:

1. Trust solves the problem of providing correspond-
ing access control based on judging the quality of
SNs and their services. This problem cannot be
solved through traditional security mechanisms [8].

2. Trust solves the problem of providing reliable
routing paths that do not contain any malicious,
selfish, or faulty node(s) [9], [10].

3. Trust makes the traditional security services more
robust and reliable by ensuring that all the commu-
nicating nodes are trusted during authentication,
authorization, or key management [11].

For Wireless Sensor Networks (WSNs), we visualize that

trust management is a cooperative business rather than an

individual task due to the use of clustering schemes such as

LEACH [12], PEGASIS [13], TEEN [14], and HEED [15] in

real-world scenarios. Moreover, SNs can also be deployed
in the form of groups [16], which are willing to collaborate
with each other in order to process, aggregate, and forward
collected data [17]. This highlights the fact that these
clustering schemes and group deployments enable SNs to
fulfill their responsibilities in a cooperative manner rather
than individually. Therefore, establishing and managing
trust in a cooperative manner in clustering environment
provides many advantages. Such as, within the cluster, it
helps in the selection of trusted cluster head by the member
nodes. Similarly, the cluster head will be able to detect
faulty or malicious node(s). In case of multihop clustering
[15], [18], it helps to select trusted en route nodes through
which a node can send data to the cluster head. During
intercluster communication, trust management helps to
select trusted en route gateway nodes or other trusted
cluster heads through which the sender node will forward
data to the base station (BS).

A number of trust management schemes have been
proposed for peer-to-peer networks [19], [20], [21] and
ad hoc networks [22], [5], [23]. To the best of our knowl-
edge, very few comprehensive trust management schemes
(e.g., Reputation-based Framework for Sensor Networks
(RFSN) [24], Agent-based Trust and Reputation Manage-
ment (ATRM) [25], and Parameterized and Localized trUst
management Scheme (PLUS) [26]) have been proposed for
sensor networks. Although, there are some other works
available in the literature, e.g., [6], [7], [27], [28], and so
forth, that discuss trust but not in much detail. Within such
comprehensive works, only ATRM [25] scheme is specifi-
cally developed for the clustered WSNs. However, this and
other schemes suffer from various limitations such as these
schemes do not meet the resource constraint requirements
of the WSNs and, more specifically, for the large-scale
WSNs. Also, these schemes suffer from higher cost
associated with trust evaluation specially of distant nodes.
Furthermore, existing schemes have some other limitations
such as dependence on specific routing scheme, like PLUS
works on the top of the PLUS_R routing scheme; depen-
dence on specific platform, like the ATRM scheme requires
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an agent-based platform; and unrealistic assumptions, like
the ATRM assumes that agents are resilient against any
security threats, and so forth. Therefore, these works are not
well suited for realistic WSN applications. Thus, a light-
weight secure trust management scheme is needed to
address these issues.

In this work, we propose a new lightweight Group-based
Trust Management Scheme (GTMS) for clustered WSNs.
The GTMS consists of three unique features such as

. GTMS evaluates the trust of a group of SNs in
contrast to traditional trust management schemes
that always focus on trust values of individual
nodes. This approach gives us the benefit of
requiring less memory to store trust records at each
SN in the network.

. GTMS works on two topologies: intragroup topol-
ogy where distributed trust management approach
is used and intergroup topology where centralized
trust management approach is adopted. This meth-
odology helps to drastically reduce the cost asso-
ciated with trust evaluation of distant nodes.

. GTMS not only provides a mechanism to detect
malicious nodes but also provides some degree of
prevention mechanism.

These and other specific features (e.g., independent of any
specific routing scheme and platform and so forth)
collectively make the GTMS a new, lightweight, flexible,
and robust solution that can be used in any clustered WSNs.

The rest of this paper is organized as follows: Section 2
describes related work. Section 3 contains definitions,
description on representation of trust value, and assump-
tions. Section 4 proposes trust modeling and evaluation
mechanism of the GTMS. Sections 5 and 6 provide
theoretical and simulation-based analysis and evaluation
of the GTMS, respectively. Section 7 concludes this paper
and suggests some future directions.

2 RELATED WORK

Research work on trust management schemes for WSNs is
in its infancy. To our knowledge, very few trust manage-
ment schemes have been proposed such as RFSN [24],
ATRM [25], and PLUS [26]. Although, there are some other
works available in the literature, e.g., [6], [7], [27], [28] and
so forth, that discuss trust but not in much great detail.

Ganeriwal and Srivastava [24] proposed RFSN, where
each SN maintains the reputation for neighboring nodes
only. Trust values are calculated on the basis of that
reputation and they use Bayesian formulation for represent-
ing reputation of a node. RFSN assumes that the node has
enough interactions with the neighbors so that the reputa-
tion (beta distribution) can reach a stationary state.
However, if the rate of node mobility is higher, reputation
information will not stabilize. In RFSN, no node is allowed
to disseminate bad reputation information. If it is assumed
that “bad” reputation is implicitly included by not giving
out good reputation, then in that case, the scheme will not
be able to cope with uncertain situations [28].

Boukerche et al. [25] have proposed an ATRM scheme for
WSNs. ATRM is based on a clustered WSN and calculates

trust in a fully distributed manner. ATRM works on specific
agent-based platform. Also, it assumes that there is a single
trusted authority, which is responsible for generating and
launching mobile agents, which makes it vulnerable against
a single point of failure. ATRM also assumes that mobile
agents are resilient against malicious nodes that try to steal
or modify information carried by the agent. In many
applications, this assumption may not be realistic.

Yao et al. [26] have proposed PLUS for sensor network
security. The authors adopt a localized distributed ap-
proach and trust is calculated based on either direct or
indirect observations. This scheme works on top of their
own defined routing scheme called PLUS_R. In this scheme,
the authors assume that all the important control packets
generated by the BS must contain a hashed sequence
number (HSN). Inclusion of HSN in control packets not
only increases the size of packets resulting in higher
consumption of transmission and reception power but also
increases the computational cost at the SNs. Also, whenever
a judge node receives a packet from another node i, it will
always check the integrity of the packet. If the integrity
check fails, then the trust value of node i will be decreased
irrespective of whether node i was really involved in
maliciously making some modification in a packet or not.
So, node i may get unfair penalty.

Recently, Liu et al. [27] have proposed a very simple
trust management scheme for Resilient Geographic Routing
(T-RGR). Their trust algorithm works in a fully distributed
manner, in which each node monitors the behavior of one-
hop neighbors. In the T-RGR scheme, authors have used
many predefined threshold values that make their scheme
nonadaptive. Also, in their scheme, each node only relies on
its direct monitoring for calculating trust value, which
makes it vulnerable against collaborative attacks.

3 DEFINITIONS, REPRESENTATION, AND

ASSUMPTIONS

3.1 Definitions

Our proposed GTMS calculates the trust value based on
direct or indirect observations. Direct observations represent
the number of successful and unsuccessful interactions and
indirect observations represent the recommendations of
trusted peers about a specific node. Here, interaction means
the cooperation of two nodes. For example, a sender will
consider an interaction as successful if the sender receives an
assurance that the packet is successfully received by the
neighbor node and that node has forwarded the packet
toward the destination in an unaltered fashion. Thus

. The first requirement, i.e., successful reception, is
achieved on reception of the link layer acknowl-
edgment (ACK). IEEE 802.11 is a standard link layer
protocol, which keeps packets in its cache until the
sender receives an ACK. Whenever the receiver
node successfully received the packet, it will send
back an ACK to the sender. If the sender node did
not receive the ACK during a predefined threshold
time, then it will retransmit that packet.

. The second requirement, i.e., forwarding of the
packet, is achieved by using enhanced passive
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acknowledgment (PACK) by overhearing the trans-
mission of a next hop on the route, since they are
within the radio range [10].

If the sender node does not overhear the retransmission of
the packet within a threshold time from its neighboring
node or the overheard packet is found to be illegally
fabricated (by comparing the payload that is attached to the
packet), then the sender node will consider that interaction
as an unsuccessful one. If the number of unsuccessful
interactions increases, the sender node decreases the trust
value of that neighboring node and may consider it as a
faulty or malicious node.

3.2 Representation of Trust Value

Generally, a trust value is considered to be a numerical
quantity lying between 0 and 1 (inclusive) as suggested
earlier in [5], [22], and [29] or between�1 and 1 (inclusive) as
described in [4] on a real number line. In this paper, we use
trust value as an integer in the interval between 0 and 100
(inclusive). However, other ranges, for example base 2
ranges, could be used as well. Although presenting the trust
values as a real number or integer may not play an important
role in traditional networks, but for SNs this issue is of critical
importance due to limited memory, and transmission,
reception power. This change will give us benefits such as:
Representation of trust value [0, 100] as an unsigned integer
(1 byte) saves 75 percent of memory space as compared to
trust values represented as a real number (4 bytes). Less
number of bits need to be transmitted during the exchange of
trust values between SNs. This gives us the benefit of less
consumption of transmission and reception power.

3.3 Assumptions

We assume that the sensor network consists of large
number of SNs that are deployed in an open or hostile
environment. We also assume that all SNs have unique
identities as it is also assumed in [24], [25], and [30]. In some
of the sensor network models, nodes do not have unique
identities like IP in traditional networks. However, in order
to uniquely identify the SNs and perform communication in
those environments, class-based addressing scheme [31],
[32], [33] is used, in which a node is identified by a triplet
<location, node type, node subtype>. We also, assume that
SNs are organized into clusters with the help of any
proposed clustering scheme such as [12] and [14]. We also
assume that the BS is a central command authority. It has no
resource constraint problem, and furthermore, it cannot be
compromised by an attacker. In order to provide protection
of trust values from traffic analysis or fabrication during
transfer from one node to another, we assume a secure
communication channel, which can be established with the
help of any key management scheme [34], [35], [36], [37].

4 GROUP-BASED TRUST MANAGEMENT SCHEME

The proposed trust model works with two topologies. One is
the intragroup topology where distributed trust management
is used. The other is intergroup topology where centralized
trust management approach is employed. For the intragroup
network, each sensor that is a member of the group
calculates individual trust values for all group members.
Based on the trust values, a node assigns one of the three
possible states: 1) trusted, 2) untrusted, or 3) uncertain to
other member nodes. This three-state solution is chosen for
mathematical simplicity and is found to provide appropriate

granularity to cover the situation. After that, each node
forwards the trust state of all the group member nodes to the
CH. Then, centralized trust management takes over. Based on
the trust states of all group members, a CH detects the
malicious node(s) and forwards a report to the BS. On request,
each CH also sends trust values of other CHs to the BS. Once
this information reaches the BS, it assigns one of the three
possible states to the whole group. On request, the BS will
forward the current state of a specific group to the CHs.

Our group-based trust model works in three phases:
1) Trust calculation at the node level, 2) trust calculation
at the cluster-head level, and 3) trust calculation at the
BS level.

4.1 Trust Calculation at the Node Level

At the node level, a trust value is calculated using either
time-based past interaction or peer recommendations.
Whenever a node y wants to communicate with node x, it
first checks whether y has any past experience of commu-
nication with x during a specific time interval or not. If yes,
then node x makes a decision based on past interaction
experience, and if not, then node x moves for the peer
recommendation method.

4.1.1 Time-Based Past Interaction Evaluation

Trust calculation at each node measures the confidence in
node reliability. Here, the network traffic conditions such as
congestion, delay, and so forth should not affect the trust
attached to a node; this means that the trust calculation
should not emphasize the timing information of each
interaction too rigidly. Therefore, we introduce a sliding
time window concept, which takes relative time into
consideration and reduces the effects of network conditions
on overall trust calculation. If real-time communication is a
requirement, as is the case in most real-world applications,
this timing window concept does not provide any hin-
drance when it comes to real-time delivery of packets. The
communication protocol in such applications is always
accompanied with time stamps, and thus any node that
delays the delivery of packets by taking advantage of the
sliding timing window will be detected straightforwardly.

The timing window ð�tÞ is used to measure the number
of successful and unsuccessful interactions. It consists of
several time units. The interactions that occur in each time
unit within the timing window are recorded. After a unit of
time elapses, the window slides one time unit to the right,
thereby dropping the interactions done during the first unit.
Thus, as time progresses, the window forgets the experi-
ences of one unit but adds the experiences of the newer time
unit. The window length could be made shorter or longer
based on network analysis scenarios. A sample scenario of
the GTMS time window scheme is illustrated in Fig. 1. The
time window �t consists of five units. During the first
unit of �t1, the number of successful and unsuccessful
interactions is 4 and 2, respectively, and during the whole
�t1 interval, the number of successful and unsuccessful
interactions is 29 and 15, respectively. After the passage
of the first unit, the new time interval �t2 drops the
interaction values that took place during the very first unit
of �t1 ðS ¼ 4; U ¼ 2Þ and only consider the values of the
last four units of �t1 plus values of one recent unit added
on the right ðS ¼ 6; U ¼ 2Þ.

With this time window information, the time-based past
interaction trust value ðTx;yÞ of node y at node x that lies
between 0 and 100 is defined as

1700 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 20, NO. 11, NOVEMBER 2009

Authorized licensed use limited to: KYUNGHEE UNIVERSITY. Downloaded on November 3, 2009 at 21:56 from IEEE Xplore.  Restrictions apply. 



Tx;y ¼ 100
Sx;y

Sx;y þ Ux;y

� �
1� 1

Sx;y þ 1

� �� �

¼ 100ðSx;yÞ2

ðSx;y þ Ux;yÞðSx;y þ 1Þ

" #
;

ð1Þ

where ½�� is the nearest integer function, Sx;y is the total

number of successful interactions of node x with y during

time �t, Ux;y is the total number of unsuccessful interactions

of node x with y during time �t. The expression ð1� 1
Sx;yþ1Þ

in (1) approaches 1 rapidly with an increase in the number of

successful interactions. We choose this function instead of a

linear function since such a function would approach very

slowly to 1 with the increase in successful interactions; hence,

it would take considerably longer time for a node to increase

its trust value for another node. In order to balance this

increase in the trust value with the increasing number of

unsuccessful interactions, we multiply the expression with

the factor ð Sx;y
Sx;yþUx;yÞ, which indicates the percentage

of successful interactions among the total interactions. Thus,

this equation has a built-in capability of diminishing the

effects of a few wrong declarations of interactions that may be

caused by any network traffic problems.
Fig. 2 shows the behavior of time-based past interactions

trust values against successful and unsuccessful interac-

tions. When we do not get even a single successful

interaction, the trust value remains 0. With an increase in

successful interactions, the trust value increases but stays

humble if the number of unsuccessful interactions is also

considerably high. For example, with 60 unsuccessful and

50 successful interactions, the trust value is 45.
After calculating the trust value, a node will quantize

trust into three states as follows:

MpðTx;yÞ ¼
trusted 100� f � Tx;y � 100
uncertain 50� g � Tx;y < 100� f
untrusted 0 � Tx;y < 50� g

8<
:

9=
;; ð2Þ

where f represents half of the average values of all trusted

nodes, and g represents one third of the average values of

all untrusted nodes. The usage of half and one third of

average values in evaluation directly affects the resiliency of

a node, which is discussed in Section 5.1. Both f and g are
calculated as follows:

fjþ1 ¼
1
2

P
i2Rx

Tx;i

jRxj

� �� �
0 < jRxj � n� 1;

fj jRxj ¼ 0;

8<
: ð3Þ

gjþ1 ¼
1
3

P
i2Mx

Tx;i

jMxj

� �� �
0 < jMxj � n� 1;

gj jMxj ¼ 0;

8<
: ð4Þ

where ½�� is the nearest integer function, Rx represents the set
of trustful nodes for node x, Mx represents the set of
untrustful nodes for node x, and n is the total number of
nodes that contains trustful, untrustful, and uncertain nodes.
At start-up, the trust values of all nodes are 50, which is an
uncertain state. Initially, f and g are equal to 25 and 17,
respectively, although other values could also be used by
keeping the following constraint intact: fi � gi � 1, which is
necessary for keeping the uncertain zone between trusted and
untrusted zones. The values of f and g are adaptive. During
the steady-state operation, these values can change with
every passing unit of time, which creates dynamic trust
boundaries as shown in Fig. 3. At any stage, when jRxj or jMxj
becomes zero, then the value of fjþ1 or gjþ1 remains the same
as the previous values (fj and gj). The nodes whose values are
above 100� f will be declared as trustful nodes (2), and nodes
whose values are lower than 50� g will be considered as
untrusted nodes (2). After each passage of time, �t, nodes will
recalculate the values of f and g. This trust calculation
procedure will continue in this fashion.

4.1.2 Peer Recommendation Evaluation

Let a group be composed of n uniquely identified nodes.
Furthermore, each node maintains a trust value for all other
nodes. Whenever a node requires peer recommendation, it
will send a request to all member nodes except for the
untrusted ones. Let us assume that j nodes are trusted or
uncertain in a group. Then, node x calculates the trust value
of node y as follows:

Tx;y ¼
P

i2Rx[Cx
Tx;i � Ti;y

100 � j

� �
; j ¼ jRx [ Cxj � n� 2; ð5Þ

where ½�� is the nearest integer function, Tx;i is the trust
value of the recommender, and Ti;y is the trust value of
node y sent by node i. Here, Tx;i is acting as a weighted
value of the recommender that is multiplied with the
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trust value Ti;y, sent by the recommender, such that the trust
value of node y should not increase beyond the trust value
between node x and the recommender node i.

4.2 Trust Calculation at the Cluster-Head Level

Here, we assume that the CH is the SN that has higher
computational power and memory as compared to other SNs.

4.2.1 Trust State Calculation of Own Group

In order to calculate the global trust value of nodes in a
group, CH asks the nodes for their trust states of other
members in the group. We use the trust states instead of the
exact trust values due to two reasons. First, the commu-
nication overhead would be less as only a simple state is to
be forwarded to the CH. Second, the trust boundaries of an
individual node vary from other nodes. A particular trust
value might be in a trusted zone for one node, whereas it
may only correspond to the uncertain zone for another
node. Hence, the calculation of the global trust state of
nodes in a group would be more feasible and efficient if we
only calculate it using the trust states.

Let us suppose there are nþ 1 nodes in the group
including the CH. The CH will periodically broadcast the
request packet within the group. In response, all group
member nodes forward their trust states, s, of other member
nodes to the CH. The variable, s, can take three possible states:
trusted, uncertain, and untrusted. The CH will maintain these
trust states in a matrix form, as shown below:

TMch ¼

sch;1 s1;ch � � � sn;1
sch;2 s1;2 � � � sn;2

..

. ..
. ..

. ..
.

sch;n s1;n � � � sn;n�1

2
6664

3
7775;

where TMch represents the trust state matrix of cluster head
ch, and sch;1 represents the state of node 1 at cluster head ch.
The CH assigns a global trust state to a node based on the
relative difference intruststates for thatnode.Weemulate this
relative difference through a standard normal distribution.
Therefore, the CH will define a random variableX such that

Xðsi;jÞ ¼
2 when si;j ¼ trusted;
1 when si;j ¼ uncertain;
0 when si;j ¼ untrusted:

8<
: ð6Þ

Assuming this to be a uniform random variable, we define
the sum of m such random variables as Sm. The behavior of
Sm will be that of a normal variable due to the central limit
theorem [38]. The expected value of this random variable is
m and the standard deviation is

ffiffiffiffiffiffiffiffiffiffi
m=3

p
. The CH defines the

following standard normal random variable for a node j:

Zj ¼

ffiffiffi
3
p

Xðsch;jÞ þ
Pm

i¼1;i 6¼j Xðsi;jÞ �m
� �

ffiffiffiffiffi
m
p : ð7Þ

If Zj 2 ½�1; 1�, then node j is termed as uncertain, else if
Zj > 1, it is called trusted. If Zj < �1, it is labeled as
untrusted.

4.2.2 Trust Calculation of Other Groups

During group-to-group communication, the CH maintains
the record of past interactions of another group in the same

manner as individual nodes keep record of other nodes.
Trust values of a group are calculated on the basis of either
past interaction or information passed on by the BS. Here,
we are not considering peer recommendations from other
groups in order to save communication cost. Let us suppose
CH i wants to calculate the trust value ðTi;j) of another
cluster j. Then, it can be calculated by using either time-
based past interaction ðPIi;jÞ evaluation or by getting
recommendation from the BS ðBRi;jÞ as shown below:

Ti;j ¼
100ðSi;jÞ2

ðSi;jþUi;jÞðSi;jþ1Þ

h i
if PIi;j 6¼ ’

BRi;j if PIi;j ¼ ’

( )
: ð8Þ

If the cluster head does not have any record of past
interactions within the time window, i.e., PIi;j ¼ ’, it
requests the BS for the trust value.

4.3 Trust Calculation at Base Station Level

The BS also maintains the record of past interactions with
CHs in the same manner as individual nodes do, as shown
below:

TBS;chi ¼
100 ðSBS;chiÞ

2

SBS;chi þ UBS;chi
	 


SBS;chi þ 1
	 


" #
; ð9Þ

where ½�� is the nearest integer function, SBS;ch is the total
number of successful interactions of BS with CH during
time �t, and UBS;ch is the total number of unsuccessful
interactions of BS with CH during time �t.

Let us suppose there are jGj groups in the network. BS

periodically multicasts request packets to the CHs. On

request, the CHs forward their trust vectors, related to the

recommendations of other groups based upon past interac-

tions, to BS as given by T
!

ch ¼ ðTch;1; Tch;2; . . . ; Tch;jGj�1Þ.
On reception of trust vectors from all the CHs, the BS

will calculate the trust value of each group in a manner
shown below:

TBS;G1
¼

PjGj�1

i¼1

TBS;chi
	 


TGi;G1

	 

jGj � 1

2
6664

3
7775; . . . ;

TBS;Gm
¼

PjGj�1

i¼1

TBS;chi
	 


TGi;GjGj

� �
jGj � 1

2
6664

3
7775;

ð10Þ

where TBS;ch is the trust value of the CH i at the BS, TGi;G1 is
the trust value of group G1 at group Gi, and jGj represents
the total number of groups in the network.

5 THEORETICAL ANALYSIS AND EVALUATION

5.1 Security Resilience Analysis

In this section, we analyze the resiliency of the GTMS protocol
against attacks on trust management. We broadly categorize
two types of nodes: good ones and bad ones. Our assumption
is that good nodes interact successfully most of the time and
submit true recommendations. On the other hand, bad nodes
try to do as many unsuccessful interactions as possible and
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send false recommendations about good nodes. Clearly, this
concept of good and bad nodes is relative. A node might be a
good node in the view of one node, whereas it might be bad
for another. In the following, we define this concept more
rigorously, capture the behavior of bad nodes, and model
how they might try to get unfair advantage in our trust model.
Then, we prove our protocol’s resilience against such bad
behaviors. This analysis can be applied straightaway to
higher level groups in a modular way.

We begin with the notion of bad behavior and unfair
advantage. Both of these attributes define a malicious node.
The goal of a malicious node while interacting with other
nodes is to do as many unsuccessful interactions as possible
while keeping the following objectives intact:

. obtain a higher trust value for itself than the actual
calculated trust value; more importantly, to get into
the trusted zone when its rightful place is in the
uncertain or untrusted zone,

. decrease the trust value of a good node if possible, and

. increase the trust value of a collaborating bad node if
possible.

After defining a malicious node’s objectives in this way, we
can prove that our trust management scheme at the node level
is resilient against malicious nodes if it can stop the malicious
nodes from fulfilling their objectives. Apparently, it is hard to
come up with a scheme that can totally stop such behavior.
However, if we can quantify the limits of such nodes, we can
have a certain amount of assurance for our system. This
assurance ensures that a smart node, which tries to minimize
the number of successful interactions with other nodes while
still being in the trusted zone, cannot accomplish its goals but
within certain limits. More precisely, the smart node has to
maintain the number of successful interactions higher or
equal to the number of unsuccessful interactions, as will be
explained in the following.

5.1.1 Resilience Analysis at Node Level

In this section, we test the resilience of our trust model
against malicious nodes. In what follows, we describe the
interaction between nodes within a generic group G in the
sensor network. Let Ri, Ci, and Mi denote the set of trusted,
uncertain, and untrusted nodes for a node i. We begin with
a definition of a malicious node.

Definition 5.1. An SN m is said to be bad for a node i if it has
interacted with i at least once and Uj;m � Sj;m.

Definition 5.2. A bad node m for a node i is said to have deceived
i if si;m ¼ trusted.

Definition 5.3. A Trust Management Scheme is said to be
resilient against deception by a bad node at the node level if no
bad node can deceive another node.

Claim 1. Our GTMS is resilient against deception by a bad node
at the node level.

Proof. Suppose to the contrary that there exists a bad nodem
for a node i that successfully deceived i. Then, according
to the definition: Ui;m � Si;m and si;m ¼ trusted. There are
three cases.

Case 1. Si;m � 1. This means that node m has
interacted with node i within the time window �t. Let

a denote the real number Ui;m=Si;m. So, a � 1. Now, since
si;m ¼ trusted, therefore at the time of the last interaction,
the trust calculation was done using the past interaction
evaluation. Assume first that Ri 6¼ ’. Then,

100�
P

k2Ri
Ti;k

2jRij
< Ti;m:

Since i has previously interacted with node m within the
time window in the past, we have

Ti;m ¼ 100
Si;m

Si;m þ Ui;m

� �
1� 1

Si;m þ 1

� �

¼ 100

aþ 1
� 100

ðaþ 1ÞðSi;m þ 1Þ :

This implies that

100�
P

k2Ri
Ti;k

2jRij
<

100

aþ 1
� 100

ðaþ 1ÞðSi;m þ 1Þ

) 100 1� 1

aþ 1
þ 1

ðaþ 1ÞðSi;m þ 1Þ

� �

<

P
k2Ri

Ti;k

2jRij
� 100jRij

2jRij
:

The last inequality is true since all the Ti;k’s are within
the trusted zone. We obtain

1

2
<

1

aþ 1
� 1

ðaþ 1ÞðSi;m þ 1Þ :

Since a � 1, this gives us: 1
ðSi;mþ1Þ < 0, which is obviously

impossible. If Ri ¼ ’, then we have

75 < Ti;m ¼
100

aþ 1
� 100

ðaþ 1ÞðSi;m þ 1Þ ;

which again leads to the contradiction: 1
ðSi;mþ1Þ < 0.

Case 2. Si;m ¼ 0. We now consider Ui;m � 1. Let t1
denote the first of these unsuccessful interactions within
the time window �t. For the second interaction request
within the time window �t, i must have calculated the
trust value for m as

Ti;m ¼ 100
Si;m

Si;m þ Ui;m

� �
1� 1

Si;m þ 1

� �

¼ 100
0

0þ 1

� �
1� 1

0þ 1

� �
¼ 0:

However, this is a contradiction, since the lower bound
for the trusted zone is always higher than 0. This proves
the claim.

Case 3. Si;m ¼ 0, Ui;m ¼ 0. This means that node m has
no interaction with node i at all within the time window
�t. In that case, node m will rely on the recommendation
of trusted peers. tu

Definition 5.4. An SN m is said to be really bad for a node i if it

has interacted with i at least once and Ui;m � 2Si;m.

Definition 5.5. A really bad node m for a node i is said to have

deceived i if sj;m ¼ uncertain.
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Definition 5.6. A Trust Management Scheme is said to be

resilient against deception by a really bad node at the node level

if no really bad node can deceive another node.

Claim 2. Our GTMS is resilient against deception by a really bad

node at the node level.

Proof. Suppose to the contrary that there exists a really bad

node m for a node i that deceived i. Then, according to

the definition: Ui;m � 2Si;m and si;m ¼ uncertain. We

consider the three separate cases.
Case 1. Si;m � 1. This means that node m has

interacted with node i within the time window �t. Let
a denote the real number Ui;m=2Si;m. So, a � 1. Now,
since si;m ¼ uncertain, therefore at the time of the last
interaction, the trust calculation was done using the past
interaction evaluation. First, assume that Mi 6¼ ’, then

50�
P

k2Mi
Ti;k

3jMij
< Ti;m:

Since i has previously interacted with node m within the

time window in the past, we have

Ti;m ¼ 100
Si;m

Si;m þ Ui;m

� �
1� 1

Si;m þ 1

� �

¼ 100

2aþ 1
� 100

ð2aþ 1ÞðSi;m þ 1Þ :

This implies that

50�
P

k2Mi
Ti;k

3jMij
<

100

2aþ 1
� 100

ð2aþ 1ÞðSi;m þ 1Þ

) 50 1� 2

2aþ 1
þ 2

ð2aþ 1ÞðSi;m þ 1Þ

� �

<

P
k2Mi

Ti;k

3jMij
� 50jMij

3jMij
:

The last inequality is true since all the Ti;ks are within the

untrusted zone. We obtain

1

3
<

1

2aþ 1
� 1

ð2aþ 1ÞðSi;m þ 1Þ :

Since a � 1, this gives us: 1
ðSi;mþ1Þ < 0, which is again

impossible. If Mi ¼ ’, then we have

100

3
< Ti;m ¼

100

aþ 1
� 100

ðaþ 1ÞðSi;m þ 1Þ ;

which again leads to the contradiction: 1
ðSi;mþ1Þ < 0.

Case 2. Si;m ¼ 0. We now consider Ui;m � 1. Let t1
denote the first of these unsuccessful interactions within
the time window �t. For the second interaction request
within the time window, i must have calculated the trust
value for m as

Ti;m ¼ 100
Si;m

Si;m þ Ui;m

� �
1� 1

Si;m þ 1

� �

¼ 100
0

0þ 1

� �
1� 1

0þ 1

� �
¼ 0:

However, this is a contradiction, since the lower bound
for the uncertain zone is always higher than 0. This
proves the claim.

Case 3: Si;m ¼ 0, Ui;m ¼ 0. The same as Case 3 of
Claim 1. tu

The above two claims are proved under the constraints
that the trust value lies between 0 and 100. For a variable
upper limit of trust value, the claims still hold. Let Tu be the
variable denoting the upper limit of trust value. Notice that
the formula for time-based past interaction will change
accordingly with the numeric value 100 replaced by Tu in
(1). Let us also give generic limits for the initial value of the
function f as fu, which in the above was fixed at 25, and for
the initial value of uncertain zone as Ru, which was
previously fixed at 50. Assign a value of gu to the initial
value of g, which is now fixed at 17. In both Claims 1 and 2,
Cases 2 and 3 obviously still hold. For Case 1, it is not hard
to see that the claims hold with certain restrictions on Tu, fu,
Ru, and gu. Let us first look at Case 1 of Claim 1: For Ri 6¼ ’,
there are no constraints as Tu would cancel on both sides
when replaced by the quantity 100 on both sides. For
Ri ¼ ’, we obtain

Tu � fu < Tu
1

aþ 1
� 1

ðaþ 1ÞðSi;m þ 1Þ

� �

) 1� fu
Tu

<
1

aþ 1
� 1

ðaþ 1ÞðSi;m þ 1Þ

� �
:

Carrying with the same argument as in the claim, we get
that for the contradiction 1

Si;mþ1 < 0 to hold we should have
that: fuTu <

1
2 , i.e., fu <

Tu
2 . In other words, fu should be fixed

at less than half the value of Tu.
Moving on to Case 1 of Claim 2, first suppose that

Mi 6¼ ’. We have that

Ru � Tu
1

2aþ 1
� 1

ð2aþ 1ÞðSi;m þ 1Þ

� �
<
Ru

3
:

Now, for the contradiction 1
Si;mþ1 < 0 to hold with a � 1,

after some algebraic manipulation we reach that: Ru � Tu
2 . In

other words, Ru should be at least half the value of Tu. For

Mi ¼ ’, we have that

Ru � gu < Tu
1

2aþ 1
� 1

ð2aþ 1ÞðSi;m þ 1Þ

� �
:

Once again, since a � 1, we get after solving the inequalities

that 1
Si;mþ1 < 0 will hold if the following condition is met:

gu � Ru � Tu
3 . In other words, the upper limit of the

untrusted zone should always be greater or equal to one

third the value of Tu.
By dishonest behavior, we mean a node providing false

information about another node. Notice that this informa-
tion might be a higher trust value or a lower trust value
than the actual trust value. We assume that all good nodes
for a particular node will always remain honest, whereas
bad nodes for a node might show dishonest behavior. A
trust calculation method is said to be resilient against
dishonest behavior if by simulating the bad and dishonest
nodes in the algorithm by bad but honest nodes we get the
same trust value.
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Definition 5.7. A set of bad nodes Bi for a node i is said to have

successfully cheated i, if for a node j, the trust calculation

algorithm “A” for j

A T 0x;jjx 2 Bi

n o
; T 0y;jjy 2 B0i

n o� �
6¼ A fTx;jjx 2 Cig; Ty;jjy 2 B0i

� �	 

;

where Ci is a set in which every bad node in Bi is replaced by

an honest but bad node.

Claim 3. Our GTMS is resilient against cheating at the

node level.

Proof. The proof is straightforward. The only point in our

protocol where we need the trust values from the other
nodes while calculating the trust value of a node is
during peer recommendation. However, since we do not

ask the recommendation from the bad nodes or the really
bad nodes, therefore

A T 0i;yjy 2 B0i

n o� �
¼ A T 0i;yjy 2 B0i

n o� �
;

as we assumed that the good nodes would always

behave honestly. tu
In the aforementioned text, we have attributed dishonest

behavior (sending false recommendation values) to bad or
really bad nodes for a particular node, say i. There might be

nodes that are good nodes for i yet at the same time bad or
really bad nodes for a node j. Whenever i wishes to find
recommendations for j, this set of nodes might send false

recommendations to i. Going further, we can even associate
dishonest behavior to good nodes as well. If the number of
such dishonest nodes is far less as compared to the honest

ones, the effect of these false recommendations on the
overall trust value as calculated by (5) would be minimum.
However, a collaboration of a greater number of nodes will

affect the trust value to a greater degree. This is true since
(5) has the form of a weighted average measure. Thus, (5)
has a slight built-in capability of diminishing the effect of
abnormal recommendations. As we will see in the next

sections, similar is true for trust calculation at the BS level.
There is another interesting way in which a collaboration

of nodes might work together in achieving a malicious goal.

Suppose we have nodes i, j, and k. Node j is within i’s radio
range, while node k is not. k, however, is in the radio range
of j. i sends a data packet to j, which in turn sends the data

packet to k. If k drops the packet, j should count that as an
unsuccessful interaction. However, if j and k are collabor-
ating, whereby j does not count it as an unsuccessful

interaction, then there is no way that i would be able to
detect it. Thus, i might continue to send packets to j, which
in turn would send them to k, only to be dropped by it.

This, however, can be resolved if i sends its packets
uniformly at random to all its trusted neighboring nodes
turn by turn. This way, i will not send every packet to the

two collaborating nodes and much of its packets will be
forwarded successfully provided there is not a high
percentage of collaborating nodes among its neighbors.

This will prohibit the above-mentioned scenario from
reoccurring every time.

5.1.2 Resilience Analysis at Cluster Head Level

At the CH, the trust value is calculated by getting the trust
states of all nodes. At this stage of the protocol, we check
the behavior of a collaboration of really bad nodes. We
assume that in a group with nþ 1 nodes including the
cluster head, the number of really bad nodes are less than or
equal to bn=2c. These really bad nodes are really bad for all
other nodes in the group.

Definition 5.8. A set of really bad nodes ðmalÞ are said to be
collaborating with each other if they provide false trust states
of a particular node to the cluster head.

Definition 5.9. A collaboration of really bad nodes is successful
against a node j 62 mal, if the following conditions hold:

1. 8i 62 mal, si;j ¼ trusted,
2. Zj < �1.

Definition 5.10. A collaboration of really bad nodes is successful
internally for a node m 2 mal, if the following conditions
hold:

1. 8i 62 mal, si;m ¼ untrusted,
2. Zm > 1.

Claim 4. A set of really bad nodes cannot collaborate successfully
against a node j 62 mal and internally for a node m 2 mal.

Proof. We have

Zj ¼

ffiffiffi
3
p

Xðsch;jÞ þ
Pn

i¼1;i6¼j Xðsi;jÞ � n
� �

ffiffiffi
n
p :

Now,
P

i 62mal Xi;j � 2bn=2c � n. Therefore,

Zj �
ffiffiffi
3
p
ðn� nÞffiffiffi
n
p � 0:

This shows that the cluster head will not label this node as
an untrusted node. For part 2, notice that

P
i2mal;i6¼m Xi;m �

2ðbn=2c � 1Þ � n� 2. S ince 8i 62 mal; si;m ¼ untrusted,
therefore

Zm �
ffiffiffi
3
p
ðn� 2� nÞffiffiffi

n
p � �2

ffiffiffi
3
pffiffiffi
n
p < 0:

This implies that bad nodes would never make it to the
trusted zone at the cluster head. tu

Definition 5.11. A group is said to be “malicious” if during its
course of interactions with the other group the majority of
interactions are unsuccessful.

We will denote a malicious group by Gm. Let G denote the
set of nodes in a generic group inside the sensor network.

Definition 5.12. A malicious group Gm is said to have
successfully deceived a group Gj, if for all groups
Gi 2 G�Gm, sGi;Gm

¼ trusted and there exists at least one
Gj 2 G�Gm, such that: UGi;Gm

� SGi;Gm
and at least one of

UGi;Gm
and SGi;Gm

is nonzero.

Definition 5.13. A Trust Management Scheme is said to be
resilient against deception at group level if no group can
successfully deceive another group.
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Claim 5. Our GTMS is resilient against deception at group level.

Proof. Similar to Claim 1. tu
Definition 5.14. A malicious group Gm is said to have partially

deceived a group Gj, if for all groups Gi 2 G�Gm, sGi;Gm
¼

uncertain and there exists at least one Gj 2 G�Gm, such
that: UGi;Gm

� 2SGi;Gm
and at least one of UGi;Gm

and SGi;Gm
is

nonzero.

Definition 5.15. A Trust Management Scheme is said to be
resilient against partial deception at group level if no group
can partially deceive another group.

Claim 6. Our GTMS is resilient against partial deception at
group level.

Proof. Similar to Claim 2. tu

5.1.3 Resilience Analysis at Base Station Level

At the BS, the trust values of various groups are calculated.

There can be three possible ways in which a particular group

could cheat or try to get an unfair advantage. First, it might try

to increase its own trust value even though it has not behaved

well in the past. This cannot be done, as the BS asks other

groups for their recommendations and its own past interac-

tion records. Hence, the group whose trust value is being

calculated has no say in this computation. The second

scenario deals with one or more group nodes collaborating

to harm the trust calculation of a particular group by

submitting low but false recommendations for that group.

Finally, these collaborating nodes might try to enhance each

other’s trust values at BS by giving high but false recommen-

dations to the BS. We assume that the only group that will

show dishonest behavior is this set of really bad groups.

Definition 5.16. A set of bad groups Bi for the BS is said to have
successfully cheated, if for a group j, the trust calculation
algorithm “A” for j has the following property:

A T 0x;jjx 2 Bi

n o
; T 0y;jjy 2 B0i

n o� �
6¼ A fTx;jjx 2 Cig; Ty;jjy 2 B0i

� �	 

;

where Ci is the set obtained by replacing every bad and
dishonest group in Bi with a bad but honest group.

Claim 7. Our GTMS is resilient against cheating at the BS.

Proof. The proof is straightforward. The only place in our
protocol where we need the trust values from the other
nodes while calculating the trust value of a node is
during peer recommendation. However, since the BS
does not ask the recommendation from the bad groups,
therefore

A T 0i;yjy 2 B0i
n o� �

¼ A T 0i;yjy 2 B0i
n o� �

:

ut

5.2 Communication Overhead

We assume a worst case scenario, in which every member
node wants to communicate with every other node in the
group and every group wants to communicate with the rest

of the groups in the network. Let us assume that the
network consists of jGj groups and the average size of
groups is �.

In the intragroup communication case, when node i

wants to interact with node j, node i will send maximum
�� 2 peer recommendation requests. In response, node i

will receive �� 2 responses. If node i wants to interact
with all the nodes in the group, the maximum commu-
nication overhead will be 2ð�� 1Þð�� 2Þ. If all nodes
want to communicate with each other, the maximum
intragroup communication overhead ðCintraÞ of the GTMS
is 2�ð�� 1Þð�� 2Þ.

In the intergroup communication case, when group i

wants to interact with group j, it will send one peer
recommendation request to the BS, at the maximum. So,
the communication overhead is two packets. If group iwants
to communicate with all the groups, then the maximum
communication overhead will be 2jGj � 1 packets. If all the
groups want to communicate with each other, the maximum
intergroup communication overhead ðCinterÞ of the GTMS is
2jGjðjGj � 1Þ. Therefore, the maximum communication
overhead ðCÞ introduced by the GTMS in the network is

C ¼ jGj � Cintra þ Cinter
C ¼ jGj 2�ð�� 1Þð�� 2Þ½ � þ 2jGj jGj � 1ð Þ
C ¼ 2jGj �ð�� 1Þð�� 2Þ þ jGj � 1ð Þ½ �:

ð11Þ

In general, communication overhead introduced by the
GTMS in the whole network is

C ¼ 2jGj �ð�� 1Þ�þ jGj � 1ð Þ½ �; ð12Þ

where � represents the average number of recommender
nodes in the group. Communication overhead of other
schemes is shown in Table 1. More details about the
RFSN scheme, ATRM scheme, and PLUS are given in
Appendix A.1.

5.2.1 Comparison

Fig. 4 shows the communication overhead of various trust
management schemes for a large-scale WSN (10,000 nodes)
having equal size of clusters. It shows that as the number of
cluster increases in the network the GTMS introduces less
communication overhead as compared to the other
schemes. Also, it indicates that GTMS is suitable for large-
scale WSNs having small size of clusters. The important
thing that we need to note here about the ATRM scheme is
that it shows the result of just one transaction of each node.
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For example, when node i wants to communicate with
node j they first exchange four packets. Once the transac-
tion is completed and node i wants to initiate another
transaction with j, then the trust will be computed again.
So, the communication overhead of the ATRM scheme will
increase with the factor of four with every transaction.
Whereas for the case of the GTMS, after completion of the
first transaction, when node i wants to start another
transaction with j, no extra communication overhead will
occur because node i will calculate the trust based on the
history of past transaction(s).

5.3 Memory Consumption Analysis

One of the critical constraints of SNs is less availability of
memory. For example, MICA2 SN has 128-Kbyte program
flash memory, 512-Kbyte measurement flash, and 4-Kbyte
EEPROM [39]. Our GTMS does conform to this low-
memory demand as discussed below.

5.3.1 Memory Requirement of GTMS at Node Level

Each node maintains a small trust database as shown in
Table 2. The size of each record is 4þ 4�t bytes, where �t
represents the size of the time window. Therefore, memory
requirement for GTMS at each SN is ðn� 1Þð4þ 4�tÞ bytes,
where n represents the number of nodes in a group. The
size of the trust table depends upon the size of the cluster
and the length of time window.

5.3.2 Memory Requirement of GTMS at

Cluster Head Level

Each CH maintains two tables; one is similar to an
individual SN’s trust table, and in the second, CH maintains

the trust values of other groups as shown in Table 3. The size
of each record is 4þ 4�t bytes. Therefore, the total size of
Table 3 is ðjGj � 1Þð4þ 4�tÞ bytes, where jGj represents the
number of groups in the network. The total memory space
required at the CH for both tables is ðjGj þ �� 2Þð4þ 4�tÞ
bytes. Here, � represents the average number of nodes in the
group.

5.3.3 Comparison

In the simulation, we assumed that all clusters are of equal
size. We set the time window �t equal to 5. So, the size of
trust record is 24 bytes. We have compared our scheme with
the RFSN scheme [24], ATRM scheme [25], and PLUS [26]
for the same clustering topology. Memory requirement of
these schemes is given in Table 4, in which n represents
the number of nodes in the group, N represents the total
number of nodes in the network, and k represents the
number of context. Details about how the memory require-
ments of the RFSN scheme, ATRM scheme, and PLUS are
calculated are given in Appendix A.2.

Results in Fig. 5 are for 100 SNs. This graph shows that
GTMS at SNs and CHs consumes less memory as compared
to the ATRM scheme, PLUS, and RFSN scheme. Memory
consumption of GTMS at the CH depends upon the number
of clusters in the network. As the number of clusters
increases, the memory consumption requirement also
increases linearly at the CH. For example, if the network
consists of 100 clusters with an average size of 20 nodes,
then at the CH, GTMS consumes 2,832 bytes of memory.
This shows that GTMS can be used for large-scale sensor
networks.

6 SIMULATION-BASED ANALYSIS AND EVALUATION

6.1 Simulation Environment

We have performed simulation using Sensor Network
Simulator and Emulator (SENSE) [40]. We have deployed
three different sized sensor networks consisting of 144, 225,
and 324 SNs. More details about these networks are
available in Table 5. Nodes are static and are organized in
a grid fashion. The first, second, and third networks are
comprised of 16, 25, and 36 clusters, respectively. These
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numbers are chosen to make all clusters in equal size of nine
nodes. Each network comprises of one BS that is located at
the middle of the corresponding terrain. In all three
networks, we used free space wireless channel, IEEE
802.11 MAC protocol, and a simplified version of DSR
routing protocol (without route repairing). At the applica-
tion layer, we have developed our own generic and simple
Trust Exchange Protocol (TExP) that consists of six fields:

1. SourceID: contains the identity of the source node.
2. DestID: contains the identity of the destination node.
3. Protocol ID: represents the identity of the trust

management protocol, e.g., GTMS, RFSN, and so
forth.

4. Type: is used to identify the type of the packet such
as request packet, response packet, acknowledgment
packet, and so forth.

5. Payload: field is of variable size containing the data
specific to the type and protocol, such as trust value,
identity of evaluating node, and so forth.

6. SendT: contains the sending time of the packet.

The objective of the TExP protocol is to exchange the trust

values between communicating nodes in an efficient

manner. SN architecture based on SENSE [40] is shown in

Fig. 6, which shows the interactions between GTMS, TExP,

and other components. The rest of the specifications of an

SN is defined in Table 6.

6.2 Comparison

For the purpose of comparison, we have implemented a

peer recommendation scenario. During simulation, in each

cluster, random number of source nodes are selected, which

perform peer recommendation with the other nodes. Also,

each cluster head will perform peer recommendation with

neighboring cluster heads only. In the simulation, we have

only compared our proposed GTMS with the RFSN scheme

because both are independent of any specific routing

scheme and platform. We did not implement the ATRM

scheme because it requires some specific agent-based

platform. Also, we did not implement PLUS because it

works on the top of its own defined routing protocol.
Communication overhead for the three different net-

works is shown in Fig. 7, which confirms our conclusions

from the theoretical analysis. Fig. 7a shows that the GTMS

introduces less communication overhead as compared to

the RFSN scheme, and this pattern (overhead difference)

approximately remains the same for all 100 simulation runs.

Therefore, we conclude that the 100 simulation runs can

give us reliable results. Fig. 7b shows that, as the network

size increases, the communication overhead difference

between the GTMS and RFSN scheme also increases. It

shows that the GTMS would introduce 14.6 percent,

15.7 percent, and 17.1 percent less communication overhead
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Fig. 5. Memory requirement: N ¼ 100 and �t ¼ 5 units. (a) At SN. (b) At

cluster head.

TABLE 5
Sensor Network’s Specifications

Fig. 6. SN architecture.

TABLE 6
SN’s Specifications
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as compared to the RFSN scheme for the network of 144,
225, and 324 nodes, respectively.

Communication overhead also affects the energy con-
sumption of the SNs. That effect is visible in Fig. 8, which
shows that GTMS also consume less energy as compared to
the RFSN scheme.

7 CONCLUSION AND FUTURE DIRECTIONS

With the emergence of widespread use of WSNs, the need
of a proper trust management scheme is strongly felt. In this
work, we have proposed a robust lightweight GTMS for
clustered WSNs. GTMS uses a hybrid trust management
approach, which reduces the cost of trust evaluation. We
showed that our scheme is memory efficient and consumes
less communication overhead. We also proved that the
GTMS is intrusion tolerant and provides protection against
malicious, selfish, and faulty nodes.

In many application scenarios [41], [42], SN identities
should remain hidden for achieving identity anonymity. So,
the challenging problem is how to establish and maintain
trust between communicating nodes in an identity anon-
ymous environment. This motivates future work.

APPENDIX A

A.1 Communication Overhead

A.1.1 RFSN

When node i wants to interact with node j, it will send n� 2
peer recommendation requests at the maximum. In re-
sponse, node i will receive n� 2 responses. If node i want

to interact with all the nodes in the group, then the
maximum communication overhead will be 2ðn� 1Þðn� 2Þ.
If all the nodes want to communicate with each other, the
maximum intragroup communication overhead ðCintraÞ will
be: 2nðn� 1Þðn� 2Þ. When the CH of group i wants to
interact with the CH of group j, it will send jGj � 2 peer
recommendation requests at the most. So, the communica-
tion overhead will be: 2ðjGj � 2Þ. If group i wants to
communicate with all the groups, then the maximum
communication overhead will be: 2ðjGj � 1ÞðjGj � 2Þ. If all
the groups want to communicate with each other, then the
maximum intergroup communication overhead ðCinterÞ will
be: 2jGjðjGj � 1ÞðjGj � 2Þ. Therefore, in the worst case, the
maximum communication overhead ðCÞ introduced by the
RFSN scheme in the whole network is

C ¼ jGj � Cintra þ Cinter
C ¼ jGj 2�ð�� 1Þð�� 2Þ½ � þ 2jGj jGj � 1ð Þ jGj � 2ð Þ

C ¼ 2jGj �ð�� 1Þð�� 2Þ þ jGj � 1ð Þ jGj � 2ð Þ½ �;

where � represents the average number of nodes in the
group, and jGj represents the total number of groups in the
network.

A.1.2 PLUS

If node i wants to interact with another node j, then it
will broadcast a request packet. In response, i will
get n� 2 responses. So, the communication overhead will
be: 1þ ðn� 2Þ. If node i wants to communicate with all
the nodes in the group, the communication overhead
will be: ðn� 1Þ þ ðn� 1Þðn� 2Þ. If all the nodes want
to communicate with each other, then the total
intragroup communication overhead ðCintraÞ will be:
nðn� 1Þ þ nðn� 1Þðn� 2Þ ¼ nðn� 1Þ2.
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Fig. 7. Average communication overhead analysis (100 simulations).

(a) Communication overhead. (b) Average communication overhead.

Fig. 8. Average energy consumption at each node (100 simulations).
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Each node in the group can also exchange antiactive
protocol, whose communication cost is the same as getting
recommendation from other nodes. So, in the worst case, the
total intragroup communication overhead ðCintraÞ will be:
2nðn� 1Þ2. If group i wants to interact with another group j,
then group i will broadcast a request packet. In response, it
will get no more than jGj � 2 responses. So, the commu-
nication overhead will be: 1þ ðjGj � 2Þ. If group i wants to
communicate with all the groups, then maximum commu-
nication overhead will be: ðjGj � 1Þ þ ðjGj � 1ÞðjGj � 2Þ. If
all the groups want to communicate with each other, the
total intergroup communication overhead ðCinterÞ will be

Cinter ¼ jGj jGj � 1ð Þ þ jGj jGj � 1ð Þ jGj � 2ð Þ
Cinter ¼ jGj jGj � 1ð Þ 1þ jGj � 2ð Þ½ � ¼ jGj jGj � 1ð Þ2:

If we add the communication overhead of antiactive
protocol, then the maximum communication overhead for
intergroup ðCinterÞ will be: 2jGjðjGj � 1Þ2. Therefore, in the
worst case, the maximum communication overhead ðCÞ
introduced by PLUS in the whole network is

C ¼ jGjCintra þ Cinter ¼ jGj2�ð�� 1Þ2 þ 2jGj jGj � 1ð Þ2

C ¼ 2jGj �ð�� 1Þ2 þ jGj � 1ð Þ2
h i

:

A.1.3 ATRM

Each node needs to exchange four packets in order to
compute the trust. If a node i wants to communicate with all
the nodes in the group, then the communication overhead
will be: 4ðn� 1Þ. If all the nodes want to communicate with
each other, then the total communication overhead ðCintraÞ
will be: 4nðn� 1Þ. Similarly, if all groups want to commu-
nicate with each other, the intergroup communication
ðCinterÞ will be: 4jGjðjGj � 1Þ. Therefore, in the worst case,
the maximum communication overhead ðCÞ introduced by
the ATRM scheme in the whole network is

C ¼ jGjCintra þ Cinter ¼ jGj4�ð�� 1Þ þ 4jGj jGj � 1ð Þ
C ¼ 4jGj �ð�� 1Þ þ jGj � 1ð Þ½ �:

A.2 Memory Consumption

A.2.1 RFSN

Each SN also needs to store two tables: Reputation Module
Matrix (RMM) and RFSN monitor. RMM consist of eight
parameters: Context (4 bytes), Aging period (4 bytes), Aging
weight (4 bytes), Integration weight (4 bytes), Size (1 byte),
Alpha (4 bytes), Beta (4 bytes), and Node ID (2 bytes). So,
the size of one record in RMM is 27 bytes. RFSN monitor
maintains two parameters: Node ID (2 bytes) and Data
readings (4 bytes). So, the size of one record of RFSN
monitor is 6 bytes. Thus, the total memory required by the
RFSN scheme at SN is

MSN ¼ sizeðRMMÞ þ sizeðMonitorÞ
MSN ¼ 27ðn� 1Þ þ 6ðn� 1Þ ¼ 33ðn� 1Þ:

Here, n represents the number of nodes in the neighbor-
hood. Let us assume that every CH also maintains the trust
value of other CHs in the same manner as nodes maintain

trust value of other member nodes. Then, memory require-

ment at the CH in the RFSN scheme is

MCH ¼ 33 jGj � 1ð Þ þ 33ð�� 1Þ ¼ 33 jGj þ �� 2ð Þ:

A.2.2 ATRM

Each SN stores two tables: Trust evaluation table ðTabevalÞ
and t_Instrument table ðTabinstrÞ. The Tabeval table

consists of four parameters: Node ID (2 bytes), Trust

Context (4 bytes), Evaluation (4 bytes), and Time stamp

(4 bytes). So, the size of each record is 14 bytes. The

Tabinstr table consists of five parameters: Node ID

(2 bytes), Trust context (4 bytes), INSTR (4 bytes), Time

stamp (4 bytes), and ACK (2 bytes). So, the size of each

record for Tabinstr table is 16 bytes. Each SN also stores

the r_certificate ðrcertÞ in a memory. The size of certificate

varies with respect to the number of available contexts.

The r_certificate is defined as: RC ¼ EAKðR;HðRÞÞ, where

R ¼ IDi, T , ððr1; C1Þ; ðr2; C2Þ; . . . ; ðrk; CkÞÞ. Here, ID repre-

sents the identity of the node (2 bytes), T represents

the time stamp (4 bytes), and r1 (4 bytes) represents the

reputation of node i under context c1 (4 bytes). So, the

size of R is 6þ 8k. If we assume the MD5 hash function

(16 bytes), then the total size of rcert is 22þ 8k. Thus, the

total memory required at the SN is

MSN ¼ sizeðTabevalÞ þ sizeðTabinstrÞ þ sizeðr certÞ
MSN ¼ 14ðn� 1Þ þ 16ðn� 1Þ þ ð22þ 8kÞ
MSN ¼ 30ðn� 1Þ þ 22þ 8k ¼ 30nþ 8ðk� 1Þ:

Let us assume that every CH also maintains the trust value

of other CHs in the same manner as nodes maintain the

trust value of other member nodes. CH maintains a single

r cert that is used for inter- and intracommunications. That

is why the size of certificate will be added once. Thus, in

this case, memory requirement at the CH is

MCH ¼ 30 jGj � 1ð Þ þ 30ð�� 1Þ þ 22þ 8k

MCH ¼ 30 jGj þ �� 2ð Þ þ 22þ 8k

¼ 30 jGj þ �ð Þ þ 2ð4k� 19Þ:

A.2.3 PLUS

In the case of PLUS, each SN needs to store two tables and

seven constant context parameters. The first table consists of

node ID (2 bytes), personal reference parameters (Tor (1 bit),

Tai (1 bit), Tce (1 bit), Tpo (4 bytes), Tre (4 bytes), Tco (4 bytes)),

peer recommendation value Ti (4 bytes), and final calculated

trust value (4 bytes). So, the size of one record of the first table

is 22.375 bytes. In the second table, a node needs to store

information about node ID (2 bytes), number of requests sent

(2 bytes), number of reply received (2 bytes), number of

packets actually forwarded (2 bytes), and number of packets

supposed to be forwarded (2 bytes). So, the size of one record

for the second table is 10 bytes. Each of the context parameters

ðWcp;Wpo;Wre;Woo;Wav;Wpr;WrÞ is represented by 4 bytes.

So, the total size required to store context parameters is

28 bytes. Thus, the total memory required at the SN is
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MSN ¼ sizeðtable1Þ þ sizeðtable2Þ þ contextParameters

MSN ¼ 22:375ðn� 1Þ þ 10ðn� 1Þ þ 28 ¼ 32:375ðn� 1Þ þ 28:

Let us assume that every CH also maintains the trust

value of other CHs in the same manner as nodes maintain

trust values of other member nodes. Then, in this case,

memory requirement at the CH is

MCH ¼ 32:375 jGj � 1ð Þ þ 32:375ð�� 1Þ þ 28

MCH ¼ 32:375 jGj þ �� 2ð Þ þ 28:
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