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Abstract

Knowledge about people’s emotions can serve as an important context for human behaviour anal-

ysis in context-aware systems. Hence, human facial expression recognition (FER) has emerged as

an important research area over the last two decades. FER has a vital role in many research ap-

plications of image processing and pattern recognition such as human computer interaction, robot

control and driver state surveillance, and human behavior studies in telemedicine and e-health en-

vironments. In healthcare, this technology could help identify the mood of a patient, especially

in the case of physically disabled people. A paralyzed patient whose body is critically attacked

by paralysis is completely unable to speak and the only way to understand him might be through

facial expressions. Similarly, for stroke patients, it is necessary to identify their expressions and

generate guidelines for their care and protection. This technology would be helpful to both the

care-givers and medical experts to effectively use the resources and treat the patient. Similarly,

for the people who are healthy but are unable to speak and understand, they could also be guided

using FER systems, especially in times of their loneliness.

To accurately recognize expressions, FER systems require automatic face detection followed

by the extraction of robust features from important facial parts. Furthermore, the process should

be less susceptible to the presence of noise, such as different lighting conditions and variations

in facial characteristics of subjects. Moreover, the expressions have high similarity among dif-

ferent expressions resulting in overlaps among feature values of different classes in the feature

space. Though, several FER systems have been proposed in the past that showed promising re-

sults for a certain dataset, their performance was significantly reduced when tested with different

datasets. Furthermore, these systems utilized existing publicly available standard datasets of facial

expressions. However, these systems are far away from real life datasets collected in real world
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scenarios.

Accordingly, this thesis implements accurate and robust FER systems capable of providing

high recognition accuracy even in the presence of aforementioned variations. The first system

uses a hierarchical recognition scheme in order to solve the high-within class variance and low-

between class variance problem. However, this system uses two level classification (two HMMs)

which creates complexity issue; therefore, we proposed a second robust system. This system uses

new methods for feature extraction and classification. In feature extracting, first noise reduction

is achieved by means of wavelet decomposition, followed by the extraction of facial movement

features using optical flow. These features reflect facial muscle movements which signify static,

dynamic, geometric, and appearance characteristics of facial expressions. Finally, we have pro-

posed an improved version of hidden conditional random fields (HCRF) model in order to classify

the expressions which is capable of approximating a complex distribution using a mixture of Gaus-

sian density functions.

The performance of the proposed FER system (including both the components: feature ex-

traction and classification) was validated using publicly available standard datasets such as cohn-

kanade and JAFFE datasets. These were used for the first system while, for the second system,

the extended cohn-kanade (CK+), USTC-NVIE (both pose and spontaneous), MUG, MMI, Indian

Movie Face Database (IMFDB), and Radboud Faces (RaFD) datasets were utilized.

For each dataset, a 10−fold cross-validation scheme (based on subjects) was utilized. In other

words, out of 10 subjects data from a single subject was used as the validation data, whereas

data for the remaining 9 subjects were used as the training data. This process was repeated 10

times with data from each subject used exactly once as the validation data. Moreover, the system

was trained on one dataset and tested on another dataset in order to show the robustness of the

proposed system. For this evaluation, n−fold cross-validation scheme (based on dataset) was

utilized. From the testing and validation, it is clear that the proposed FER system outperformed

the existing state-of-the-art systems. Thus, the proposed FER system shows significant potential

in its ability to accurately and robustly recognize human facial expressions using video data in

naturalistic environments.

In most of the datasets, RGB cameras were utilized which may raise privacy concerns; therefore,
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in order to solve this concerns, depth camera will be utilized in the further study and then will

check the accuracy and robustness of the proposed system.
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Chapter 1
Introduction

Background

Expressions play a vital role in our daily communications, and recent years have witnessed a great

amount of work being done to develop accurate and reliable facial expressions recognition (FER)

systems. Such systems can be employed in many real life applications. Facial expression recogni-

tion (FER) is one of the most active areas of research in computer science, due to its importance

in a large number of application domains. These systems are widely in demand for humanoid

robotics, affective sensitive computing in human computer interaction (HCI), behavioral sciences,

video games, and psychiatry [3]. A major breakthrough in the field of HCI is the ability of the

computing systems to detect human faces and code them into various dimensions such as happy,

neutral, sad, angry, happy, and disgust [4]. Human-robot communication is one practical example,

where a robot could identify such facial expressions, which makes the robot to respond humans

correctly, as a human would do [5]. FER technology is of huge importance for intelligent security

systems, as it would real-time surveillance as a part of biometric authentication [6, 7], such as for

banking, armed forces equipment, and high security installments. These systems could be used to

secure personalized access to the data and many mobile applications have been developed [8].

FER systems can be categorized into two types: pose expression recognition systems [9–11] and

spontaneous expression recognition systems [12–14]. Former case deals with recognizing artifi-

cial expressions: expressions produced by people when they are asked to do so [3]. On the other

hand, the latter case deals with the expressions that people give out spontaneously, and these are

the ones that can be observed on a day-to-day basis, such as during conservations, while watching

movies [3], and etc. The focus of this study is both pose and spontaneous based FER.

In a typical FER system, there are two types of classifications: frame-based classification, and

1
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sequence-based classification. In frame-based classification methods, only the current frame is

utilized with or without a reference image (neutral face image) in order to recognize the expres-

sions; while, in sequence-based classification methods, the temporal information of the sequences

are utilized in order to recognize the expressions of one or more frames [15]. In sequence-based

methods, the geometrical displacement of facial feature points between the current frame and

the initial frame is calculated [16]; while, frame-based methods do not have this property. The

temporal information of expression in sequences of frames is important for facial expression anal-

ysis [17]; therefore, we employed sequence-based classification.

General FER system consists of four main components, preprocessing, feature extraction, feature

selection, and recognition modules. In the preprocessing module, the noise is removed from the

facial images, and the faces are detected and extracted, because it consists all of the important

parts that convey the expressions [18]. Feature extraction deals with extraction the distinguishable

features from each facial expression frame and quantizing them as discrete symbols. Feature se-

lection module is used for selecting a subset of relevant features from a large number of features

extracted from the input data. Finally, in the recognition module, a classifier is first trained using

the training data and then used to generate labels for the expressions in the incoming video data.

1.1 Motivation

Cure provisioning to patients by remotely analyzing their facial expressions can be promising

breakthrough development in telemedicine and healthcare domains. This will assist clinicians in

their decision-making process by monitoring patients’ facial expressions remotely, specifically

in disease such as stroke. A concept of telestroke was introduced in [19] that explains a case

study for monitoring acute stroke patient using telemedicine. Stroke patients’ state can be de-

fined using facial expression identification techniques and facial exercises can be recommended.

Sad and happy facial expressions can be identified for stroke patients and therefore guidelines

can be remotely provided for better care of patient. Another example is that psychiatrist can use

telemedicine technology for treating a patient with post-traumatic stress disorder (PTSD) by mon-

itoring his/her facial expressions remotely [20]. The study to monitor heart-failure patients using

telemedicine [21] is a prime candidate for a facial expression analysis. These developments will
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facilitate clinicians and physicians for efficiently monitoring and management of patient disease.

FER is an observable indication of person’s sentimental state, mental activity, and behavior [22].

In Short, FER systems would be helpful to both the care-givers and medical experts to effectively

use the resources and treat the patient. Similarly, for the people who are healthy but are unable to

speak and understand, they could also be guided using FER systems, especially in times of their

loneliness.

Most of the previous pose-based FER systems do not have the capability to accurately recognize

the expressions using publicly available standard datasets of facial expressions. This lack of accu-

racy can be attributed to various causes, such as the failure to extract prominent features, and the

high similarity among different facial expressions that results due to the presence of low between-

class variance in the feature space.

Moreover, a great number of FER systems have been implemented, each surpassing the other in

terms of classification accuracy. However, one major weakness found in the previous studies is

that they have all used standard datasets for their evaluations and comparisons. Though this serves

well, given the needs of a fair comparison with existing systems, it is argued that this does not

go in hand with the fact that these systems are built with a hope of eventually being used in the

real-world. It is because these datasets assume a predefined camera setup, consist of mostly posed

expressions collected in a controlled setting, using fixed background and static ambient settings,

and having low variations in the face size and camera angles, which is not the case in naturalistic

environments.

In conclusion, challenges presented in Section 1.2 there is an opportunity to create more advanced

FER system capable of handling posed and spontaneous FER issues as well as to incorporate more

intelligent capabilities to transform experimental prototypes into actual usable applications. Thus

the challenge facing this work, is to identify and characterize some of the most relevant limitations

in the FER domain and develop solutions that may help overcome these complex problems.

Approaches to Human Emotion Recognition

The first step towards achieving the goal of recognizing the emotions of daily life conversation

is to equip the emotion recognition systems with the recognizing capabilities. Three approaches
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have been mainly employed for this purpose: audio based, video based, and physiological based,

as shown in Figure 1.1.

Figure 1.1: Three approaches employed for human emotion recognition.

Audio Based Systems

In audio-based emotion recognition systems, the audio sensors are used in order to recognize

the human emotions [23]. Most of these systems work well in laboratory environments under

predefined settings with fix positions of microphone in the frontal view of the face. All of these

systems are subjects depended, which means that when the systems trained on one subject and

test or validate using different subjects, the system fails to recognize the human emotions. The

reason is that vocal tones based emotion recognition suffers due to culture, gender, and age factors.

Also, the pitch of sound varies from subject to subject due to which the systems might not be able

to recognize the emotions of a human correctly. Moreover, some environmental noise such as

ambient noise may cause misclassification.
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Physiological Based Systems

Physiological-based systems are developed to recognize the emotions of normal humans [24, 25].

These systems showed significant performance; however, the systems have some critical weak-

nesses such as the systems need special equipment due to which they are obtrusive to the users.

This is one of the reasons that may prevent the widespread usage of such systems [26]. For in-

stance, if we want to recognize the emotions of a human using these systems, the subjects need

to use specialized bio-signal devices/sensors such as blood pressure sensor or heart rate sensor

(electrocardiography (ECG) sensor) on their body [27]. However, these devices/sensors are not

only invasive to subjects but also additionally much expensive [26].

Video Based Systems

Video-based systems designed to be born during normal expression to continually measure the

mental state of humans in healthcare and daily life communication. A facial expression is a visible

appearance of the emotional state, cognitive activity, intention, personality, and psychopathology

of a person [28]; it plays a communicative role in interpersonal relations. Facial expressions

express non-verbal communication cues in face-to-face interactions that might also complement

speech by helping the listener to provoke the intended meaning of the spoken [29]. According

to [30], facial expressions have a substantial effect on a listening interlocutor and it has an amazing

contribution (55%) in our daily life communication than of the voice intonation (38%) and spoken

words (7%). For instance, in healthcare domain, such systems could help to identify the mood of

a patient, especially in the case of physically disabled people. A paralyzed patient whose body is

critically attacked by paralysis is completely unable to speak and the only way to understand him

might be through facial expressions. An FER system could identify the message that the patient

is delivering through expressions. Such a system could be trained to identify correctly the moving

parts of a patient face and identify whether the subject is happy, sad, angry, or displaying some

other expressions. Similarly, for stroke patients, it is necessary to identify their expressions and

generate guidelines for their care and protection.
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1.2 Problem Statement

Different FER systems have been proposed; however, recognizing human facial expressions accu-

rately is still a major concern for such systems. Several factors can reduce the accuracy of an FER

system. For example, two such factors are the lack of robust features and high similarity among

different facial expressions that can result in high within-class variance and low between-class

variance in the feature space. Due to this property, most of the expression classes merge with each

other, making it very hard for a classifier to distinguish among different expressions. Moreover, no

one clarify exactly what parts of the databases were used, what the training and testing protocols

were utilized. Most of the systems were provided performances on one dataset; however, they did

not provide recognition rates across different spontaneous datasets, having expressions captured

under different lighting conditions; using subjects of different gender, age (infants, adults, elderly),

makeup, and race.

Challenges in Human Facial Expression Recognition

There are several issues that directly impact the success of any given FER system. Factors which

contribute to the complexity of the recognition task can explained as given below [15].

• The key differences in facial appearance and features among individuals’ faces play an

important role and cause significant consequences in FER system is facial analysis. These

differences may include explicit features such as facial shape, gender, person’s ethnicity,

variant hair styles etc. For example, female or children have smooth/less textured skin, less

hairs on their body, long/short eyebrows, and significant differences in internals of eyes such

as black and brown etc. make it difficult to track an eye correctly. The facial features can

be obscured because of wearing goggles, jewels, persons having beards, and normal facial

differences between ethnicities such as East Asians and Africans. Moreover, in spite of

facial explicit features and looks differences, the use of expressions and its intensity, ways

of responses to a certain condition, and the degree of plasticity resulting in weak or strong

expressiveness can also affect the accuracy of FER systems. Therefore, it is very important

to consider all these variant features and develop systems that can work on such variety
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datasets using sophisticated state-of-the-art algorithms.

• Facial expressions in the real world occur in a realistic manner and they are always trig-

gered because of some action units. These expressions can occur in a serial way showing

explicit dependence on the successor expression or change in response to a specific action

unit. Similarly, the transitions from various states of expressions may not always involve

static/normal state as presumed in the traditional FER systems [15]. Generally, in FER

systems it is assumed that each expression is singular and is followed by a steady/normal

state/position, which is completely against the reality. To efficiently analyze the expres-

sions, analyzing a stream of expressional data without intervention and training the systems

on test-bed dataset that include action units in it that is a basic requirement of an FER sys-

tem. For a system to be more comprehensive, it is needed to process the data that include

additive and non-additive action units, single action units, and co-articulation effects.

• The intensity of facial expressions have been less exploited in the research community.

Much work exist in this regard; however, they focus on recognizing the intensities of a

face in expression based on type of a facial action. Although, it may seem right for some

cases; however, it is really important to thoroughly investigate the process of recognizing

the intensity of facial expressions properly and define the lowest and largest possible values

for it. The techniques used for intensive expressions may not work properly for low intense

expressions; therefore, all these necessary things to be taken care of.

• In each research philosophy, it is recommended and most welcomed to perform experimen-

tation on real world datasets that consist of the real world subject representations. Similarly,

for an efficient and realistic FER system, it is more convenient and recommended to work

on both pose and spontaneous facial expressions. The expression pattern identification mod-

els such as hidden Markov models and neural networks work on temporal data; therefore,

they are likely to perform poor due to the pose and spontaneous facial expression differ-

ences [15]. The existing FER systems are trained and evaluated using the dataset generated

from a directed set of expressions only differing in its time and place [31]. While pose and

spontaneous expressions are communicated using different pathways such as pyramidal and
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extra pyramidal [32].

• For each system, the test-bed is the most important fundamental and basic step to evaluate

and prove the accuracy of the system. The test-bed includes the environment of its real

operation where the camera setting, the background environment, weather conditions, and

crowdy place. In general case, the image data used for FER systems include images with

static mono backgrounds, directed expressions, and no environment complexity. Therefore,

the expression recognition, features extraction, accuracy of face detection can greatly be

affected because of the environment complexity. In the complex test-bed environment, the

system requires to be robust enough to recognize the emotions of people interacting with

others, varying background, and non-directed expressions occurring spontaneously will def-

initely result in sophisticated and robust techniques being developed.

• The quality of image significantly affects the performance and accuracy of an FER system.

The images used for the dataset can critically affect its performance such as images captured

with variant resolutions and brightness effect of the operating/capturing place. Similarly,

the distance between the subject and the camera, properties of the camera digitizer, image

dimensions, and its orientation are the key factors that need to be tackled while developing

an FER system. These factors when measured less or more will affect the accuracy of FER

system. For example, difference or variation in the face position in a sequenced data relative

to ambient light can affect the expression analysis apparently. The algorithms that are tested

and have shown good performance for the datasets that are straightly oriented or without

orientation may be poor when confronted with variant conditions. For compressed images

and varying conditions, the existing techniques are surely expected to perform poor because

of not knowing the boundary conditions, and it is very difficult task to evaluate them. Hence,

we need systems that are tested and evaluated against a variant dataset that include all the

described features.

• Most of the existing datasets relied on different kinds of video cameras which might not

be the case in real world. These datasets did not take into account the color features (i.e.,

gender, race, and age), and were collected in controlled environments with constant lighting
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conditions. Some of the previous datasets did not considered if the subject worn glasses or

if the subject had beard. In FER domain, the size of the face has a vital role. However,

in most of the previous datasets, due to the predefined setup of the cameras, the size of the

faces were constant that might not be applicable in real world. All the previous datasets have

been collected in static scenarios, either in indoor environment or outdoor environment. In

some of the datasets, the subjects have just a slight variation of the angle which might not

be the case in real world. Therefore, we need a comprehensive dataset that consider most of

the shortcomings of the existing datasets.

• Some parts of the face such as lips, nose, eyes, forehead, etc, have much contribution in

expressions making. In real life, the facial images vary from time to time due to the position

of the corresponding camera such as frontal and non-frontal due to which some parts of the

face may appear partially like nose and eyes. If some of these parts are occluded by other

objects then the extraction of the informative features will be much complex. Therefore,

most of the systems do not have the capability to recognize the spontaneous expression in

naturalistic scenarios under these observations.

• The systems must be unobtrusive and robust to the subjects, gender, age (infants, adults,

elderly), makeup, and race.

Limitations of Existing Systems

Majority of the FER systems included [13,16,17,33–37] had been developed in order to recognize

the human expressions. Though, these approaches provided significant performance on existing

publicly available standard datasets. However, the performance of these systems degrade across

multiple datasets. Some systems have contribution only in feature extraction such as [1, 38–46];

one problem that can be associated with the use of these methods is the fact that they are very sen-

sitive to variations in pose, illumination, occlusion, aging, and face rotation [47,48]. Furthermore,

these techniques are poor at handling data where classes do not follow the Gaussian distribu-

tion. Also, these techniques do not work well in case of a small sample size [48]. Furthermore,

complexity-wise, most of these techniques are much expensive because of considering the entire
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face, as this requires more memory [49]. Lastly, these methods work well mostly in a controlled

environment [50]. While, some systems such as [16, 51–53] have contributions in classification

module. However, most of the aforementioned classifiers were employed for frame-based classi-

fication. On the other hand, the most commonly used sequence-based classification method is the

Hidden Markov Models (HMMs) [54,55]. HMMs have their own advantage in handling sequential

data when frame-level features are used, whereas vector-based classifiers, such as GMMs, ANNs,

and SVMs, fail to learn the sequence of the feature vectors.

Nevertheless, conventional HMMs are based on Markovian property, which presumes that the cur-

rent state depends only on the previous state. Because of this assumption, labels of two contiguous

states must hypothetically occur consecutively in the observed sequence. Unfortunately, this pre-

sumption is not always true in reality. Some other limitations of HMMs include their generative

nature and the independence assumption between states and observations [56].

Furthermore, another limitation seen among most of these methods is that they were evaluated

under settings that are far from real-life scenarios. It means that they only utilized publicly avail-

able datasets and did not consider the real world challenges in their respective systems. Since the

beginning of research in FER, the focus has been on designing new and improved methodologies,

and evaluating them using publicly controlled-settings datasets for the sake of a fair comparison.

Moreover, the existing publicly available FER datasets are mostly pose-based and assume a prede-

fined setup. The facial expressions in these datasets are recorded using a fixed camera deployment

with a constant background and static ambient settings. In a real-life scenario, FER systems are

expected to deal with changing ambient conditions, dynamic background, varying camera angles,

different face size, and other human-related variations. Little or no effort has been put into design-

ing a new dataset that is closer to real-life situations, probably because creating such a dataset is a

very difficult and time consuming task. And this is where the contribution of this work lies.

In Summary, there are lots of work have already been done for automatic FER, but a robust FER

system is yet to be developed: a system capable of providing high recognition accuracy not just

for one dataset but across different datasets, having expressions captured under different lighting

conditions; using subjects of different gender, race, and age.
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Study Goal and Methodology

The goal of this thesis is to investigate on the potential impact of some of the most prominent

technological and practical issues in the use of FER systems for the pose and spontaneous based

expression recognition, to demonstrate the limitations of state-of-the-art solutions and to provide

alternatives to cope with these effects. In this way, this work seeks to contribute to a better under-

standing of the needs of realistic expression-aware applications and aims to help paving the path to

a new generation of FER systems readily available for their use in real-world. In order to achieve

the aforementioned goals, the system has the following main contributions.

The system uses a method for feature extraction in which first the noise reduction is achieved by

means of wavelet decomposition, followed by the extraction of facial movement features using

optical flow. These features reflect facial muscle movements which signify static, dynamic, geo-

metric, and appearance characteristics of facial expressions. Post feature extraction, feature selec-

tion is performed using Stepwise Linear Discriminant Analysis, which is more robust in contrast

to previously employed feature selection methods for FER. In order to classify the expressions,

we have introduced a novel hidden conditional random fields (HCRF) model, which is able to

approximate complex distributions using a mixture of full covariance Gaussian density functions.

We assessed the performance of the proposed techniques using publicly available standard pose

and spontaneous datasets of facial expressions.

1.3 Contribution

In this thesis, we have made the following contributions:

• We have proposed a hierarchical recognition system to overcome the problem of high simi-

larity among different expressions. Expressions were divided into three categories based on

different parts of the face. At the first level, LDA was used with an HMM to recognize the

expression category. At the second level, the label for an expression within the recognized

category is recognized using a separate set of LDA and HMM, trained just for that category.

However, this system utilized two level classification (two HMMs for each layer) which is

computational wise much expensive.
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• Therefore, a single-level FER system has been proposed in order to solve the limitation of

the proposed hierarchical recognition system. In this system, we proposed two methods for

feature extraction and classification respectively. For the feature extraction, a new technique

based on the facial movement features is proposed. The technique is using symlet wavelet

transform coupled with optical flow to get the facial movement features. The reason for

using the wavelet transform is to diminish the noise before extracting the facial movement

features. Even though the proposed feature extraction method extracts good features, there

might be some redundancy among these features.

Therefore, previously proposed a robust feature selection method called Stepwise Linear

Discriminant Analysis (SWLDA) is applied to the selected feature space. SWLDA selects

the most informative features taking the advantage of the forward regression model and

removes irrelevant features by taking the advantage of the backward regression model. To

the best of our knowledge, it is the first time that SWLDA is being utilized as a feature

selection technique for FER systems.

• Furthermore, for the system, we have developed the improved version of the hidden condi-

tional random fields (HCRF). The proposed HCRF is capable of approximating a complex

distribution using a mixture of Gaussian density functions. This model inherits the advan-

tages of the existing HCRF model and completely tackles the limitations of the existing

work, we propose the use of HCRF algorithm that is able to explicitly utilize mixture of full

covariance Gaussian mixture hidden conditional random fields (FCGM-HCRF).

• In order to show the accuracy and robustness of the proposed FER system, large scale exper-

imentations are performed using multiple pose and spontaneous datasets of facial expres-

sions.

1.4 Structure of the Dissertation

The thesis has been organized into seven chapters, as given below.

• Chapter 1 has presented a brief introduction of the concepts of human FER. It discussed
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the importance of FER and the factors that make it challenging. Moreover, the problem

associated with the existing FER systems were summarized in this chapter as well. Finally,

an overview of my contribution was given.

• Chapter 2 provides different previous methods for a typical FER system and its limitations

such as methods for feature extraction and recognition. Also, this chapter provides a back-

ground detail about the human FER systems and its applications.

• Chapter 3 provides an overview of the proposed FER systems which solve the limitations

of the existing FER systems. It also explains different methods that proposed for feature

extraction and recognition modules respectively.

• Chapter 4 provides an explanation about the existing pose and spontaneous datasets of facial

expressions. Moreover, the chapter presents the experimental setup for the systems that were

proposed in this dissertation.

• Chapter 5 provides the corresponding experimental results for each system under different

settings.

• Chapter 6 concludes the thesis and also provides future directions in this research area. The

main contribution of the thesis is also highlighted in this chapter.



Chapter 2
Related Work

2.1 Overview

This chapter first presents the state-of-the-art of the general FER research from the applications

point of view. After that the existing methods relating to the implementation of an FER system are

presented. Regarding the methodology, face detection and extraction, feature extraction, feature

selection, and classification are the most important components in a typical FER system. There-

fore, in this chapter, the existing works related to these components are analyzed. We have strong

contributions in each of these components which are the main foci of this dissertation.

2.2 Facial Expression Recognition Methodologies

A typical FER system consists of four main important components, preprocessing, feature ex-

traction, feature selection, and recognition modules. In the preprocessing module, the noise is

removed from the facial images, and the faces are located. Locating faces is important because it

consists all of the important parts (such as eyes, forehead, and lips) that convey expressions [18].

Feature extraction deals with extraction the distinguishable features from each facial expression

frame and quantizing them as discrete symbols [57]. Feature selection module is used for select-

ing a subset of relevant features from a large number of features extracted from the input data.

Finally, in the recognition module, a classifier is first trained using the training data and then used

to generate labels for the expressions in the incoming video data. As we have contribution in

feature extraction and classification modules respectively. Therefore, in the following sections, a

summary of the related works for these components are presented.

14
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2.2.1 Face Detection and Extraction

Essentially, face detection is the first-step for a typical FER system, with the purpose of local-

izing and extracting the face region from the background. Some factors like illumination, pose,

occlusion, and size of the image make it difficult for FER systems to accurately detect faces from

expression video [58].

A variety of methods have been proposed in literature for face detection, which are explained

below.

2.2.1.1 Appearance and Feature Based Methods

These [59] methods have been proposed for face detection; however, both of them have their own

limitations. The performance of appearance-based methods is excellent in static environment;

however, their performance degrades with the environmental change [35]. Therefore, feature-

based methods were proposed to overcome the limitations of appearance-based approaches. These

methods are more robust in illumination, pose, and size of the image than the appearance-based

methods. However, a prior knowledge is required for these methods, i.e., at the time of implemen-

tation for these techniques, it is compulsory to decide randomly which intensity information will

be important [60]. Due to these characteristics, these methods are known as heuristic techniques.

Moreover, these methods have trouble in automatic feature detection [61].

2.2.1.2 Geometric Based Methods

The geometric based methods [62] have some common limitations such as in these approaches,

parts of a face like mouth, eyes, and nose are positioned with their attributes and their reciprocal

relationships. Face is recognized by calculating the distance, angles, and areas between these

parts of the face. These approaches are quite sufficient for small databases with stable lighting

condition and stable viewpoint [63]. However, their performance degrades with the variation in

lighting conditions and viewpoint [63].
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2.2.1.3 Knowledge Based Methods

Similarly, knowledge-based approaches [64] are the rule-based techniques that convert human

knowledge of what constitutes a typical face to capture the relationships between the facial features

[65]. However, it is very hard for these approaches to build an appropriate set of rules. If the rules

are too general then there could be several false positives, or there could be false negatives if the

rules are in too detail [66]. Moreover, these approaches are incapable of finding faces in complex

images [66].

2.2.1.4 Template Based Methods

Template-based approach [67] is a simple process that has been widely employed to locate the

human face in the input image. However, this method is very sensitive to pixel misalignment in

sub-image areas and depends on facial component detection [68].

2.2.2 Feature Extraction

According to the face descriptors, there are two types of features: global features and local fea-

tures. For global features, the features are extracted from the entire face, whereas for local features,

parts of the face, such as eyes, mouth, nose and forehead are used.

2.2.2.1 Global Features

Global feature extraction methods are known as holistic methods. These include Nearest Fea-

tures Line-based Subspace Analysis [38], Eigenfaces and Eigenvector [39, 69] and [40], Fisher-

faces [41], global features [42], Independent Component Analysis (ICA) [43, 70], Principal Com-

ponent Analysis (PCA) [1,44,71], frequency-based methods [45], Gabor wavelet [46]. One prob-

lem that can be associated with the use of these methods is the fact that they are very sensitive

to variations in pose, illumination, occlusion, aging, and rotation changes of the face [47, 48].

Furthermore, these techniques are poor at handling data where classes do not follow the Gaussian

distribution. Also, these techniques do not work well in case of a small sample size [48]. Fur-

thermore, complexity-wise, most of these techniques are much expensive because of considering
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the entire face, as this requires more memory [49]. Lastly, these methods work well mostly in

controlled environments [50].

2.2.2.2 Local Features

On the other hand, local feature extraction methods compute local descriptors from parts of the

face and then integrate this information into one descriptor. These include Local Feature Anal-

ysis (LFA) [72], Gabor features [73], Non-negative Matrix Factorization (NMF) and Local non-

negative Matrix Factorization (LNMF) [74], and Local Binary Pattern (LBP) [16, 75]. Among

these methods, LBP is the most commonly employed feature extraction technique. However, LBP

does not provide the directional information of the facial frame [76].

Some recent studies have tried to solve the limitations of LBP. These methods include Local Tran-

sitional Pattern (LTP) [37], Local Directional Pattern (LDP) [33], Local Directional Pattern Vari-

ance (LDPv) [77]. Most of these methods exploited other information instead of employing inten-

sity to overcome the problems due to noise and illumination change [35]. However, performance

of these methods still degrade in non-monotonic illumination change, noise variation, change in

pose, and expression conditions [35]. Another commonly used local feature extraction method for

expression recognition is Local Fisher Discriminant Analysis (LFDA) [36]. But, LFDA fails to

determine the essential assorted structure when face image space is highly nonlinear [78]. Fur-

thermore, authors of [79] employed pixel and color segmentation for feature extraction to detect

facial expressions. However, the performance of this approach also degrades with variation in

illumination.

2.2.3 Feature Selection

Feature selection module helps reducing the dimensions of the feature space by selecting only the

distinguishable features. Please see Figure 2.1 in order to appreciate the use of a feature selection

technique in an FER system. Figure 2.1 shows 3D feature plots for six expression classes.

It can be seen from Figure 2.1 that the feature values for the six classes are highly merged,

which can result in a high misclassification rate. It is because the use of inappropriate coefficients

results in high within-class differences and low between-class differences.
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Figure 2.1: 3D-feature plot of Cohn-Kanade dataset for six different types of facial expressions,
where each expression has twelve expression frames.

In order to solve the above problem, a method is required to address the aforementioned problem

and to reduce the dimension space and to increase the class separability. This idea is employed

by various feature selection methods, mainly Principal Component Analysis (PCA) [80], Linear

Discriminant Analysis (LDA) [81], kernel discriminant analysis (KDA) [82], and Generalized

Discriminant Analysis (GDA) [83].

PCA has poor discriminating power [84]. LDA-based methods suffer from limitations that their

optimality criteria are not directly associated to the classification capability of the achieved feature

representation [85]. Zia et al. [55] applied LDA to the extracted feature space to improve the class

separation among different classes with the assumption that the variance is distributed uniformly
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among all the classes. However, this is not the case. For example, expressions like happy and sad

are very similar to each other but can easily be distinguished from anger and fear (another pair with

high similarity). Likewise, KDA does not have the capability to provide better performance in the

case if the face images of the same subjects are scattered rather than dispersed as clusters [86].

Likewise, the solution of GDA might not be stable and perhaps is not optimal in terms of the

discriminant ability if there is small sample sized training data [87].

2.2.4 Recognition

There are two approaches that utilized for expression recognition. One is frame-based recognition

and the other is sequential-based recognition. Both are explained as.

2.2.4.1 Frame Based Recognition

As for the recognition module, a large number of methods have been employed for accurate ex-

pression classification. In [51], authors exploited artificial neural networks (ANNs) in order to

classify different facial expressions and achieved a 73% recognition rate. However, ANN is a

black box and has incomplete capability to explicitly categorize possible fundamental relation-

ships [88]. Besides, ANNs may take long time to train and may trap in a bad local minima.

Moreover, the authors of [89] and [16] employed support vector machines (SVMs) for their FER

system. But, in SVMs, the observation probability is calculated using indirect techniques; in other

words, there is no direct estimation of the probability [90]. Furthermore, SVMs simply disregard

temporal dependencies among video frames, and thus each frame is expected to be statistically

independent from the rest. Similarly, the authors of [52] and [53] utilized Gaussian mixture mod-

els (GMMs) to recognize different types of facial expressions. But facial features could be very

sensitive to noise; therefore, fast variations in facial frames cannot be modeled by GMMs and

might cause misclassification [15].

2.2.4.2 Sequential Based Recognition

Most of the aforementioned classifiers were employed for the frame-based classification. On the

other hand, the most commonly used method is the Hidden Markov Models (HMMs) [54, 55]
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which is widely utilized for sequence-based classification. HMMs have their own advantage in

handling sequential data when frame-level features are used, whereas vector-based classifiers,

such as GMMs, ANNs, and SVMs, fail to learn the sequence of the feature vectors.

Nevertheless, conventional HMMs are based on Markovian property, which presumes that the cur-

rent state depends only on the previous state. Because of this assumption, labels of two contiguous

states must hypothetically occur consecutively in the observed sequence. Unfortunately, this pre-

sumption is not always true in reality. Some other limitations of HMMs include their generative

nature and the independence assumption between states and observations [56]. A non-generative

model such as maximum entropy Markov model (MEMM) was developed in order to resolve the

limitations of HMM, and it produced better results compared to HMM [91]. However, MEMM

has a commonly known drawback called the “label bias problem”.

Conditional random fields (CRF) [56] and HCRF [92], the generalizations of MEMM, were then

proposed in order to take the full advantage of MEMM and to solve the “label bias problem” [56].

HCRF extends the capability of CRF with hidden states making it able to learn hidden structure

of the sequential data. Both of them use global normalization instead of per-state normalization.

Thus, they allow weighted scores, making the parameter space larger than those of MEMM and

HMM. The following discussion provides the underlying theory of HCRF, and analyzes the limi-

tations in their existing implementations.

We consider a task of mapping from inputs X to labels Y ∈ Γ, for instance, Γ = {happy, anger,

sad, surprise, disgust, fear} in an FER problem. Each input X is a sequence of T frames,

X = x1, x2, ..., xT . The training set contains N pairs (Xi, Yi), i = 1, 2, ..., N . In a Q-state

HCRF, the conditional probability of a class label Y given input X and set of parameters of the

model Λ is computed as

p (Y |X; Λ) =

∑
S

exp
{

Λ · f
(
Y, S,X

)}
z (X,Λ)

, (2.1)

where

z (X,Λ) =
∑
Y ′S̄

exp
{

Λ · f
(
Y ′, S,X

)}
, (2.2)
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is the normalization factor to guarantee the sum-to-one rule of the conditional probability, where,

Y ′ is the predicted label for the sequence, and S = {s1, s2, . . . , sT } is a sequence of hidden

states. Each si, i = 1, 2, ..., T , can have an integer value from 1 to Q, the number of states, Λ is

the parameter vector and f
(
Y, S,X

)
is known as the feature vector that consists of the following

sufficient statistics used by the model.

Pr
f
y′

(Y, S,X) = δ (y = y′), ∀y′ ∈ Y, (2.3)

Tr
f
ss′

(Y, S, X) =

T∑
t=1

δ(st−1 = s) δ(st = s′), ∀{ss′} ∈ S, (2.4)

Occ
f
s

(Y, S,X) =

T∑
t=1

δ(st = s), ∀s ∈ S, (2.5)

fM1
s (Y, S,X) =

T∑
t=1

δ(st = s)xt, ∀s ∈ S, (2.6)

fM2
s (Y, S,X) =

T∑
t=1

δ(st = s)x2
t , ∀s ∈ S, (2.7)

where δ (s = s′) is equal to one when s = s′, otherwise equal to zero. Thus,
Pr
f
y′

(Y, S,X) in

(2.3) tracks the number of times the predicted labels are equal to the original labels. Similarly,
Tr
f
ss′

(Y, S, X) in (2.4) determines the number of times the transition ss′ occurs in S, and this

process is repeated for the entire state sequence. Likewise,
Occ
f
s

(Y, S,X) in (2.5) counts the oc-

currence of the state s. The first and second moments fM1
s and fM2

s in (2.6) and (2.7) respectively

are the sum and sum of the squares of observations that align with the state s. It is to be noted

that the term feature vector does not refer to the input features, but refers to the vector of sufficient

statistics used by the model. Latter is referred to as the observation vector. The choice of the

feature vector determines the dependencies of the HCRF model.

It can be seen from the above equations that with some specific set of parameters (Λ), HCRF’s

dependencies are similar to those of HMM. For example with above feature vector, the diagonal-
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covariance Gaussian distribution can be defined as

Pr
Λ
y′

= log(uy′), ∀y′ ∈ Y, (2.8)

Tr
Λ
ss′

= log(Ass′), ∀{ss′} ∈ S, (2.9)

Occ
Λ
s

= −1

2

(
log
(
2πσ2

s

)
+
µ2
s

σ2
s

)
, (2.10)

ΛM1
s =

µs
σ2
s

, (2.11)

ΛM2
s = − 1

2σ2
s

, (2.12)

where u in (2.8) is the prior distribution of Gaussian-HMM, and A in (2.9) is a transition matrix,

then the numerator of the condition probability can be written as

∑
S

exp
{

Λ · f
(
Y, S, X

)}
=

∑
S

u(s1)

T∏
t=1

A (st−1, st)N
(
x2
t , µSt , σSt

)
,

(2.13)

whereN denotes the Gaussian distribution. The conditional probability ofX given Y is computed

with a Gaussian-HMM by (2.13) that has a prior distribution u, and a transition matrix A.

A more generalized version of the HCRF model has been proposed by [2] in order to handle more

complex distributions using a linear mixture of Gaussian density functions, and is given as

p (Y |X; Λ) =

∑
S

M∑
m=1

exp
{

Λ · f
(
Y, S,m,X

)}
z (X,Λ)

, (2.14)

where M is the number of components in the Gaussian mixture.

Although, there are some existing works that employed the above HCRF model and showed good

results [93, 94]. They did not address and overcome the limitations of the model. As we can see

in the above equation, that the model can only utilize diagonal-covariance Gaussian distribution.

In other words, the variables (columns of xi, i = 1, 2, ..., N ) are assumed to be pair-wise inde-

pendent. Hereafter, we call this model diagonal covariance Gaussian mixture hidden conditional
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random fields (DCGM-HCRF). In addition, equations (2.10), (2.11), and (2.12) imply that with

a particular set of values, the observation density at each state will converge to Gaussian form.

Unfortunately, there is algorithm that could guarantee this convergence. Therefore, these assump-

tions may result in a decrease of accuracy.

In order to inherit the advantages of HCRF model and completely tackle the limitations of the

existing work, we propose the use of HCRF algorithm that is able to explicitly utilize mixture of

full covariance Gaussian mixture hidden conditional random fields (FCGM-HCRF).

2.3 Applications of Facial Expression Recognition

Expressions play a vital role in our daily communications, and recent years have witnessed a great

amount of work being done to develop accurate and reliable FER systems. Such systems can be

employed in many applications, which are described in subsequent subsections.

2.3.1 Human Computer Interaction

In human computer interaction (HCI), human faces are used to decode the well-known facial

expressions such as happy, sad, anger, etc., face-to-face communication is considered as break-

through towards perceptual primitives [4]. Expression recognition does not only help in iden-

tifying the affective state of the face, but also helps in identifying the cognitive state. Human

interaction is distinguished to be identified by using two channels including the one, which trans-

mits explicit messages about any or nothing and the one which transmits implicit messages about

the action performer. Based on the detailed survey, the emotion recognition in HCI can efficiently

be utilized through signal analysis for speech, faces, representation of emotions, and emotion-

oriented representations [3, 5, 95].

2.3.2 Robotics

Emotion recognition currently has been widely adopted in the artificial intelligence to train the hu-

manoid robots, affective sensitive computing in HCI [5], behavioral scenarios, and video games.

The robotic technology can easily adopt the emotion recognition technology to detect the inter-
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acting human being facial expressions in real-time and respond to it. Using artificial intelligence

techniques, robots can be trained to show the expressions, detect the expressions, and respond to

the human expressions. In the field of healthcare, robotics have been introduced to perform surg-

eries, treatment, and hopefully provide patient-care and management in the near-future. This is

one of the key area of facial recognition in robotics [96].

2.3.3 Biometric Authentication

Expression recognition technology is widely adopted in the field of security and also in the field

of recognizing the human mood or behavior. To provide full-proof security to the world-wide

banking systems, data management systems, security surveillance systems, nuclear management,

and many other systems; biometric authentication are used to secure high security installments.

These biometric authentication systems include facial recognition, voice recognition, and other

mechanisms of security. Although, specific emotions may not be necessary to authenticate the

user to the secure system such as in FER systems in healthcare etc., it is still necessary to identify

the user face in any orientation and authenticate the right user of the system. Face detection is one

of the key features in spite of the emotion recognition, and is quite tricky because of finding the

exact match and differentiating between similar faces which is an obvious case [3, 7, 97, 98].

2.3.4 Healthcare Domain

Healthcare domain is one of the key domain in facial emotion recognition especially for the per-

sons with a disability and abnormality. The current existing technologies recognize the patient

emotions from physiological sensors, electrocardiogram signals, and other implicit signals which

help to identify the user state and emotions [99, 100]. Those patients with no face expression can

be understood by the help of these emotion recognition technologies. Emotions of human being

can be identified using its implicit signals as described earlier to detect implicit message such as

cognitive states and explicit signals of facial expressions to detect the facial emotions. Both can be

used in healthcare to help the doctors in order to understand the patients. Hence, in such domain,

emotion recognition helps to improve the quality of care.
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2.3.5 Investigative Analysis

In law enforcement, advanced investigations with forensic operations and special treatment and

security environments, there is important role of FER. Face recognition and identity resolution

is one of the most important technology and breakthrough in the criminal investigation, identifi-

cation, and tracking. In the investigative process, powerful 2D or 3D transformations of images

and videos can be extracted and linked to reach to the final required target. Various images can

be processed faster and analytical comparison can also be performed to extract precise expression

recognition and criminal screening [101].

2.3.6 Gaming

Advanced feature extraction and image facial recognition give totally new dimension to the gam-

ing field. As a primary example, Kinect of Microsoft has given advanced motion capabilities to

the gaming based on Xbox360 with expression recognition and avoiding the hardware facilities.

Similarly, a program launched by Viewdle deals on how to recognize whether a user is a vampire

or a human being based on image recognition and face recognition [102]. Facial recognition in

future is expected to be used for real-time game playing without hardware touch and will support

head motions and facial expressions to react and act in the games. It will also be used in driving

cars with the head movement and facial expressions.

2.3.7 Image Searching

One of the very recent and publicly available usage and applications of expression recognition

released by Google includes Google image search. This option lets you search images in Google

through upload image. It uses novel image recognition techniques to search images. Google image

search enables the photographers to know where their images have been used and to know where

they have been referred. In a recent image search report, it has been stated that Google image

search is still patchy; however, it is expected to improve [103].
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2.3.8 Solving Puzzles

Besides the image search, comparison, identification, facial expressions, and authentication; facial

recognition is also recently used in the problem solving and game playing. Solving puzzles is

one of the mostly played games and Googles Google Goggles is one of the recent achievement

in solving the Suduko puzzle. This application lets a user solve the puzzle using state of the art

image recognition techniques. It gives full solution of the solution once you provide in image of

the puzzle [104].



Chapter 3
Proposed Methodology for Facial Expression Recognition

3.1 Overview

Human FER has emerged as an important research area over the last two decades. In order to

accurately recognize expressions, FER systems require automatic face detection followed by the

extraction of robust features from important facial parts. Furthermore, the process should be less

susceptible to the presence of noise, such as different lighting conditions and variations in facial

characteristics of subjects, and a classifier is required to accurately classify the expressions.

Accordingly, this chapter presents two FER systems. First one is the hierarchical FER system

which has the capability to overcome the problem of high similarity among different expressions.

Numerous techniques have been developed and validated for the purpose of feature extraction for

FER systems. Among them, ICA is the mostly commonly used methods; therefore, in the pro-

posed hierarchical system, we have decided to use ICA for feature extraction to extract the local

features. Moreover, for dimension reduction, we utilized, linear discriminant analysis (LDA), and

for recognizing the expressions, we used hidden Markov model (HMM). In the proposed hierar-

chical system, an expression is classified into one of these three categories (such as lips-based,

lips-eyes-based, and lips-eyes-forehead-based) at the first level. At the second level, classifier

(trained for the recognized category) is employed to give a label to the expression within that cate-

gory. However, in this system, we used two level classification (two HMMs for each layer) which

is computational wise much expensive.

Therefore, we have proposed second FER system that solved the limitation of the hierarchical sys-

tem. In this system, we proposed an unsupervised technique based on active contour (AC) model

for automatic face detection and extraction. In this model, a combination of two energy functions:

Chan-Vese (CV) energy [105] and Bhattacharyya distance [106] functions are employed, which

27
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not only minimizes the dissimilarities within a face, but also maximizes the distance between the

face and the background. For the feature extraction, we have proposed a robust feature extrac-

tion technique based on the facial movement features. The technique is based on symlet wavelet

transform coupled with optical flow to get the facial movement features. The reason for using

the wavelet transform is to diminish the noise before extracting the facial movement features. Fur-

thermore, for the recognition, we proposed the improved version of the hidden conditional random

fields (HCRF) that solves the limitations of the existing HCRF by utilizes full covariance Gaus-

sian density function. Large scale experimentation is performed using multiple datasets to show

the robustness of the proposed FER systems.

3.2 Hierarchical Recognition System

The architectural diagram for the hierarchical recognition system is given in Figure 3.1.

Figure 3.1: Architectural diagram for the hierarchical recognition system.
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3.2.1 Preprocessing

In preprocessing module, different environmental illuminations and lighting effects are diminished

in order to increase the recognition accuracy, using several techniques like morphological filters,

homomorphic filters, or median filters. This module is explained as below.

3.2.1.1 Diminishing Lighting Effects

Several techniques exist in literature to diminish such illumination effects, such as histogram

equalization (HE) and local histogram equalization (LHE). However, HE produces unwanted arti-

facts and a washed-out look, so it is not recommended [107]. LHE, though better than HE, causes

over-enhancement, and sometimes it produces checkerboards of the enhanced image [108]. There-

fore, we used a new method called global histogram equalization (GHE) [109] for this purpose.

GHE improves the image quality by increasing the dynamic range of the intensity using the his-

togram of the whole image. It obtains the scale factor from the normalized cumulative distribution

of the brightness distribution of the original image and multiplies this scale factor by the original

image to redistribute the intensity [109]. GHE finds the running sum of the histogram values and

then normalizes it by dividing it by the total number of pixels. This value is then multiplied by the

maximum gray-level value and then mapped onto the previous values in a one-to-one correspon-

dence [109]. For more information, please refer to [109].

As described earlier, numerous techniques have been developed and validated for the purpose of

feature extraction, dimension reduction, and classification for FER systems. Among them, inde-

pendent component analysis (ICA), linear discriminant analysis (LDA) and hidden Markov model

(HMM) are the most wisely used methods, and its performances has already been validated in [55].

Therefore, we decided to use ICA for feature extraction, LDA for dimension reduction, and HMM

for classification. All are explained below.

3.2.2 ICA based Feature Extraction

Independent component analysis (ICA) is a technique used to seek independent components from

multivariate statistical data. ICA assumes that the underlying sources are linearly mixed and sta-

tistically independent. General implementations of ICA can be found in the literature [110, 111].
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If we assume that the sources are denoted by S(t) = [S1(t), S2(t), ...., Sm(t)]T and the multi-

channel observations are denoted by X(t) = [X1(t), X2(t), ...., Xm(t)]T , then the linear mixture

can be represented by

xj = aj1s1 + aj2s2 + ...... + ajnsn for all j (3.1)

or we can write this as

X = As (3.2)

where the matrix A of size nxm represents linear memory-less mixing channels. The statistical

model presented in Eq. 3.2 is called the independent component analysis or ICA model. The ICA

model is a generative model, i.e., it describes how the observed data are generated by a process

of mixing the components sk. The independent components are latent variables, i.e., they cannot

be directly observed. Also, the mixing matrix is assumed to be unknown. We observe the random

vector x, and we must estimate both A and s by using it.

ICA starts with the very simple assumption that the components sk are statistically independent. It

will be seen below that we must also assume that the independent components have non-Gaussian

distributions. However, in the basic model, we do not assume these distributions are known, but

note that if they are known, the problem is considerably simplified. For simplicity, we assume that

the unknown mixing matrix is square, but this assumption can sometimes be relaxed. Then, after

estimating the matrix A, we can compute its inverse, W , and obtain the independent component

simply by:

S = Wx (3.3)

where W = [w1, w2, ...., wn] is the de-mixing matrix of size mxn. In general, ICA assumes that

the number of channels are equal to the number of independent sources, i.e., n = m. Thus, n

channels of data are decomposed into n ICs.

We notice that, in the ICA model, the time index t is dropped, as seen in Eqs. 3.2 and 3.3. We

assume that each mixture xj and each independent component sk is a random variable, instead of

a proper time signal.
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3.2.3 Linear Discriminant Analysis

Linear discriminant analysis (LDA) maximizes the ratio of between-class variance to within-class

variance in any particular data set, thereby guaranteeing maximal separability. LDA produces an

optimal linear discriminant function that maps the input into the classification space on which the

class identification of the samples is decided. LDA easily handles the case in which the within-

class frequencies are unequal. The within SW and between SB class comparison is done by using

the following equations.

SB =

c∑
i=1

Vi
(
mi − m

) (
mi − m

)T (3.4)

SW =

c∑
i=1

∑
mk∈Ci

(mk −mi) (mk −mi)
T (3.5)

where Vi is the number of vectors in the ith class Ci, and c is the number of classes, and in our

case, c represents the number of facial expressions. Also, m represents the mean of all the vectors,

m is the mean of the class Ci, and mk is the vector of a specific class. The optimal discrimination

projection matrix Dopt is chosen from the maximization of the ratio of determinant of the between

and within-class scatter matrices as

Dopt = arg max
D

∣∣DTSBD
∣∣

|DTSWD|
= [d1, d2, . . . , dt]

T (3.6)

where Dopt is the set of discriminate vectors of SW and SW corresponding to the c − 1 largest

generalized eigenvalues λ. The size of Dopt is t× r, where t ≤ r, and r is the number of elements

in a vector. Then,

SBdi = λiSWdi, i = 1, 2, ..., c− 1 (3.7)

where the rank of SB is c− 1 or less, and hence, the upper bound value of t is c− 1. Thus, LDA

maximizes the total scattering of the data while minimizing the within scattering of the classes.

For more details on LDA, please refer to [112].



CHAPTER 3. PROPOSED METHODOLOGY FOR FACIAL EXPRESSION RECOGNITION 32

3.2.4 Hidden Markov Model

Hidden Markov model (HMM) is the most commonly used method for sequential data (facial ex-

pressions) classification, which provides a statistical model λ for a set of observation sequences.

These observations are called frames in FER domain. A typical HMM has a sequence of obser-

vations of length T (i.e., T = O1, Q2, ..., OT ), a sequence of states S (i.e., S = S1, S2, ..., SN ,

where N is the number of states in the model), and the time t for each state is denoted by Q

(such that Q = q1, q2, ..., qN ). The states are connected by arcs, as shown in Figure 3.2, and each

time, when a state j is entered, an observation is generated according to the multivariate Gaussian

distribution bj(Ot) with the mean value µj and covariance matrix Vj correlated with that state.

There is also transition probabilities correlated with them such that the probability aij is the re-

sultant transition probability from state i to state j. The initial model probability for the state j

is Πj . An HMM can be defined by this set of parameters, such as λ = A,B,Π, where A indi-

cates the probability of the state transition (such that A = aij , aij = Prob(qt+1 = Sj |qt = Si),

1 ≤ i, j ≤ N ), where B represents the probability of observations (such that B = bj(Ot),

bj = Prob(Ot|qt = Sj)1 ≤ j ≤ N ), and the initial state probability is indicated by Π (such that

Π = Πj , Πj = Prob(q1 = S1)). All the equations are based on the work by [113] and make use

of the initial state probability distribution.
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In the training step, for a given model λ, the multiplication of each transition probability by

each output probability at each step t provides the joint likelihood of a state sequence Q and the

corresponding observation O. This likelihood P (O|λ) can be evaluated by summing over all

possible state sequences:

P (O|λ) =
∑
Q

P (O,Q|λ) (3.8)

A simple procedure for finding the parameters λ that maximize the above equation in HMM,

introduced in [114], depends on forward and backward algorithms αt(j) = P (O1...Ot, qt = j|λ)

and βt(j) = P (O(t + 1)...OT |qt = j, λ), respectively, such that these variables can be initiated

inductively by the following processes:

α1 (j) = πjbj (O1) , 1 ≤ j ≤ N (3.9)

βT (j) = 1, 1 ≤ j ≤ N (3.10)

During testing, the appropriate HMM can then be determined by mean of likelihood estimation

for the sequence observations O calculated based on the trained λ as

P (O|λ) =

N∑
i=1

αT (i) (3.11)

The maximum likelihood for the observations provided by the trained HMM indicates the recog-

nized label. The following formula has been utilized to model HMM (λ).

λ = (O, Q, π) (3.12)

where O is the sequence of observations (i.e., O1, Q2, ..., OT ) and each state is denoted by Q

(such as Q = q1, q2, ..., qN ), where N is the number of states in the model, and π is the initial

state probabilities. The parameters that are used to model HMM (λ) for all experiments were 64,

4, and 4 respectively. These values have been selected by performing multiple experiments. For

more details on HMM, please refer to [115].
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3.2.5 Recognizing the Expression Category

This work is based on the theory that different expressions can be grouped into three categories

based on the parts of the face that contribute most toward the expression [116–118]. This classifi-

cation is shown Table 3.1

Table 3.1: The classified categories and facial expressions recognized in this system.

Category Facial Expressions

Lips-Based Happy
Sad

Lips-Eyes-Based Surprise
Disgust

Lips-Eyes-Forehead-Based Anger
Fear

Lips-based expressions are those in which the lips make up the majority of the expressions. In

lips-eyes-based expressions, both lips and eyes contribute in the expressions. In lips-eyes-forehead

expressions, lips, eyes, and eyebrows or forehead have equal roles. In this hierarchical recognition

FER system, an expression is classified into one of these three categories at the first level. At the

second level, classifier (trained for the recognized category) is employed to give a label to this

expression within this category.

At the first level, LDA was firstly applied to the extracted features from all the classes and an

HMM was trained to recognize the three expression categories: lips-based, lips-eyes-based, or

lips-eyes-forehead-based expressions. The LDA-features for these three categories are shown in

Figure 3.3. A clear separation could be seen among the categories, and this is why the proposed

hierarchical recognition scheme achieved 100% recognition accuracy at the first level.

3.2.6 Recognizing the Expressions

As mentioned earlier, once the category of the given expression has been determined, the label for

the expression within the recognized category is recognized at the second level. For this purpose,

LDA was applied separately to the feature space of each category and the result was used to train
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Figure 3.3: 3D feature plots of the proposed hierarchical recognition system after applying LDA
at the first level for the three expression-categories such as lips-based, lips-eyes-based, or lips-
eyes-forehead-based expressions. It can be seen that at the first level, the proposed hierarchical
recognition system achieved 100% classification rate in expressions categories classification.
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three HMMs, one HMM per category. Collectively, the overall classification for all the expression

classes are shown in Figure 3.4.

These feature plots indicate that applying LDA to the features of three categories separately

provided a much better separation as compared to single-LDA via single-HMM approach (see

Figure 3.5). The single-LDA via single-HMM approach means that instead of applying LDA

separately to each expression category and using separate HMMs for these categories, LDA is

applied only once, to the features of all the classes. Figure 3.6(a) shows the basic steps of HMM

training for a facial expression, whereM indicates the the number of video clips for an expression,

T presents the number of frames in each video, andO represents the observation symbol sequence

for video. While, Figure 3.6(b) shows the testing process of a facial expression image sequence

utilizing the likelihoods (i.e., L) of all trained facial expression HMMs (i.e., H).

3.3 Limitation of the Hierarchical Recognition System

Eventually, we envision that the proposed hierarchical system will be employed in smartphones.

Even though our system showed high accuracy, it employs two-level-recognition with HMMs used

at each level. This might become a complexity issue, especially when used in smartphones. One

solution could be to use a lightweight classifier such as k-nearest neighbor (k-NN) at the first level;

however, k-NN has its own limitations such as it is very sensitive to the presence of inappropriate

parameters and sensitive to noise as well. Therefore, it can have poor performance in a real-time

environment if the training set is large. In summary, new feature extraction, feature selection, and

recognition methods should require in order to extract and select the most prominent features from

the facial frames which maintain the same on a single layer classification.

3.4 A Robust FER System

3.4.1 Background

We developed an accurate and a robust FER system in order to solve the limitations of the hier-

archical recognition system. In this system, we have proposed a new feature extraction technique

based on wavelet transform coupled with optical flow. Moreover, we have proposed the improved
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Figure 3.4: 3D feature plots of the proposed hierarchical system after applying LDA at the second
level for recognizing the expressions in each category. It can be seen that at the second level, the
proposed hierarchical system achieved much higher recognition rate as compared to a single-LDA
via single-HMM shown in Figure 3.5.
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Figure 3.5: 3D-feature plot of single-LDA via single-HMM. It can be seen that using a single-
LDA via single-HMM approach did not yield as good a separation among different classes as was
achieved by the proposed hierarchical system (See Figure 3.4).
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Figure 3.6: (a) HMM training for an expression, while (b) testing an expression in an image
sequence.
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version of the HCRF by employing the full covariance Gaussian distribution. The overall archi-

tectural diagram of the proposed FER system is given in Figure 3.7.
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As can be seen from the architectural diagram that there are four modules in a typical FER

system. But we have contribution only in feature extraction and recognition modules only. The

methods for each module are described as given below.

3.4.2 Face Detection and Extraction

The active contour (AC) model is a well-known technique in the field of image segmentation. It is

a deformable spline influenced by constraint and image forces that pull it towards object contours.

It tries to move into a position where its energy is minimized. The AC model tries to improve

by imposing desirable properties such as continuity and smoothness to the contour of the object,

which means that the AC approach adds a certain degree of prior knowledge for dealing with the

problem of finding the object contour.

Recently, Chan-Vese (CV) proposed in [105] a novel form of AC for object segmentation

based on level set framework. Its energy function is defined by the following equation.

F (C) = ∫
inside(C)

|I (x)− cin|2dx + ∫
outside(C)

|I (x)− cout|2dx (3.13)

where cin and cout are respectively the average intensities inside and outside of the curve C.

Compared to the other AC models, the CV AC model can detect the faces more exactly since it

does not need to smooth the initial facial image (via the edge function g |∇Iσ|2), even if it is very

noisy. In other words, this model is more robust to noise. The CV AC model does not use the

edge information but utilizes the difference between the regions inside and outside of the curve,

making itself one of the most robust and thus widely used techniques for image segmentation,

especially, in the area of face detection. However, the convergence of CV AC model depends

on the homogeneity of the segmented faces. When the inhomogeneity becomes large, the CV

AC model provides unsatisfactory results. Moreover, the global minimum of the above energy

function does not always guarantee the desirable results. The unsatisfactory result of the CV AC

model in this case is due to the fact that it tries to minimize the dissimilarity within each segment

but does not take into account the distance between different segments.

The proposed methodology in this work is to incorporate an evolving term based on the Bhat-
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tacharyya distance [106] to the CV energy function that minimizes the dissimilarities within the

object (face) and maximizes the distance between the two regions (face and background). The

proposed energy function is given below:

E (C) = βF (C) + (1− β)B (C) (3.14)

where β ∈ [0, 1]. Note that the value of B(C) is always within the interval [0, 1] whereas F (C) is

calculated based on the integral over the facial image plane.

The intuition behind the proposed model (in E(C)) is that we seek for a curve which is regular

(the first two terms) and partitions the facial image into regions such that the differences within

each region are minimized (the F (C) term) like reducing environmental effects and the distance

between the two regions (i.e., face and background) is maximized (the term B(C)).

For the level-set formulation, let is define φ as the level-set function, I : Ω→ Z ⊂ Rn as a certain

image feature such as intensity, color, texture, or a combination thereof, and H(•) and δ0 (•) as

the Heaviside and the Dirac function respectively. The energy function can then be rewritten as

given in the following equations.

E (φ) = γ

∫
Ω

|∇H (φ (x))| dx+ η

∫
Ω

H (−φ (x))

+β

∫
Ω

|I (x)− cin|2H (−φ (x)) +

∫
Ω

|I (x)− cout|2H (φ (x))


+ (1− β)

∫
Z

√
pin (z) pout (z)dz (3.15)
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where

pin (z) =

∫
Ω

δ0 (z − I (x))H (−φ (x)) dx∫
Ω

H (−φ (x)) dx

pout (z) =

∫
Ω

δ0 (z − I (x))H (φ (x)) dx∫
Ω

H (φ (x)) dx

(3.16)

where γ and η are non-negative constants, and pin(z) and pout(z) are given in (3.16) are the

local fitting functions [119] that depends on the level set function φ and needs to be updated

in each contour evaluation. Differentiating w.r.t φ(x), then, the evaluation flow associated with

minimizing the energy function in (3.15) is given as

∂φ

∂t
= −∂E

∂φ
= δ0 (φ) {M − (1− β) [N +O]} (3.17)

where

M = γk + V0 + β
[
(I − cin)2 + (I − cout)2

]
(3.18)

N =
B (C)

2

(
1

Ain
− 1

Aout

)
(3.19)

O =
1

2

∫
z
δ0 (z − 1)

(
1

Aout

√
pin
pout
− 1

Ain

√
pout
pin

)
dz (3.20)

where Ain and Aout are respectively the areas inside and outside the curve C. Thus, the proposed

AC model overcome the limitation of conventional CV AC model in the area of face detection.
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3.4.3 Feature Extraction

3.4.3.1 Noise Reduction via Wavelet Transform

In real-life scenarios, some environmental parameters (such as lighting effects) may produce some

noise in the expression frames that could reduce the recognition rate. The proposed method em-

ploys symlet wavelet to reduce such noise. Facial frames are converted to gray scale prior to

applying this step.

The wavelet decomposition could be interpreted as signal decomposition into a set of independent

feature vector. Each vector consists of sub-vectors like

V
2D

0 = V
2D−1

0 , V
2D−2

0 , V
2D−3

0 , ........, V
2D−n

0 (3.21)

where V represents the 2D feature vector. If we have an expression frame X in the decomposition

process, and it breaks up into the orthogonal sub images corresponding to different visualization.

The following equation shows one level of decomposition.

X = A1 +D1 (3.22)

where X indicates the decomposed image and A1 and D1 are called approximation and detail

coefficient vectors respectively. If a facial frame is decomposed up to multiple levels, then (3.22)

can be written as

X = Aj +Dj +Dj−1 +Dj−2 + . . . .+D2 +D1 (3.23)

where j represents the level of decomposition. The detail coefficients mostly consist of noise, so

for feature extraction only the approximation coefficients are used. In the proposed algorithm,

each facial frame is decomposed up to two levels, i.e., the value of j = 2, because by exceeding

the value of j = 2, the facial frame looses significant information, due to which the informative

coefficients cannot be detected properly, which may cause misclassification. The detail coefficients
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further consist of three sub-coefficients, so the (3.23) can be written as

X = A2 +D2 +D1

= A2 + [(Dh)2 + (Dv)2 + (Dd)2] + [(Dh)1 + (Dv)1 + (Dd)1] (3.24)

where Dh, Dv and Dd are known as horizontal, vertical and diagonal coefficients respectively.

Note that at each decomposition step, approximation and detail coefficient vectors are obtained by

passing the signal through a low-pass filter and high-pass filter respectively.

In a specified time window and frequency bandwidth wavelet transform, the frequency is esti-

mated. The signal (i.e., facial frame) is analyzed by using the wavelet transform [120].

C (ai, bj) =
1
√
ai

∞∫
−∞

y (t) Ψ∗f.e

(
t− bj
ai

)
dt (3.25)

where ai is the scale of the wavelet between lower and upper frequency bounds to get high decision

for frequency estimation, and bj is the position of the wavelet from the start to the end of the time

window with the specified signal sampling period, t is the time, the wavelet function Ψf.e is used

for frequency estimation, and C(ai, bi) are the wavelet coefficients with the specified scale and

position parameters. Finally, the scale is converted to the mode frequency, fm for each facial

frame:

fm =
fa (Ψf.e)

am (Ψf.e) .∆
(3.26)

where fa (Ψf.e) is the average frequency of the wavelet function, and ∆ is the signal sampling

period. Next, the facial movement feature have been extracted by exploiting the optical flow [121].

3.4.3.2 Feature Extraction via Optical Flow

The motion information of the facial pixels is found by employing the optical flow in order to

generate the feature vectors for each expression frame. In order to find the optical flow of the two

expression frames: first, a kernel is made for partial derivative of Gaussian (like gx and gy) with
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respect to x and y such as

gx (i, j) = −j − k − 1

2πΣ3
exp

(
−(i− k − 1)2 + (j − k − 1)2

2 Σ2

)
(3.27)

gy (i, j) = −j − k − 1

2πΣ3
exp

(
−(i− k − 1)2 + (j − k − 1)2

2 Σ2

)
(3.28)

where k = N−1
2 and N is the size of the kernel, x and y derivatives are computed for both frames.

After that the images are smoothed by building a Gaussian kernel such as

kernel (i, j) = − 1

2π σ2
exp

(
−(i− k − 1)2 + (j − k − 1)2

2σ2

)
(3.29)

A =

Σ Ix, Ix Σ Ix, Iy

Σ Ix, Iy Σ Iy, Iy

B =

Σ Ix, It

Σ Iy, It

 (3.30)

The resultant image is given as

R = A−1 (−B) (3.31)

where R is the resultant image that has the pixels motion information. For instance, such pixel

motion information for the two consecutive expression frames are shown in Figure 3.8.

The average feature vector is obtained by taking the average of the whole pixels motion informa-

tion for all the facial frames in a video clip which is given below:

fave =
R1 +R2 +R3 + ....+RK

N
(3.32)

where fave indicates the average feature vector of all the expressions frames that a single expres-

sion video have, R1, R2, R3, ...., RK are the motion information for each expression frame, K

is the last frame of the expression video, and N represents the whole number of frames in each

expression video.
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The average feature vector is obtained by taking the average of the whole pixels motion infor-

mation for all the facial frames in a video clip which is given below:

fave =
R1 +R2 +R3 + ....+RK

N
(3.33)

where fave indicates the average feature vector of all the expressions frames that a single expres-

sion video have, R1, R2, R3, ...., RK are the motion information for each expression frame, K

is the last frame of the expression video, and N represents the whole number of frames in each

expression video.

3.4.4 Stepwise Linear Discriminant Analysis (SWLDA)

In this step, the most informative features are selected by using SWLDA, which maximizes the

ratio of between-class variance to within-class variance in any particular data set, thereby guaran-

teeing maximal separability. The forward and backward regression techniques enable SWLDA to

effectively reduce the dimensions of the feature space.

In the forward regression step, the most correlated features are selected based on partial F-test

values from the feature space. On the other hand, in the backward regression step, the least sig-

nificant values are removed from the regression model i.e. lower F-test values. In both processes,

the F-test values are calculated on the basis of defined class labels. The advantage of this method

is that it is very efficient in seeking the localized features.

In the beginning, there is no predictor in the model. Based on the significance test, i.e., partial

F-test (the t-test), predictor is either entered or removed from the model in each iteration. Two

predictors Alpha-to enter and Alpha-to remove are defined for significance level test. Alpha-to

enter ae = 0.25 and Alpha-to-remove aγ = 0.30 are set as threshold parameters. These values

are chosen based on various experiments. These threshold parameters show the significance level

of the predictors which are entered or removed from the model, respectively. The algorithm stops

when there are no more predictors to enter or remove from the stepwise model.

We present an example in which we have three independent predictors: x1, x2, and x3, and an

output (response) y. Each predictor fits into the model using a regression; that is, we regress y

on x1, x2, . . . , and xp−1, where p is the total number of predictors (p = 3 in this case). The first
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predictor to enter into the stepwise model is the predictor that has the smallest t-test p-value (i.e.,

below ae). This will continue until the stopping criterion is met (i.e., if there is no predictor with

a p-value less than ae).

Now suppose x1 is the best predictor. Then fit each of the two predictor models that includes x1

in the model, i.e., the model regresses y on (x1, x2), regress y on (x1, x3)...y on (x1, xp−1). The

second predictor enters into the stepwise model is the predictor that has the smallest p-value. If

again there is no p-value less than ae, the iteration stops.

Suppose this time x2 is the best second predictor in the model. The analysis procedure then steps

back and checks the p-value for β1 = 0 (i.e., criterion for the removal of the predictor from the

model). In this case, if the p-value is above aγ for β1 = 0, then the predictor is not significant

compared to the new entry, and x1 is removed from the stepwise model.

In contrast, suppose both x1 and x2 have made it into the two-predictor stepwise model. The

analysis procedure then fits each of the three-predictor models with x1 and x2 in the model, i.e.,

it regresses y on (x1, x2, x3), regresses y on (x1, x2, x4), ..., and regresses y on (x1, x2, xp−1).

The third predictor that enters the stepwise model is the predictor that has the smallest p-value

less than ae. The stopping criterion is met when there is no p-value less than ae. In this case,

the analysis checks the p-value β1 = 0. If either p-value has not become significant (i.e., above

aγ), the predictor is removed from the stepwise model. This procedure will stop when adding an

additional predictor does not yield a p-value below ae. For more details on SWLDA, please refer

to a previous study [122].

3.4.5 Vector Quantization

“Once the facial expressions are represented as features, then the optical-flow based features are

symbolized by means of comparing with the codeword vectors of codebook. The purpose of this

process in order to decode the sequential variations of the facial expression features, and then the

discrete HCRFs have been utilized. As discrete HCRFs are commonly used trained and tested with

symbols sequences, the feature vectors are symbolized by means of comparing with the codeword

vectors of a codebook. To obtained the codebook, vector quantization algorithm is performed

on the feature vectors from the training dataset. In the proposed FER system, we utilized Linde,
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Bunzo, and Gray (LBG) algorithm [123] has been utilized for codebook generation. The LBG ap-

proach selects the initial centroids and splits the centroids of the whole dataset. Then, it continues

to split the dataset accordingly to the codeword size, and the optimization is performed to reduce

the distortion.

Once the codebook is obtained, the index numbers of the codewords are regarded as symbols to

be used with discrete HCRFs. As each expression image is converted to a symbol, an expression

video clip of T consecutive images will result in T symbols after the vector quantization. Fig-

ure 3.9 presents the basic steps for the codebook generation from all the expression image vectors

and symbol selection for a sample facial expression image vector” [1].
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3.4.6 Classification using Hidden Conditional Random Fields (HCRF)

According to an exemplary aspect, there is provided a method including: dividing an input image

measured from a variety of inputs and outputting a frame sequence; extracting a feature vector

from the frame sequence; combining full covariance Gaussian distributions with a hidden con-

ditional random fields model; receiving, by the hidden conditional random fields model, combi-

nations of the feature vector and a label indicating a specific activity to obtain a parameter of the

hidden conditional random fields model; receiving, by the hidden conditional random fields model

to which the parameter has been applied, a feature vector extracted from a test input image mea-

sured for an actual activity to infer a label indicating the actual activity and indicate a sequence of

a specific state; applying a gradient function-applied algorithm for analyzing the sequence of the

specific state; and calculating probability of a state sequence.

As mentioned before that the existing HCRF utilizes diagonal covariance Gaussian distributions

in the feature function and does not guarantee the convergence of its parameters to some specific

values at which the conditional probability is modeled as a mixture of normal density functions.

Because of this property, the existing HCRF losses a lot of information. This is one of the main

disadvantages of the existing HCRF model.

In order to solve this limitation, we explicitly involve full covariance Gaussian density function

in the feature functions at the observation level. Since there is no tool for a hidden conditional

random fields model that can use the full-covariance Gaussian density function. For the prior and

transition probabilities, we used the same equations of [2]. Mathematically, the contribution of the

proposed model can be explained as

fObs
(
Y, S,X

)
=

T∑
t=1

log

(
M∑
m=1

ΓObss,mN
(
x2
t , µs,m,Σs,m

))
(δ (st = s)) , (3.34)

The (3.34) presents the observation of the input at each state. Where M is the number of density

functions, Γ is used in order to consider the contextual information of the whole observation,

ΓObss,m is the mixing weight of the mth component with mean µs,m and covariance matrix
∑

s,m.
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N
(
x2
t , µs,m,Σs,m

)
in (3.34) can be computed as

N
(
x2
t , µs,m,Σs,m

)
=

1

(2π)D/2|Σs,m|1/2
exp

(
−1

2

(
x2
t − µs,m

)′
Σ−1
s,m(x2

t − µs,m)
)
, (3.35)

where D is the dimension of the observation, and
∑

s,m is the full covariance matrix.

As we can see in (3.34), by changing Γ, µ and
∑

we can create any mixture of the normal

densities. So, the corresponding observation weight (ΛObss ) is not necessary to be updated during

the training phase. Therefore,

ΛObs = 1, ∀s ∈ S, (3.36)

As a result, the conditional probability that is used to model the system can be rewritten as

p (Y |X; Λ,Γ, µ,Σ) =

∑
S

exp
(
P
(
S
)

+ T
(
S
)

+O
(
S
))

z (X,Λ,Γ, µ,Σ)
, (3.37)

where

P
(
S
)

=
∑
s∈S

ΛPry′ f
Pr
y′
(
Y, S,X

)
, (3.38)

T
(
S
)

=
∑
{ss′}∈S

ΛTrss′f
Tr
ss′
(
Y, S,X

)
, (3.39)

O
(
S
)

=
∑
s∈S

fObs
(
Y, S,X

)
, (3.40)

By putting the values of P
(
S
)
, T
(
S
)
, and O

(
S
)

from (3.38), (3.39), and (3.40) respectively in

(3.37), the updated conditional probability can be rewritten in (3.4.6).

p (Y |X; Λ,Γ, µ,Σ) =

∑
S

exp

(
Σ
s∈S

ΛPry′ f
Pr
y′
(
Y, S,X

)
+ Σ
{ss′}∈S

ΛTrss′f
Tr
ss′
(
Y, S,X

)
+ Σ
s∈S

fObs
(
Y, S,X

))
z (X,Λ,Γ, µ,Σ)

,

(3.41)

As mentioned before, our contribution is at the observation level; therefore, by putting the value

of fObs
(
Y, S,X

)
from (3.34), the updated conditional probability for the system can be rewritten
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in (3.4.6).

p (Y |X; Λ,Γ, µ,Σ) =

∑
S=s1,s2,..,sT

exp

(
ΛPry′ +

T∑
t=1

(
ΛTrst−1,st

)
+ log

(
M∑
m=1

ΓObsst,mN
(
x2
t , µst,m,Σst,m

)))
z (X,Λ,Γ, µ,Σ)

,

(3.42)

The simple form of the conditional probability is defined in (3.43).

p (Y |X; Λ,Γ, µ,Σ) =
Score (Y |X; Λ,Γ, µ,Σ)

z (X; Λ,Γ, µ,Σ)
, (3.43)

The procedure of the proposed HCRF follows exactly the procedure of the [2]. Based on equations

(3.4.6) and (3.43), we can further update the conditional probability using the well-known forward

and backward algorithms (as the algorithms used in HMM), which are defined in equations (3.44)

and (3.45) respectively.

ατ =
∑

S=s1,s2,..,{sτ=s}

exp

(
ΛPry′ +

τ∑
t=1

(
ΛTrst−1,st

)
+ log

(
M∑
m=1

ΓObsst,mN.
(
x2
t , µst,m,Σst,m

)))
,

ατ =
∑
s′∈S

ατ−1

(
s′
)

exp

(
ΛTrs′s + log

(
M∑
m=1

ΓObss,mN (xτ , µs,m,Σs,m)

))
, (3.44)

βτ (s) =
∑

S={sτ=s},sτ+1,..,sT

exp

(
ΛPry′ +

T∑
t=τ

(
ΛTrst−1,st

)
+ log

(
M∑
m=1

ΓObsst,mN
(
x2
t , µst,m,Σst,m

)))
,

βτ (s) =
∑
s′

βτ+1

(
s′
)

exp

(
ΛTrss′ + log

(
M∑
m=1

ΓObss,mN (xτ , µs,m,Σs,m)

))
, (3.45)

Therefore, the Score (Y |X; Λ,Γ, µ,Σ) of (3.44) is equal to the forward algorithm (α) and back-

ward algorithm (β) as in (3.46).

Score (Y |X; Λ,Γ, µ,Σ) =
∑
s∈S

αT (s) =
∑
s∈S

β1(s). (3.46)

In the training phase, our goal was to find the parameters (Λ,Γ, µ, and
∑

) to maximize the condi-

tional probability of the training data. In the proposed HCRF model, we utilized (Limited-memory
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Broyden-Fletcher-Goldfarb-Shanno) L-BGFS method to search the optimal point. However, in-

stead of repeating the forward and backward algorithms to compute the gradients as others did [2],

we run the forward and backward algorithms only when calculating the conditional probability,

then we reuse the results to compute the gradients.

3.4.6.1 Analysis of Full Covariance Matrix

As described before, that we explicitly involve the full covariance matrix in the feature function

at the observation level as shown in 3.34. For which the normal distribution N may be obtained

through the equation shown in 3.35 that further has been explained in the following equations.

dScore (Y |X; Λ,Γ, µ,Σ)

dΛPrs
=
∑
S

dg
(
Y, S,X

)
dΛPrs

exp
(
g
(
Y, S,X

))
=
∑
S

fPrs
(
Y, S,X

)
exp

(
g
(
Y, S,X

))
= β1 (s)

(3.47)

The dScore function is a gradient function for a variable of the prior probability vector.

dScore (Y |X; Λ,Γ, µ,Σ)

dΛTrs
=
∑
S

dg
(
Y, S,X

)
dΛTrss′

exp
(
g
(
Y, S,X

))
=
∑
S

fTrss′
(
Y, S,X

)
exp

(
g
(
Y, S,X

))
=

T∑
t=1

α (t, s)β
(
t+ 1, s′

)
(3.48)
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The dScore function is a gradient function for a variable of the transition probability vector.

dScore (Y |X; Λ,Γ, µ,Σ)

dΓObss,m

=
∑
S

dg
(
Y, S,X

)
dΓObss,m

exp
(
g
(
Y, S,X

))

=

∑
S

fObs
(
Y, S,X

)
dΓObss,m

exp
(
g
(
Y, S,X

))
=
∑
S

T∑
t=1

N (xt, µs,m,Σs,m)
M∑
m=1

ΓObss,mN (xt, µs,m,Σs,m)

= δ (st = s) exp
(
g
(
Y, S,X

)) T∑
t=1

N (xt, µs,m,Σs,m)
M∑
m=1

ΓObss,mN (xt, µs,m,Σs,m)

α (t, s) γ (t+ 1)

(3.49)

The dScore function is a gradient function for a Gaussian mixture weight variable. Here, a func-

tion Y (t) is calculated as

γ (t) =
∑
s

β (t, s) (3.50)

dScore (Y |X; Λ,Γ, µ,Σ)

dµs,m
=

T∑
t=1

ΓObss,m
dN(xt,µs,m,Σs,m)

dµs,m

M∑
m=1

ΓObss,mN (xt, µs,m,Σs,m)

α (t, s) γ (t+ 1) (3.51)

The dScore function is a gradient function for the Gaussian distribution mean.

dScore (Y |X; Λ,Γ, µ,Σ)

dΣs,m
=

T∑
t=1

ΓObss,m
dN(xt,µs,m,Σs,m)

dΣs,m

M∑
m=1

ΓObss,mN (xt, µs,m,Σs,m)

α (t, s) γ (t+ 1) (3.52)

The dScore function is a gradient function for covariance of the Gaussian distributions.

Equations 3.47, 3.48, 3.49, and 3.50 represent an analysis method algorithm for calculating values

of gradients for a feature function, the mean of Gaussian distributions, and the covariance of the

prior probability vector, the transition probability vector, and the observation probability vector

obtained from the existing HCRF.

In the proposed model, the method is divided into a training step and an inference step in recog-
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nizing a variety of actual expressions. The training step refers to a step of inputting data whose

labels are known, of a recognition target and training the hidden conditional random fields model.

For example, in the case of emotion recognition based on video, video representing happy, sad,

angry, fear, and emotions whose states are known in advance are input as the training data. In the

inference step, the inputs to be actually measured are classified based on parameters calculated in

the training step.

If in the training, the expression frame inserted as an input, then, in the preprocessing step, the

different lighting effects are diminished and faces are detected and extracted from the expression

frames. Then, the movable features are extracted from the different parts of the face to generate

the feature vector. Then, the extracted feature vector is input to a full-covariance Gaussian-mixed

hidden conditional random fields model of the proposed recognition model.

As described before, in the training step of the proposed HCRF model, a feature gradient is gener-

ally calculated by an LBFG method. However, in a current gradient calculation method, a forward

and backward iterative execution algorithm is iteratively invoked, which requires a very great

computational amount and accordingly degrades a computation speed. A new analysis method

that decreases the invoking of the forward and backward iterative execution algorithms has been

devised. Through the five gradient functions calculated using Equations 3.47, 3.48, 3.49, 3.50,

and 3.51 real-time computation can be performed with a smaller computational amount and at a

higher speed compared to an existing analysis method. The sample of full covariance matrices for

the six basic expressions such as happy, anger, sad, surprise, fear, and disgust on Cohn-Kanade

dataset are shown in Figures 3.10 and 3.11.

The training and testing for the proposed HCRF is given in Figure 3.12.

The overall work flow for the proposed FER system is presented in Figure 3.13
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Figure 3.10: Sample of full covariance matrices of the proposed recognition model for (a) happy
expressions of different subjects, (b) anger expressions of different subjects, and (c) sad expres-
sions of different subjects on Cohn-Kanade dataset.
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Figure 3.11: Sample of full covariance matrices of the proposed recognition model for (a) sur-
prise expressions of different subjects, (b) fear expressions of different subjects, and (c) disgust
expressions of different subjects on Cohn-Kanade dataset.
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Figure 3.12: (a) HCRF training for an expression, while (b) testing an expression in an image
sequence.
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Figure 3.13: The overall flow diagram of the proposed FER methodology.



Chapter 4
Experimental Setup

4.1 Pose Based Datasets

The following pose-based datasets of facial expressions were utilized in this dissertation

4.1.1 Cohn-Kanade Dataset

In this facial expressions dataset, there were 100 subjects (university students) performed basic

six expressions. The age range of the subjects were from 18 to 30 years and most of them were

female. We employed those expression for which the camera was fixed in front of the subjects.

By the given instructions, the subjects performed a series of 23 facial displays. Six expressions

were based on descriptions of prototypic emotions such as happy, anger, sad, surprise, disgust,

and fear. In order to utilize these six expressions from this dataset, we employed total 450 image

sequences from 100 subjects, and each of them was considered as one of the six basic universal

expressions. The size of each facial frame was 640×480 or 640×490 pixel with 8-bit precision

for gray scale values. For recognition purpose, twelve expression frames were taken from each

expression sequence, which resulted in a total of 5,400 expression images.

4.1.2 JAFFE Dataset

We also employed Japanese Female Facial Expressions (JAFFE) dataset in order to assess the

performance of the proposed hierarchical recognition system. The expressions in this dataset were

performed by 10 different (Japanese female) subjects. Each image has been rated on six expression

adjectives by 60 Japanese subjects. Most of the expression frames were taken from the frontal view

of the camera with tied hair in order to expose all the sensitive regions of the face. In the whole

64
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dataset, there were total 213 facial frames, which consists of seven expressions including neutral.

Therefore, we selected 193 expression frames for six facial expressions performed by ten different

Japanese female as subjects. The size of each facial frame was 256×256 pixels.

4.1.3 Extended Cohn-Kanade (CK+) Dataset

This facial expressions dataset contains 593 video sequences on seven facial expressions recorded

from 123 subjects (university students). The age range of the subjects was from 18 to 30 years and

most of them were female. Out of 593 video sequences, 309 were used in this work. The original

size of each facial frame in some of the images is 640×480, and 640×490 pixel in others, with

8-bit precision for grayscale values.

4.1.4 USTC-NVIE Dataset

In this dataset, an infrared thermal and a visible camera was used in order to collect both spon-

taneous and posed expressions, but we utilized only posed-based expressions. There were 108

subjects, and their age range was from 17 to 31 years. Some of them worn glasses, whereas others

were free of glasses. They were asked to perform a series of expressions with illumination from

three different directions. The size of each facial frame was 640×480 or 704×490 pixels. In total,

1027 expression frames were utilized from this dataset.

4.1.5 MUG (Multimedia Understanding Group) Dataset

This is a pose-based dataset, in which 86 subjects were performed the six basic expressions with

constant blue background with the frontal view of the camera. Two light sources of 300W each,

mounted on stands at a height of 130cm approximately were used. A predefined setup with the

help of umbrella was utilized in order to diffuse light and avoid shadow. The images were captured

at a rate of 19 frames per second. The original size of each image was 896×896 pixels.

4.1.6 MMI Dataset

The MMI dataset of facial expressions is a fully web-searchable collection of visual and audio-

visual recordings of subjects displaying a facial expression. This dataset contains a total of 238
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video sequences performed by 28 subjects (male and female). The original size of each facial

frame is 720×576 pixel.

4.2 Spontaneous Dataset

The following spontaneous datasets of facial expressions were utilized in this dissertation

4.2.1 USTC-NVIE spontaneous-based Dataset

In USTC-NVIE) [124] dataset, an infrared thermal and a visible camera was used in order to col-

lect both spontaneous and posed expressions, but here, we only utilized the spontaneous-based

expressions. There were 105 subjects under front illumination, 111 subjects under left illumina-

tion, and 112 subjects under right illumination, and their age range was from 17 to 31 years. Some

of them worn glasses, whereas others were free of glasses. They performed a series of expressions

with illumination from three different directions. The size of each facial frame was 640×480 or

704×490 pixels. In total, 910 expression frames were utilized from this dataset.

4.2.2 Indian Movie Face Database (IMFDB)

Indian Movie Face Database (IMFDB) [125] was collected from Indian movies of different lan-

guages. Most of the videos were collected from the last two decades which contain large diversity

in age, illumination, and resolution. In IMFDB, the subjects were partially makeup and over-

makeup. The images were from frontal, left, right, up, and down views of camera. The dataset

has basic six expressions such happy, anger, sad, disgust, fear, and surprise with bad, medium, and

high illumination. Images were taken from 67 male and 33 female actors of different age such as

child (1–12 years), young (13–30 years), middle (31–50 years), and older (Above 50 years) with

at least 200 images from each actor. Some subjects have glasses, beard, ornaments, hair, hand, or

none. In order to maintain consistency among the images, a heuristic method for cropping was

applied, and all the images were manually selected and cropped from the video frames resulting in

a high degree of variability in terms of scale, pose, expression, illumination, age, resolution, occlu-

sion, and makeup. The dataset consists of total 34512 images of 100 Indian actors collected from
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more than 100 videos. The size of each image which we used for our experiments was 140×180

pixels.

4.2.3 Radboud Faces Database (RaFD)

RaFD dataset [126] is a set of pictures of 67 models such as Caucasian males and females, Cau-

casian children, boys and girls, and Moroccan Dutch males, which presenting eight expressions.

In this study, for a thorough validation, we have six basic expressions like happy, anger, sad, sur-

prise, fear, and disgust. This dataset was created the Behavioral Science Institute of the Radboud

University Nijmegen, which is located in Netherland, and can be used freely for non-commercial

scientific research by researchers who work for an officially attributed university.

RaFD dataset is a high quality faces database, and accordingly to the Facial Action Coding System

(FAUS), each model was trained to show all the expressions. Each emotion was shown with three

different stare directions and all the pictures were taken from five camera angles simultaneously.

The total images in RaFD dataset were 8040 for eight expressions. But in our study, we utilized to-

tal 5300 images for six expressions. In this study, the size of each expression image was 140×180

pixels.

4.3 Hierarchical Recognition System Validation using Pose Datasets

In order to assess the hierarchical recognition system, six universal expressions like: happy, sad,

surprise, disgust, anger, and fear were used from two publicly available standard datasets. These

datasets display the frontal view of the face, and each expression is composed of several sequences

of expression frames. During each experiment, we reduced the size of each input image (expres-

sion frame) to 60×60, where the images were first converted to a zero-mean vector of size 1×3,600

for feature extraction. All the experiments were performed in Matlab using an IntelR PentiumR

Dual-CoreTM (2.5 GHz) with a RAM capacity of 3 GB.

For a thorough validation, we performed the following setup for the corresponding experiments.
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4.3.1 Recognition Rate on Individual Dataset

In the first experiment, the performance of the proposed hierarchical recognition system on each

dataset (based on subjects) was analyzed. For each dataset, a 10−fold cross-validation scheme

(based on subjects) was used. In other words, out of 10 subjects data from a single subject was

used as the validation data, whereas data for the remaining 9 subjects were used as the training

data. This process was repeated 10 times with data from each subject used exactly once as the

validation data.

4.3.2 Recognition Rate under the Absence of Hierarchical Scheme

In the second experiment, a set of experiments were performed in order to assess the effectiveness

of the hierarchical recognition scheme in the proposed hierarchical recognition system. This ex-

periment was performed on each dataset and the recognition performance was analyzed under the

absence of the proposed hierarchical recognition process.

4.4 Experimental Setup for the Proposed Techniques on Pose

Datasets

As described earlier, the motivation behind this work is to build an accurate and robust techniques

whose accuracy is not affected by noise, race, and gender of subjects in a given image. Therefore,

we have contributed in feature extraction and classification modules. For a thorough validation,

five different experiments were performed.

4.4.1 First Experiment: Setup for the Face Detection and Extraction

In this experiment, the performance of the proposed face detection and extraction technique was

analyzed.

4.4.2 Second Experiment: Setup Based on Subjects

In this experiment, performance of the proposed FER system (such as feature extraction, feature

selection, and recognition) was validated using the four datasets. For each dataset, a 10−fold
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cross-validation scheme (based on subjects) was used. In other words, out of 10 subjects data

from a single subject was used as the validation data, whereas data for the remaining 9 subjects

were used as the training data. This process was repeated 10 times with data from each subject

used exactly once as the validation data.

4.4.3 Third Experiment: Setup Based on Dataset

In this experiment, n−fold cross-validation rule based on dataset was performed (in our case

n =4). It means that from the four datasets, data from the three datasets were retained as the

validation data for testing the system, and the data from the remaining dataset was used as the

training data. This process was repeated four times, with data from each dataset used exactly once

as the training data.

4.4.4 Fourth Experiment: Setup under the Absence of Each Module

In this experiment, a set of three sub-experiments were performed in order to show the effective-

ness of sub-components of the proposed FER system, i.e., feature extraction (waveleet transform

coupled with optical flow), and recognition model (HCRF). For this purpose, again 10-fold vali-

dation rule was used on each dataset. In the first case, ICA (a well-known local feature extraction

technique) was utilized with HCRF instead of wavelet with optical. In the second case, the exist-

ing HCRF [2] model was used with the proposed feature extraction instead of using the proposed

HCRF model.

4.4.5 Fifth Experiment: Comparison with the Existing Systems

Finally, in the fifth experiment, the performance of proposed FER system was compared against

the state-of-the-art FER systems.
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4.5 Experimental Setup for the proposed Techniques using Sponta-

neous Datasets

For a thorough validation, the following set of experiments were performed on spontaneous

datasets.

4.5.1 First Experiment: Recognition Rate on Individual Dataset

In this experiment, the performance of the proposed techniques such as the proposed feature ex-

traction, and recognition methods were tested and validated on existing spontaneous datasets. A

10−fold cross-validation scheme (based on subjects) was utilized for each dataset, which means

that out of 10 subjects data from a single subject was used as the validation data, whereas data for

the remaining 9 subjects were used as the training data. This process was repeated 10 times with

data from each subject used exactly once as the validation data.

4.5.2 Second Experiment: Based on Dataset

In this experiment, n−fold cross-validation rule based on dataset was performed (in our case

n =3). It means that from the three datasets, data from the two datasets were retained as the

validation data for testing the system, and the data from the remaining dataset was used as the

training data. This process was repeated three times, with data from each dataset used exactly

once as the training data.

4.5.3 Third Experiment: Experimental Setup under the Absence of Each Module

In this experiment, a set of experiments were performed in order to show the effectiveness of

sub-components, i.e., wavelet transform with optical flow, and HCRF. For this purpose, four sub-

experiments were performed on each dataset using the 10-fold validation rule. In the first two

sub-experiments, ICA (a well-known feature extraction technique) was utilized with the proposed

HCRF instead of using the proposed feature extraction method (i.e., wavelet transform with optical

flow). In the next two sub-experiments, the existing HCRF [2] was used with wavelet transform

coupled with optical flow instead of using the proposed HCRF model.
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4.5.4 Fourth Experiment: Comparison with the Existing FER Systems

Lastly, in this experiment, the performance of the proposed techniques was compared with some

well-known existing state-of-the-art FER systems. We borrowed the implementations for some of

the methods, whereas the other methods were implemented by us for fair comparison.



Chapter 5
Experimental Results and Discussions

5.1 Experimental Results of the Proposed Hierarchical Recognition

System

The two experiments that were performed for the proposed hierarchical system are given below.

5.1.1 Recognition Rate on Each Dataset

In this experiment, the proposed hierarchical system was validated on two different datasets. Each

dataset possessed different facial features, such as the facial features of the Cohn-Kanade dataset

are quite different from the facial features of JAFFE dataset. Which means that the eyes of the sub-

jects in JAFFE dataset are totally different from the eyes of the subjects of Cohn-Kanade dataset.

The proposed system was evaluated for each dataset separately that means for each dataset, 10-

fold cross-validation rule (based on subjects) was applied. It means that out of ten subjects, data

from a single subject was retained as the validation data for testing the proposed system, whereas

the data for the remaining nine subjects were used as the training data. This process was repeated

ten times, with data from each subject used exactly once as the validation data. The detailed results

of this experiment for the two datasets are shown in Tables 5.1 and 5.2, respectively.

It can be seen that the proposed hierarchical recognition system consistently achieved a high

recognition rate when applied on these datasets separately, i.e., 98.87% on Cohn-Kanade, and

98.83% on JAFFE datasets respectively. This means that, unlike Zia et al. [55], the proposed

hierarchical recognition system is robust i.e., the system not only achieves high recognition rate

on one dataset but shows the same performance on other datasets as well.
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Table 5.1: Confusion matrix of the proposed hierarchical recognition sysetm using Cohn-Kanade
dataset of facial expressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 98.4 1.6 0 0 0 0
Sad 1.1 98.9 0 0 0 0
Anger 0 0 99 0 0 1
Disgust 0 0 0 98.4 1.6 0
Surprise 0 0 0 0 100 0
Fear 0 0 1.5 0 0 98.5
Average 98.87

Table 5.2: Confusion matrix of the proposed hierarchical recognition system using Japanese
(JAFFE) dataset of facial expressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 99 1 0 0 0 0
Sad 2 98 0 0 0 0
Anger 0 0 100 0 0 0
Disgust 0 0 0 99 1 0
Surprise 0 0 0 3 97 0
Fear 0 0 0 0 0 100
Average 98.83

5.1.2 Recognition Rate under the Absence of the Proposed Hierarchical Scheme

In this experiment, a set of experiments was performed to assess the effectiveness of the hierarchi-

cal scheme in the proposed hierarchical recognition FER system. This experiment was repeated

two times and the recognition performance was analyzed on the two datasets. In each experiment,

a single LDA and HMM were used to recognize all the expressions instead of using the hierarchi-

cal scheme. The results for the Cohn-Kanade and JAFFE datasets are shown in Tables 5.3 and 5.4,

respectively.

It can be seen from Tables 5.3 and 5.4 that the hierarchical scheme is important and mainly

responsible for the high recognition accuracy of the the proposed hierarchical recognition system.
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Table 5.3: Confusion matrix of ICA+LDA and HMM on Cohn-Kanade dataset, while removing
hierarchical recognition step (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 89 2 0 0 4 5
Sad 0 92 4 4 0 0
Anger 0 5 90 5 0 0
Disgust 0 0 11 89 0 0
Surprise 4 0 0 6 90 0
Fear 0 2 9 0 0 89
Average 89.8

Table 5.4: Confusion matrix of ICA+LDA and HMM on Japanese (JAFFE) dataset, while remov-
ing hierarchical recognition step (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 82 5 3 2 5 3
Sad 0 90 3 2 3 2
Anger 1 3 93 2 0 1
Disgust 4 0 6 87 0 3
Surprise 2 4 0 0 88 0
Fear 2 0 6 7 0 85
Average 87.5

When we removed the hierarchical recognition module, the recognition rate decreased signifi-

cantly. These results support the theory that the problem of high similarity among the features of

different expressions is a local problem. In other words, the features exist in the form of groups in

overall feature space. The expressions within one group are very similar, whereas they are easily

distinguishable from those in the other groups; therefore, to overcome this problem in an effective

manner, these groups (or expression categories) should be separated first and then techniques like

LDA should be applied to each category separately.
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5.2 Experimental Results of the Proposed Techniques using Pose

Datasets

The recognition results for the five different experiments are presented below.

5.2.1 First Experiment: Results of Face Detection and Extraction

It should be noted that in the proposed FER system, active contour evolution in a certain frame

is performed independently of the other frames. It means that the face detection is performed on

frame-by-frame bases. In any given frame, the only information utilized from the previous frame

is the final contour obtained in the previous frame. This information is used to determine the initial

position of the active contour in the current frame. First, an ellipse with major axis along y-axis

of length 20 and minor axis along x-axis of length 20 is selected as the initial contour. In this

experiment, the initial shape was the same for all frames, and only the center location varied. In

each video sequence, the first frame is segmented using manual initialization such that the initial

contour is closer to the face.

Then from the second frame, the position of the initial contour’s center in the current frame

is the mean value of the points along the final contour in the previous frame. For example, along

the final contour of frame n(n ≥ 1), there are M points
(
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(n)
i , y

(n)
i

)
, i = 1..M. Then, the center
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x , c
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(5.1)

Here we have explained how the contours are calculated, and the results are shown in Figure 5.1

(a), which compares the performance of the proposed AC model with that of the Chan-Vese active

contour (CV AC) model. It is obvious that the proposed AC model showed better performance

than the CV AC model as shown in Figure 5.1(b).
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Figure 5.1: (a) Sample results of the proposed AC model for which γ = 0.5 and β = 0.2, while
(b) indicates the sample results of CV AC model using γ = 0.5 and β = 1.0. Left image shows
the initial contour, middle image represents the final contour, and last image presents the extracted
face.
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5.2.2 Second Experiment: Classification Results on Individual Dataset

The purpose of this experiment was to analyze the performance of the proposed techniques for all

the four datasets. The recognition results for this experiment are shown in Table 5.5–Figure 5.2

(using Extended Cohn-Kanade (CK+) dataset), Table 5.6–Figure 5.3 (using USTC-NVIE dataset),

Table 5.7–Figure 5.4 (using MUG dataset), and Table 5.8–Figure 5.5 (using MMI dataset).

Table 5.5: Confusion matrix of the proposed techniques using Extended Cohn-Kanade (CK+)
dataset of facial expressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 97 3 0 0 0 0
Sad 2 98 0 0 0 0
Anger 0 0 97 0 0 3
Disgust 0 0 0 98 2 0
Surprise 0 0 0 4 96 0
Fear 0 0 4 0 0 96
Average 97.0

Table 5.6: Confusion matrix of the proposed techniques using USTC-NVIE dataset of facial ex-
pressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 98 2 0 0 0 0
Sad 3 97 0 0 0 0
Anger 0 0 98 0 0 2
Disgust 0 0 0 97 3 0
Surprise 0 0 0 1 99 0
Fear 0 0 6 0 0 94
Average 97.16

It is clear from Tables 5.5, 5.6, 5.7, and 5.8 that the proposed techniques consistently achieved

a high recognition rate when applied to these datasets separately: 97.0% for the Extended Cohn-

Kanade (CK+) dataset, 97.16% for USTC-NVIE dataset, 97.0% for MUG dataset, and 97.83% for

MMI dataset. This indicates that the results are quite satisfactory for all the datasets.
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Figure 5.2: 3D-feature plot of the proposed techniques for six facial expressions. It is indicated
that the proposed techniques provided best classification rate on Extended Cohn-Kanade (CK+)
dataset.
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Figure 5.3: 3D-feature plot of the proposed techniques for six facial expressions. It is indicated
that the proposed techniques provided better classification rate on USTC-NVIE dataset.
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Figure 5.4: 3D-feature plot of the for six facial expressions. It is indicated that the proposed
techniques provided better classification rate on MUG dataset.
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Figure 5.5: 3D-feature plot of the proposed techniques for six facial expressions. It is indicated
that the proposed methods provided better classification rate on MMI dataset.
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Table 5.7: Confusion matrix of the proposed techniques using MUG dataset of facial expressions
(Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 96 4 0 0 0 0
Sad 3 97 0 0 0 0
Anger 0 0 95 0 0 5
Disgust 0 0 0 99 1 0
Surprise 0 0 0 3 97 0
Fear 0 0 2 0 0 98
Average 97.0

Table 5.8: Confusion matrix of the proposed techniques using MMI dataset of facial expressions
(Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 98 0 1 0 1 0
Sad 1 97 0 1 0 1
Anger 0 0 98 0 2 0
Disgust 0 2 0 97 1 0
Surprise 0 1 0 0 99 0
Fear 0 1 0 1 0 98
Average 97.83

5.2.3 Third Experiment: Classification Results Across the Datasets (Robustness)

In this experiment, the proposed methods were validated using a cross-validation scheme based

on datasets. The overall results are shown in Tables 5.9, 5.10, 5.11, and 5.12, respectively.

It is clear from Tables 5.9, 5.10, and 5.11 that the proposed methods achieved a high recog-

nition rate when it was trained on CK+, USTC-NVIE, and MUG datasets. However, the methods

achieved low accuracy of classification when it was trained on the MMI dataset (shown in Ta-

ble 5.12). This may be because the datasets have different facial features; for instance, some of

the subjects in the MMI face dataset have worn glasses, while subjects in the CK+, USTC-NVIE,

and MUG datasets did not wear glasses. Furthermore, eye features in the MMI dataset are very
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Table 5.9: Confusion matrix of the proposed techniques training on Extended Cohn-Kanade (CK+)
dataset and testing on USTC-NVIE, MUG, and MMI datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 87 3 2 3 2 3
Sad 3 86 2 4 3 2
Anger 0 3 88 4 3 2
Disgust 1 2 2 90 4 1
Surprise 5 3 3 1 85 3
Fear 3 2 1 1 4 89
Average 87.50

Table 5.10: Confusion matrix of the proposed techniques training on USTC-NVIE dataset and
testing on CK+, MUG, and MMI datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 89 2 1 2 4 2
Sad 3 86 2 4 3 2
Anger 4 3 87 1 2 3
Disgust 2 1 2 89 3 3
Surprise 2 1 3 2 90 2
Fear 3 3 3 1 4 86
Average 87.83

different from those in the eyes of the CK+, USTC-NVIE, and MUG datasets. Similarly, some ex-

pressions in MMI datasets were taken by using different angles of the camera, while other datasets

have the expressions only on frontal view of the camera, and therefore achieved low accuracy

when it was trained on MMI dataset (shown in Table 5.12). Nevertheless, the results are very

encouraging and this suggests that the proposed techniques is robust, i.e., the methods not only

achieved a high recognition rate on one dataset, but also provided good recognition rates when

used across multiple datasets.
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Table 5.11: Confusion matrix of the proposed techniques training on MUG dataset and testing on
CK+, USTC-NVIE, and MMI datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 90 2 1 2 3 2
Sad 2 86 3 3 4 2
Anger 3 1 87 4 3 2
Disgust 1 3 2 89 3 2
Surprise 2 2 4 2 88 2
Fear 2 1 3 4 1 89
Average 88.17

5.2.4 Fourth Experiment: Results Under the Absence of Each Module

In this experiment, a set of sub-experiments was performed in order to show the importance of

each module (feature extraction, feature selection, and recognition model). For this purpose, all the

experiments were performed using all the datasets under the absence of each respective module.

5.2.4.1 Experimental Results Under the Absence of the Proposed Feature Extraction Tech-

nique

For the first case, ICA (a well-known local feature extraction technique) was utilized with SWLDA

and HCRF instead of using the proposed feature extraction (i.e., wavelet transform with optical).

Table 5.12: Confusion matrix of the proposed techniques training on MMI dataset and testing on
CK+, USTC-NVIE, and MUG datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 82 4 3 2 4 5
Sad 3 83 3 5 4 2
Anger 2 2 85 3 4 4
Disgust 2 0 3 87 4 4
Surprise 4 5 3 4 80 4
Fear 3 5 4 3 3 82
Average 83.17
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The overall results for the first case using all the four datasets are shown in Tables 5.13, 5.14, 5.15,

and 5.16, respectively.

Table 5.13: Confusion matrix of the ICA+SWLDA with HCRF using Extended Cohn-Kanade
(CK+) dataset of facial expressions, while removing the proposed feature extraction (wavelet
transform coupled with optical flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 93 2 1 2 1 1
Sad 2 94 0 2 1 1
Anger 0 0 96 0 3 1
Disgust 0 3 0 97 0 0
Surprise 0 2 3 2 93 0
Fear 0 0 1 2 0 96
Average 94.83

It is clear from Tables 5.13, 5.14, 5.15, and 5.16 that without using the proposed feature ex-

traction method (wavelet transform with optical flow), the system was not able to achieve best

accuracy of classification. The existing SWLDA is a robust feature selection technique that ad-

dresses the limitations of previous feature selection techniques, especially PCA, LDA, KDA, and

GDA. However, still it is unable to get high recognition rate without the proposed feature extrac-

tion method. This is because, the proposed feature extraction method is a compactly supported

Table 5.14: Confusion matrix of the ICA+SWLDA with HCRF using USTC-NVIE dataset of
facial expressions, while removing the proposed feature extraction (wavelet transform coupled
with optical flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 92 2 1 3 1 1
Sad 1 93 3 2 1 0
Anger 0 1 94 2 0 3
Disgust 0 3 0 91 2 4
Surprise 1 4 0 3 92 0
Fear 1 4 2 2 1 90
Average 92.00
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Table 5.15: Confusion matrix of the ICA+SWLDA with HCRF using MUG dataset of facial ex-
pressions, while removing the proposed feature extraction (wavelet transform coupled with optical
flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 94 3 0 2 0 1
Sad 1 93 1 3 2 0
Anger 0 3 94 0 0 3
Disgust 2 2 0 92 4 0
Surprise 2 0 0 2 95 1
Fear 1 2 3 0 1 93
Average 93.50

Table 5.16: Confusion matrix of the ICA+SWLDA with HCRF using MMI dataset of facial ex-
pressions, while removing the proposed feature extraction (wavelet transform coupled with optical
flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 92 4 0 2 0 2
Sad 2 90 2 3 1 2
Anger 1 1 93 2 3 0
Disgust 2 3 0 91 1 3
Surprise 2 1 2 2 89 4
Fear 2 0 3 2 1 92
Average 91.16

wavelet on gray scale images with the least asymmetry and highest number of vanishing moments

for a given support width. The symlet wavelet has the capability to support the characteristics of

orthogonal, biorthogonal, and reverse biorthogonal of gray scale images, that’s why it provides

better classification results. The frequency-based assumption is supported in our experiments. We

measure the statistic dependency of wavelet coefficients for all the facial frames of gray scale.

Joint probability of a gray scale frame is computed by collecting geometrically aligned frames of

the expression for each wavelet coefficient. Symlet wavelet transform is capable to extract promi-

nent features from gray scale images with the aid of locality in frequency, orientation, and in space
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as well. Since wavelet is a multi-resolution that helps us to efficiently find the images in coarse-to-

find way. The motion of the pixels in some parts of the face have much contribution in making the

expression. Therefore, in the proposed feature extraction method, we also incorporated the optical

flow, due to which we can find the motion information of the pixels that improve the recognition

rate.

In the second case, wavelet with optical flow was coupled with LDA (a well-known discriminant

analysis approach) before feeding the features to HCRF. The results for this case are presented in

Tables 5.17, 5.18, 5.19, and 5.20, respectively.

Table 5.17: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
Extended Cohn-Kanade (CK+) dataset of facial expressions, while removing SWLDA method
(Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 93 2 2 0 3 0
Sad 2 90 2 4 2 0
Anger 2 0 95 1 2 0
Disgust 3 4 0 90 2 1
Surprise 1 2 3 3 91 0
Fear 0 0 2 5 1 92
Average 91.83

Table 5.18: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
USTC-NVIE dataset of facial expressions, while removing SWLDA method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 93 3 2 1 0 1
Sad 0 95 3 0 0 2
Anger 2 0 90 2 3 3
Disgust 2 1 3 91 2 1
Surprise 1 2 2 0 92 3
Fear 0 0 2 4 0 94
Average 92.50

Similarly, it is also apparent from Tables 5.17, 5.18, 5.19, and 5.20 that without using SWLDA,
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Table 5.19: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
MUG dataset of facial expressions, while removing SWLDA method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 95 0 2 0 2 1
Sad 0 96 2 0 2 0
Anger 0 0 97 3 0 0
Disgust 0 0 3 92 2 3
Surprise 0 3 3 0 93 1
Fear 0 2 2 0 2 94
Average 94.50

Table 5.20: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
MMI dataset of facial expressions, while removing SWLDA method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 90 3 4 2 1 0
Sad 3 94 3 0 0 0
Anger 1 1 89 2 4 3
Disgust 2 3 2 91 2 0
Surprise 3 2 2 0 91 2
Fear 0 3 3 0 0 94
Average 91.50

the system was also unable to achieve high recognition rate. Even though, the proposed feature ex-

traction method is more robust and accurate than of the previous methods; however, still it has lack

of accuracy because of mixing some informative features at the feature space, and also there might

still be some redundancy among these features. Therefore, the method has been utilized in order to

solve this problem. SWLDA is a robust feature selection technique that addresses the limitations

of previous techniques, especially those of well-known statistical techniques such as PCA, lDA,

KDA, and GDA. As shown earlier that the features for the six classes are highly merged, which can

result later in a high misclassification rate. This is due to the similarity among the expressions that

results in high within-class variance and low between-class variance. Therefore, SWLDA is not

only provides dimension reduction, but also increases the low between-class variance to increase
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the class separation before the features are fed to the classifier. The proposed single-level system

provided a significant improvement in the class separation, and a very low within-class variance

was observed. The low within/between variations are based on forward and backward regression

models in SWLDA.

5.2.4.2 Experimental Results Under the Absence of the Proposed Recognition Model

Finally, in the third case, the existing HCRF [2] was used with wavelet transform with optical

flow+SWLDA instead of using proposed HCRF model. While, the results for this case are pre-

sented by Tables 5.21, 5.22, 5.23, and 5.24, respectively.

Table 5.21: Confusion matrix of the wavelet transform with optical flow+SWLDA with existing
HCRF [2] using Extended Cohn-Kanade (CK+) dataset of facial expressions, while removing the
proposed recognition model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 88 2 0 3 4 3
Sad 0 91 1 2 4 2
Anger 2 1 92 2 0 3
Disgust 0 2 3 93 0 2
Surprise 3 1 3 2 90 1
Fear 2 1 3 2 3 89
Average 90.50

Likewise, it is also obvious from Tables 5.21, 5.22, 5.23, and 5.24 that when HCRF model

was replaced with existing HCRF model, the system also was not able to achieve good recognition

rate. Thus the proposed HCRF model successfully addresses the limitations of HMM, which has

widely been used for sequential FER, and overcome the shortcomings of existing HCRF model as

well.
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5.2.5 Fifth Experiment: Comparison of the Proposed FER System with Existing

Systems

In this experiment, performance of the proposed FER system was compared with some of the

existing FER systems [33, 35–37, 127] using all the datasets, i.e., CK+, USTC-NVIE, MUG, and

MMI datasets of facial expressions. We implemented all these methods using the instructions

provided in their respective papers. For each dataset, 10−fold cross-validation scheme (based on

subjects) was applied. The average recognition rate for each method along with the proposed FER

system are presented in Table 5.25.

It can be seen from Table 5.25 that the proposed techniques outperformed the state-of-the-art.

Thus, the proposed methods show significant potential in its ability to accurately and robustly

recognize human facial expressions using video data.

5.3 Experimental Results on Spontaneous Datasets

As we utilized the previous spontaneous datasets of facial expressions; therefore, from now on,

we will call our proposed system “proposed spontaneous methods”.

This section aims at evaluating the capabilities of the proposed spontaneous methods when op-

erated on the diverse scenarios of increasing complexity and realism devised in this work. For a

Table 5.22: Confusion matrix of the wavelet transform with optical flow+SWLDA with existing
HCRF [2] using USTC-NVIE dataset of facial expressions, while removing the proposed recogni-
tion model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 89 2 4 1 3 1
Sad 1 90 2 2 2 3
Anger 2 2 92 1 1 2
Disgust 0 5 0 93 1 1
Surprise 3 2 2 3 88 2
Fear 2 2 2 3 4 87
Average 89.83
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Table 5.23: Confusion matrix of the wavelet transform with optical flow+SWLDA with existing
HCRF [2] using MUG dataset of facial expressions, while removing the proposed recognition
model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 88 3 4 2 2 1
Sad 4 86 2 2 3 3
Anger 2 3 89 3 1 2
Disgust 0 2 3 93 2 0
Surprise 5 4 3 1 85 2
Fear 3 2 2 1 2 90
Average 88.50

Table 5.24: Confusion matrix of the wavelet transform with optical flow+SWLDA with existing
HCRF [2] using MMI dataset of facial expressions, while removing the proposed recognition
model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 86 3 5 4 2 0
Sad 2 85 2 4 3 4
Anger 0 3 87 3 5 2
Disgust 2 3 4 83 3 5
Surprise 4 0 2 3 88 3
Fear 2 1 3 2 2 90
Average 86.50

Table 5.25: The weighted average classification results of the proposed methods with some state-
of-the-art (Unit: %).

Existing
Works [35] [36] [33] [37] [127] [75] [128] [129]

Proposed
Ap-

proaches

Accuracy
Rate 90 69 81 72 78 83 82 88 97

thorough validation, the following four experiments were performed.
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Figure 5.6: 3D feature plots for the six expressions after applying the proposed spontaneous meth-
ods on USTC-NVIE spontaneous dataset.

5.3.1 First Experiment: Recognition Rates on Individual Dataset of Facial Expres-

sions

This experiments show the performance of the proposed spontaneous methods in naturalistic envi-

ronments. Therefore, the methods were tested and validated on three publicly available spon-

taneous datasets of facial expressions such as USTC-NVIE and IMFDB, and Radboud Faces

Database (RaFD) separately. The overall results are presented in Figure 5.6–Table 5.26 (using

USTC-NVIE dataset), Figure 5.7–Table 5.27 (using IMFDB dataset), and Figure 5.8–Table 5.28

(using RaFD dataset), respectively.
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Figure 5.7: 3D feature plots for the six expressions after applying the proposed spontaneous meth-
ods on IMFDB dataset.
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Figure 5.8: 3D feature plots for the six expressions after applying the proposed spontaneous meth-
ods on RaFD dataset.
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Table 5.26: Confusion matrix of the proposed spontaneous methods on USTC-NVIE spontaneous
dataset of facial expressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 95 0 1 2 1 1
Sad 1 94 2 1 1 1
Anger 0 1 93 3 1 2
Disgust 1 1 2 93 2 1
Surprise 0 2 0 0 96 2
Fear 0 2 2 1 1 94
Average 94.16

Table 5.27: Confusion matrix of the proposed spontaneous methods on IMFDB dataset of facial
expressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 94 1 0 2 2 1
Sad 1 97 0 1 0 1
Anger 0 3 92 2 1 2
Disgust 2 2 1 91 2 2
Surprise 1 2 2 3 90 2
Fear 0 0 3 0 97
Average 93.50

Table 5.28: Confusion matrix of the proposed spontaneous methods on RaFD dataset of facial
expressions (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 92 0 2 3 1 2
Sad 2 91 2 3 2 0
Anger 0 2 94 2 1 1
Disgust 2 2 3 91 0 2
Surprise 0 2 2 2 90 4
Fear 2 1 2 2 1 92
Average 91.67
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It is also clear from Figures 5.6, 5.7, and 5.8, and Tables 5.26, 5.27, and 5.28 that the proposed

spontaneous methods consistently achieved a high recognition rate when applied on spontaneous

datasets separately.

This means that, unlike existing methods, the proposed spontaneous methods is more robust, i.e.,

it provided high recognition rate not just for one dataset but all the three spontaneous datasets. The

reason is that the proposed feature extraction and recognition method are more robust to the real

life scenarios.

5.3.2 Second Experiment: Recognition Rate under the Absence of Each Module

In this experiment, a set of sub-experiments were performed in order to show the importance of

sub-components in the proposed spontaneous methods, i.e., wavelet transform with optical flow,

SWLDA, and HCRF. For this purpose, nine sub-experiments were performed on the spontaneous

datasets using the 10-fold validation rule.

5.3.2.1 Results While Removing the Proposed Feature Extraction Technique

In the first three sub-experiments, ICA (a well-known local feature extraction technique) was

utilized with SWLDA and HCRF instead of the proposed feature extraction method (i.e., wavelet

transform with optical flow). The overall results for the these sub-experiments on each dataset are

shown in Tables 5.29, 5.30, and 5.31, respectively.

Table 5.29: Confusion matrix of the ICA+SWLDA with HCRF using the USTC-NVIE spon-
taneous dataset of facial expressions, while removing the proposed feature extraction (wavelet
transform coupled with optical flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 93 1 3 1 2 0
Sad 1 90 1 2 2 4
Anger 2 1 89 3 2 3
Disgust 1 2 2 90 3 2
Surprise 2 3 2 0 91 2
Fear 2 2 3 3 1 89
Average 90.33
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For the feature extraction, we utilized symlet wavelet transform with optical flow. So, it can

be seen from Tables 5.29, 5.30, and 5.31 that without the proposed feature extraction method, the

system did not show better performance. This is because, the proposed idea of noise reduction

using symlet wavelet transform relies on the operation of the wavelet coefficients using a filter

that takes into account the local regularity of the coefficients in the transform domain. Similarly,

the estimation of the threshold is not required for this method. The initial probabilities have been

assigned in order to show how noisy the coefficients are [130]. Also, the symlet wavelet has the

capability to support the characteristics of orthogonal, biorthogonal, and reverse biorthogonal of

gray scale images, thats why it provides better results. Moreover, we measure the statistical de-

pendency of wavelet coefficients for all the facial frames of gray scale. Joint probability of a gray

scale frame is computed by collecting geometrically aligned frames of the expression for each

wavelet coefficient.

Furthermore, the motion of pixels in contributing parts of the face could help in recognizing ex-

pressions. Therefore, once, the noise has been diminished from the expression frames, then the

optical flow is employed in order to extract the frequency-based features from the expression

frames. High recognition results show that optical flow is capable of extracting prominent fea-

tures from the enhanced expression frames with the aid of locality in frequency, orientation, and

in space as well.

Table 5.30: Confusion matrix of the ICA+SWLDA with HCRF using IMFDB dataset of facial ex-
pressions, while removing the proposed feature extraction (wavelet transform coupled with optical
flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 88 4 2 3 2 1
Sad 2 90 3 2 1 2
Anger 3 2 87 1 4 3
Disgust 2 1 2 90 2 3
Surprise 0 3 2 2 91 3
Fear 4 0 3 1 2 90
Average 89.33
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Table 5.31: Confusion matrix of the ICA+SWLDA with HCRF using RaFD dataset of facial ex-
pressions, while removing the proposed feature extraction (wavelet transform coupled with optical
flow) method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 89 4 5 3 4 5
Sad 6 91 5 7 5 4
Anger 4 6 92 7 7 6
Disgust 6 5 5 89 4 6
Surprise 5 4 4 4 88 5
Fear 4 3 4 5 4 94
Average 90.50

5.3.2.2 Results While Removing SWLDA Technique

In the next three sub-experiments, wavelet transform with optical flow was coupled with LDA (a

well-known discriminant analysis approach) before feeding the features to the proposed HCRF.

The results for the these sub-experiments on each dataset are presented in Tables 5.32, 5.33,

and 5.34, respectively.

Table 5.32: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
USTC-NVIE spontaneous dataset of facial expressions, while removing SWLDA method (Unit:
%).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 95 0 1 2 1 1
Sad 2 91 0 2 3 2
Anger 2 0 93 3 0 2
Disgust 1 2 3 91 1 2
Surprise 0 1 1 2 96 0
Fear 3 2 2 0 1 92
Average 93.00

Similarly, it is also apparent from Tables 5.32, 5.33, and 5.34 that without SWLDA technique,

the system was also unable to achieve high classification rate. This is because SWLDA not only

provides dimension reduction, it also increases the low between-class variance to increase the
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Table 5.33: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
IMFDB dataset of facial expressions, while removing SWLDA method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 91 0 2 3 2 2
Sad 0 94 2 1 1 2
Anger 3 3 90 1 1 2
Disgust 1 1 1 93 2 2
Surprise 3 3 1 2 89 2
Fear 1 2 4 2 0 91
Average 91.33

Table 5.34: Confusion matrix of the wavelet transform with optical flow+LDA with HCRF using
RaFD dataset of facial expressions, while removing SWLDA method (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 90 2 0 4 1 3
Sad 2 93 0 2 2 1
Anger 2 2 89 3 2 2
Disgust 2 2 3 91 2 0
Surprise 1 1 1 1 94 2
Fear 0 1 3 2 2 92
Average 91.50

class separation before the features are fed to the classifier. The low within class variance and high

between class variance are achieved because of the forward and backward regression models in

the SWLDA.

5.3.2.3 Results While Removing the Proposed Recognition Model

Finally, in the last sub-experiments, the existing HCRF [2] was used with wavelet transform cou-

pled with optical flow and SWLDA instead of using the proposed HCRF. The experimental results

for these sub-experiments on USTC-NVIE spontaneous, IMFDB, and RaDB datasets are shown

in Tables 5.35, 5.36, and 5.37, respectively.

Likewise, it is also clear from Tables 5.35, 5.36, and 5.37 that when HCRF was replaced
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Table 5.35: Confusion matrix of the wavelet transform with optical flow+SWDA with the existing
HCRF [2] model using USTC-NVIE spontaneous dataset of facial expressions, while removing
the proposed recognition model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 88 3 2 2 2 3
Sad 2 91 2 3 1 1
Anger 1 3 90 2 1 3
Disgust 0 3 1 89 4 3
Surprise 0 3 2 2 90 3
Fear 2 0 4 2 3 89
Average 89.50

Table 5.36: Confusion matrix of the wavelet transform with optical flow+SWDA with the exist-
ing HCRF [2] model using IMFDB dataset of facial expressions, while removing the proposed
recognition model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 90 2 4 0 3 1
Sad 1 93 4 2 0 0
Anger 3 2 89 4 0 2
Disgust 1 1 2 95 2 0
Surprise 0 2 3 1 91 3
Fear 3 0 2 3 4 88
Average 91.00

with existing HCRF [2], the system was also unable to achieve good recognition rate. Thus the

proposed HCRF model successfully addresses the limitations of HMM and existing HCRFs, which

has widely been used for the sequential FER.

5.3.3 Third Experiment: Recognition Rate of the Proposed Spontaneous Methods

Across the Datasets (Robustness)

For this experiment, n−fold cross-validation rule based on dataset was performed (in our case

n =3). The overall results for this experiment are presented in Tables 5.38, 5.39, and 5.40, respec-
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Table 5.37: Confusion matrix of the wavelet transform with optical flow+SWDA with the ex-
isting HCRF [2] model using RaFD dataset of facial expressions, while removing the proposed
recognition model (HCRF) (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 88 3 4 1 0 4
Sad 2 94 3 0 1 0
Anger 3 2 92 0 3 0
Disgust 3 2 3 87 1 4
Surprise 1 4 0 3 90 2
Fear 0 1 3 3 0 93
Average 90.67

Table 5.38: Confusion matrix of the proposed Spontaneous FER system training on USTC-NVIE
spontaneous dataset and testing on IMFDB and RaFD datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 85 4 2 3 4 2
Sad 3 89 2 3 1 2
Anger 4 3 82 5 2 4
Disgust 2 4 2 83 3 6
Surprise 1 2 4 2 90 1
Fear 1 3 2 2 1 91
Average 86.67

tively.

It is clear from tables that the proposed spontaneous methods achieved a high recognition rate

when it was trained on individual dataset; however, the recognition rate is still low. This might

be because the datasets have different facial features and different environment. For instance,

the subjects of USTC-NVIE spontaneous dataset performed the expressions in a posed manner,

that is, each subject tried to copy or mimic the instructor, so there were little variations from

subject-to-subject and in timings. However, the variation in capturing of expression from various

angles (placing camera at variant angles) gave us the ability to test the proposed algorithm on

the maximum possible alterations/variations in the images. Moreover, USTC-NVIE spontaneous
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Table 5.39: Confusion matrix of the proposed spontaneous methods training on IMFDB dataset
and testing on USTC-NVIE spontaneous and RaFD datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 79 5 4 6 2 4
Sad 1 90 2 2 3 2
Anger 5 3 80 6 2 4
Disgust 2 4 4 85 3 2
Surprise 5 0 4 1 88 2
Fear 0 2 4 2 3 89
Average 85.17

Table 5.40: Confusion matrix of the proposed spontaneous methods training on RaFD dataset and
testing on USTC-NVIE spontaneous and IMFDB datasets (Unit: %).

Expressions Happy Sad Anger Disgust Surprise Fear
Happy 87 2 3 3 4 1
Sad 3 83 2 4 3 5
Anger 1 3 85 4 4 3
Disgust 2 2 2 89 4 1
Surprise 4 6 3 2 82 3
Fear 2 2 3 2 1 90
Average 86.00

datasett images are mostly front-faced, right-sided, and left-sided with up and down orientations.

Likewise, the expressions in IMFDB dataset were collected from the movie/drama scenes of pro-

fessional actors and actresses, where we had no control on expression timings, camera, lighting

and background settings. Hence, these expressions are semi-naturalistic expressions collected

under dynamic settings. The performance of the methods also degrade when trained on RaFD

dataset. This is because the expressions in this dataset are spontaneous expressions collected in

natural and dynamic settings. The dataset includes both indoor and outdoor subjects with varying

and dynamic backgrounds. In this dataset, different views from different angles with glasses, hair

open, wearing hat, and other complex scenarios with obvious actions and things were included.

Moreover, the images in this dataset were collected in real life setting such as a variety of back-
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Table 5.41: The weighted average classification results of the proposed spontaneous methods with
some existing state-of-the-art systems (Unit: %).

Existing
Works [131] [132] [33] [133] [134] [135] [136] [35] Proposed

Methods

Accuracy
Rate 75 81 66 77 82 65 68 76 93

grounds, unintentional expressions of the subjects, some variant/orientation angles of the face of

the subjects, and lighting variations. These were some factors which may cause misclassification.

Nevertheless, the results are very encouraging and this suggests that the proposed spontaneous

methods is robust, i.e., the methods not only achieved a high recognition rate on one dataset, but

also provided good recognition rates when used across multiple datasets.

5.3.4 Fourth Experiment: Comparison with the Previous Systems on Spontaneous

Datasets

In this experiment, the recognition rates for the proposed spontaneous methods was compared

against some of the existing FER systems. The overall results of these systems along with the

proposed spontaneous methods are summarized in Table 5.41.

It can be seen from Table 5.41 that the proposed spontaneous methods outperformed the exist-

ing methods. Thus, the proposed techniques show significant potential in its ability to accurately

and robustly recognize human facial expressions in naturalistic scenarios.



Chapter 6
Conclusion and Future Directions

6.1 Conclusion

Over the last decade, automatic human FER has become an important research area for many

applications. Several factors make FER a challenging research problem, such as varying light

conditions in training and test images, the need for automatic and accurate detection of faces before

feature extraction, and the high similarity among different expressions resulting in overlaps among

feature values of different classes in the feature space. Though several FER systems have been

proposed that showed promising results for a certain dataset, their performance was significantly

reduced when tested with different datasets. Moreover, one limitation seen among most of these

systems is that they were evaluated under controlled settings that are far from real-life scenarios.

The reason is that the existing publicly available FER datasets are mostly pose-based and assume

a predefined setup. The facial expressions in these datasets are recorded using a fixed camera

deployment with a constant background and static ambient settings. In a real-life scenario, FER

systems are expected to deal with changing ambient conditions, dynamic background, varying

camera angles, different face size, and other human-related variations. Accordingly, in this work,

we have proposed two FER systems which solved the limitations of the existing FER systems.

• A hierarchical recognition systems that is capable of providing a high recognition accu-

racy even when images are captured under different lighting conditions and subjects’ facial

features vary. In the proposed system, the recognition starts by employing ICA to extract

both the global and the local features. Then, the dimensions of the feature space have been

reduced by employing linear discriminant analysis (LDA). Finally, we used a hierarchical

recognition scheme to overcome the problem of high similarity among different expres-

104
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sions. In this system, the expressions were divided into three categories based on different

parts of the face. At the first level, LDA was used with an HMM to recognize the expres-

sion category. While, at the second level, the label for an expression within the recognized

category is recognized using a separate set of LDA and HMM, trained just for that cate-

gory. In order to evaluate the performance of the proposed hierarchical recognition system

detailed experiments were conducted on two publicly available datasets with respect to dif-

ferent experimental settings. The proposed hierarchical system achieved a weighted average

recognition accuracy of 98.7% using three HMMs, one for per category expression across

two different datasets (the Cohn-Kanade dataset has 5,400 images, and the JAFFE dataset

has 193 images), illustrating the successful use of the hierarchical recognition scheme for

automatic FER.

However, the proposed hierarchical recognition system used two level classifications; there-

fore, took a bit more time and also computational wise much expensive than of the existing

system.

• Therefore, in order to maintain the same accuracy using a single level classification with

little computational cost, we proposed accurate and robust methods for a single-level sys-

tem, capable of providing high recognition accuracy even in a single level of classification.

In order to achieve high classification rate, accurate feature extraction, feature selection,

and recognition methods are required. In the proposed FER system, we have contributed in

each module. For the feature extraction, we have proposed a robust feature extraction tech-

nique based on the facial movement features is proposed. The technique is based on symlet

wavelet transform coupled with optical flow to get the facial movement features. The reason

for using the wavelet transform is to diminish the noise before extracting the facial move-

ment features. Even though the proposed feature extraction method extracts good features,

there might still be some redundancy among these features. Therefore, for the feature selec-

tion, the we used the existing robust method named Stepwise Linear Discriminant Analysis

(SWLDA) is applied to the selected feature space. SWLDA selects the most informative fea-

tures taking the advantage of the forward selection model and removes irrelevant features

by taking the advantage of the backward regression model. For expression classification, we
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have proposed the improved version of the hidden conditional random fields (HCRF) model.

This model inherits the advantages of existing HCRF model and completely tackle the limi-

tations of the existing work. In the proposed HCRF model, we explicitly utilized mixture of

full covariance Gaussian distribution. The system was validated and tested on four publicly

available standard datasets such as Extended Cohn-Kanade CK+, USTC-NVIE, MUG, and

MMI datasets. The system achieved weighted average recognition rate (97%) using the four

datasets. Moreover, the proposed system was also a robust system, which means that when

the system was trained on one dataset and tested on the remaining datasets, the proposed

system showed a significant performance.

In these proposed FER systems, we utilized the existing standard datasets of facial expres-

sions. However, most of these datasets were collected under predefined setups. Several

factors that effect the accuracy of the FER methodologies include varying light conditions

and dynamic variation of the background and the subject positions. Therefore, we have

evaluated the proposed methodology on some previous spontaneous datasets such as USTC-

NVIE (Spontaneous-based), IMFDB, and RaFD datasets. Based the experimental results,

the system showed a significant performance in realistic scenarios.

6.2 Future Directions

Healthcare applications that employ video technologies raise privacy concerns since it can lead

to situations where subjects may not know that their private information is being shared and thus

become exposed to a threat. Unlike RGB-cameras, depth-cameras only capture the depth infor-

mation and do not reveal the identification of the subject or other sensitive information, which

makes them a superior choice over RGB-cameras. Therefore, in our future work, we will choose

the depth-camera over RGB-cameras for the human FER for such domains.

Moreover, in real life scenarios (outdoor environments), any kind of camera might not be appli-

cable. So, smartphone is one of the best candidates for such situations. Therefore, our alternative

goal is to propose an accurate and efficient FER system using smartphone for real life scenarios.
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