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(i) 

Abstract 

 

One of the important tasks in data mining applications is to find suitable classifier(s), 

for userôs classification problems, and designing the classifier accurately to meet their 

applicationôs requirements. The design of an accurate methodology for evaluating the 

performance of these algorithms and selecting the best one has recently gained an 

immense interest of the research community due to the rapid shift of data mining 

processes and the use of classification algorithms from academics to the real-world 

application domains. If these tasks are not carefully accomplished, the evaluation of 

algorithms performance and consequently the selection of a best classifier may result 

in invalid recommendations of a statistically incorrect classifier(s). Subsequently, 

incorrect decisions will be made by the applications, which are based on these 

recommended classifiers. In practical data mining application scenarios, this is a 

subjective decision making process that not only takes expertsô preferences and 

interests into account but also considers a number of other factors into account, such 

as data characteristic (e.g., meta-features), classifiers characteristics (e.g., 

performance metrics) and domain specific data mining processes and their associated 

domain constraints. For example, some domains require interpretable classification 

model, while other requires classifiers with reasonable training and/or testing time, 

or have the capacity to classify binary class problem or multi-class problem or have 

consistent performance results. These obligations make the processes of classifiers 

evaluation, selection, and design more challenging, especially in situations where the 

evaluation and selection are based on multiple characteristics of the classifier (i.e., 

performance metrics, called criteria), data characteristics (i.e., meta-features) and the 

associated constraints, all taken into account simultaneously. This thesis is focused 

on multi-criteria evaluation of classifiers, meta-learning based decision tree classifier 

selection and design of some accurate classifiers for real-world applications 

scenarios. The design of accurate rough-set and hybrid case-based reasoning (hybrid-

CBR) classifiers are discussed along with their associated issues, such as domain-
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specific data acquisition for real-world dataset and case-base creation, semantics-

preserving discretization and accurate and efficient case matching and retrieval 

functions for case-based reasoning. In case of classifiers performance evaluation, 

there is no universally acceptable classifier that outperforms all other classifiers on 

every kind of domain data, given a single evaluation criterion or multi-metrics 

evaluation criteria. Similarly, there is no universally acceptable guidelines or rules 

for the selection of suitable evaluation metric(s) to evaluate the classifiers. Other 

related issues regarding classifier evaluation include: the expertsô preferences (i.e., 

weights on the criteria) are normally defined using absolute values that lack the 

consistency check for insuring that the assigned weight are correct, global and local 

constraints of the domain and evaluation metrics which sometimes impose 

restrictions on the classifiers performance evaluation process and must need to be 

satisfied. Moreover, there is lack of a universally acceptable classifier evaluation 

strategy, which includes almost all the required multiple-criteria including 

consistency measure to insure the selection of optimum performance consistent 

classifier. Apart from the issues highlighted in state-of-the-art classifiers performance 

evaluation methods, the automatic classifiers selection using meta-learning also 

suffers from a number of challenging issues. These include: the extraction and 

selection of a suitable set of meta-characteristics of the data to best represent the 

intrinsic behaviors of the dataset from all aspects and thus help in automatic 

recommendation of best classifier and enabling multi-views multi-level meta-

learning and reasoning for accurately selecting classifiers based on data and 

classifiers characteristics. 

This thesis establishes the problem statement and proposes a number of theoretical 

and systematic empirical methods and meta-learning based methods to provide 

solutions to the problem of accurate classifier selection and the associated issues, 

mentioned above. Similarly, for the issues highlighted in real-world application 

scenarios, novel methods are proposed to improve performance of the traditional 

rough-set and case-based reasoning classifiers.  
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The problem of best classifier selection and design can be approached either using 

automatic evaluation, ranking and selection methods or using the expertôs heuristic 

knowledge about the domain problem and the candidate classifiers. Under the 

automatic classifier selection approach, two types of novel methodologies are 

proposed. In the first methodology, a unique accurate multi-criteria decision making 

(AMD) method is proposed that evaluates the classifiers performance on the basis of 

multiple performance metrics (constituting a composite criterion) satisfying the 

domain constraints and ranks the final score to select the top-ranked classifier as the 

best one. In this method, based on the motivation from expertsô consensus-based 

nominal group technique (NGT), an expertsô group-based decision making method is 

proposed that accurately selects suitable performance metrics satisfying the domain 

constraints. The expertsô preferences on the evaluation metrics are realized and 

quantified using the expertsô group decision making with relative consistent 

weighting scheme using analytical hierarchy process (AHP). For ranking 

performance of the classification algorithms, relative closeness values, with respect 

to the ideal classifier, are computed for all the classifiers using multi-criteria decision 

making Technique for Order Performance by Similarity to Ideal Solution (TOPSIS). 

Moreover, this thesis contributes in the selection of a significant performance 

consistent classifier by introducing an additional consistency measure in the 

evaluation criteria and using only statistically significant classifiers in the evaluation 

process. The statistical significance test is enhanced by encompassing a fitness 

evaluation function that excludes the algorithms that perform significantly poor on 

all the considered evaluation criteria. In the second methodology of classifier 

selection, a novel CBR-based meta-learning and reasoning (CBR-MLR) framework 

is proposed and implemented that utilizes data and classifiers meta-characteristics 

during multi-level multi-views case-based reasoning to accurately recommend best 

decision tree classifier for usersô applications in-hand. In this method, 29 meta-

characteristics are extracted from user data and 09 decision tree classifiers are 

empirically evaluated, using predictive accuracy and consistency, to design a Case-

Base. Accurate case retrieval functions are defined and the CBR output is refined 
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with classifiers conflict resolution approach that uses weight sum score and AMD 

methods. 

The heuristic-based evaluation and selection method is based on the expertsô 

knowledge about the candidate classifiersô performance on a particular application. 

Under this approach, semantics-preserving accurate rough-set classifier, based on 

rough-set theory (RST), and precise hybrid-CBR classifiers, are proposed, designed 

and implemented in real-world application scenarios. In the design of these 

classifiers, standard data mining process flow is used with necessary modifications in 

order to fulfill  the specific requirements of the domain applications. However, the 

methodologies are designed in generalized manner, without restricting to the specific 

domains for which they have been initially designed. For improving capability of the 

rough-set classifier, a new, semantics-preserving discretization scheme is introduced 

that keeps the data semantics intact after being transformed into decision rules. 

Similarly, the design of the standard CBR classifier is improved by efficiently 

integrating it with rule-based reasoning and defining accurate case similarity and 

retrieval function. 
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Chapter 1                  

Introduction 

 

1.1. Background 

In real-world domains, organizations try to build intelligent decision support systems 

and tools for automating their organizational processes and analyzing the available 

data for future predictions and strategic planning. For this purpose, the organizational 

experts and machine learning practitioners adopt the available decision making 

methods and algorithms and apply them for their problems in hand. These 

stakeholders pick the appropriate decision making method based on their heuristics 

knowledge about the domain problems and the available decision making methods. 

Once the algorithm is selected, the corresponding decision making model i.e., 

classification or recommendation model is built for real-world services generation in 

the form of intelligent decisions. Each domain application has its own constraints and 

requirements, such as some applications need higher accuracy while others need 

lower computational complexity and robustness. Similarly, some of the domains need 

to have the classification models with higher accuracy, lower computational and 

space complexity and consistent and comprehensible results. Other criteria that can 

be used for evaluating and selecting classification models include scalability, 

integration, stability, and interestingness [1]. This shows that the selection of 

classification algorithm for the decision making process of an application is a 

challenging task and need a number of aspects to be considered. This makes the 

process difficult for experts and machine learning practitioners to heuristically pick 

an algorithm. This requires a proper methodology to evaluate the classifier from the 

perspective of the domain constrains imposed by the application scenario and the 

strengths and weaknesses of the classifiers itself. Historically, this process of the 

evaluation of classifiers has been done by estimating predictive accuracy via cross-

validation tests and receiver operating curves (ROC) analysis. However, the features 
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greatly vary from domain to domain and has been shown that different evaluation 

methods are suitable for different domain problems. Furthermore, the evaluation of 

algorithms based on the combination of more than one suitable criteria results in good 

performance results [2, 3].   

As a result of involvement of more than one criteria, for the classifiers evaluation and 

selection, the task of algorithm selection can be modeled as a multiple criteria 

decision making (MCDM) problems. Different MCDM methods evaluate classifiers 

from different aspects and produce different rankings results [4]. The literature of 

classifiers evaluation and selection can be categorized into the following three types, 

keeping in view the involvement of the human experts (i.e., domain expert or machine 

learning expert or practitioner). Firstly, the expert uses his heuristic knowledge about 

the domain application and the available algorithms and pick the appropriate one. 

This approach is mainly applicable in real-world application scenarios, where the 

dataset need to be properly prepared and then used for model creation. Secondly, 

empirical performance evaluation approaches are used, which focus on the 

experimental results analysis of all the candidate algorithms and then applying some 

multi-criteria decision making method to rank the alternatives. This approach 

involves the selection of right evaluation criteria for comparing the results of these 

algorithms and then a proper methodology to rank them correctly. The third and the 

last way is to use automatic selection method using meta-learning approaches where 

meta-features of the dataset are exploited and accordingly an appropriate algorithm 

is recommend. However, this approach requires the creation of a machine learning 

model based on historical datasets which is a difficult  task. In this method, to build 

an automatic classifier recommendation model, a training dataset is required whose 

features will come from the data meta-characteristics and the class labels from the 

empirical evaluation of the classifiers performances.  

In first part of this thesis, focus is on the automatic selection of classifiers for 

classification data problem, while in the second part, focus is on the heuristic-based 

selection of classifier and designing accurate classifier meeting the domain 
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applicationôs requirements. In the first part, a novel multi-criteria decision making 

(AMD) methodology is developed that consist of a set of intelligent methods for 

evaluating classifiers performances and ranking them to find the top-ranked classifier 

for learning the domain data in-hand. This helps the experts to easily pick the top 

classifier as the best one for their problems in hand and consequently design the 

corresponding classifier. Similarly, an automatic classifier selection framework, 

CBR-based meta-learning and reasoning (CBR-MLR), is proposed and implemented 

that utilizes the data and classifiers meta-characteristics to first build a classifier 

recommendation model and then automatically recommend the best classifier for a 

given new data problem (userôs dataset).  

In the second part, two classifiers are designed for real-world applications scenarios. 

The first classifier is designed using the rough-set classifier with enhancements in the 

data preparation and discretization steps for getting semantics-preserved accurate 

results. The second classifier is built for accurate and precise recommendation 

generation using hybrid case-based reasoning (hybrid-CBR) methodology. In the 

design of this classifier, first a training dataset (Case-Base) is prepared from the 

domain knowledge using the rule-based method and then the case retrieval step is 

enhanced with accurately defined similarity functions.  

1.2. Motivation 

The advancement of ubiquitous technologies and its adoption in real domain 

applications, such as trade and business, healthcare and bioinformatics, various 

industries, and education and research (shown in Figure 1.1) has greatly increased the 

availability of data.  The organizations in these domains are trying to analyze their 

data by building prediction models for knowing insights of the businesses operations 

and making long-term businesses strategies. This has gained the attention of 

researchers in the areas of machine learning and data mining to apply appropriate 

machine learning algorithms for generating real-world application services. 

However, a large number of classifiers are available and its number increasing day-

by-day. Each classifier has its own set of qualities that bring certain strengths and 
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weaknesses, when they are applied in real domain applications for real services 

generation. Some of these qualities includes: correctness, robustness to  noise, 

scalability, computational complexities (training speed), responsiveness (prediction 

speed), model comprehensibility and interpretability, robustness to noise and 

redundant  features,  robustness  to  numeric  features, storage complexity, and others 

[5]. Moreover, various domains have their specific requirements in the form of 

domain constraints, such as in some domains accuracy is compromised over the 

computational complexity while in others computational complexity or storage 

complexity are compromised over the accuracy. The qualities of the classifiers need 

to be assessed prior to their application in the domain. This brings the attention of the 

machine learning experts into the well-known no-free lunch theorem [6], which states 

that no algorithm can perform well on all kinds of dataset and hence no algorithm is 

universally acceptable for all types of problems, given an evaluation criterion or 

multiple evaluation criteria.  

 

Figure 1.1. Motivation for classifier performance evaluation and selection of best classifier  



Chapter 1: Introduction 

(5) 

All these restrictions and the complexities make it very hard for the machine learning 

experts, domain experts and end users to accurately pick suitable classifier from the 

large set of available classifiers and build accurate prediction, and classification 

model(s) for userôs problem in-hand. Besides overlooking specific qualities of the 

classifiers, domain data meta-characteristics, specific constraints and requirements, a 

common drawback in existing classifier selection methods is that they only consider 

predictive accuracy as the classification performance metric. However, it has been 

proved that it is insufficient in domains which suffer from the class imbalance 

problems. Therefore, an accurate methodology, which efficiently integrate different 

methods necessary for selection of best classifier is of interest. This will enormously 

reduce the time, effort and cost of the machine learning experts, practitioners and the 

business owners, and will results in accurate domain models developments for real-

world applications.  

In  addition  to  the  primary  motivation  presented  above,  this  thesis  provides some 

applications specific solutions, which can equally be applied  on  general  data  mining 

processes, such as generating an accurate dataset or training cases using domain 

knowledge, building semantics-preserving interpretable and incremental learning-

based classification models. 

1.3. Problem Statement 

Researchers have designed a variety of methods to select accurate classifier and build 

classification models for generating services in various real-world applications. The 

selection of best classifier is followed by the standard data mining process to first 

design the model and then develop it properly. These researchers have greatly 

contributed in research community, however some of the challenges still need to be 

overcome because they may vary from application to application and one learning 

algorithm to another learning algorithm. The key issues that occur in the selection 

and design of classification and recommendation model for real-world application 

scenarios include: evaluating classifiers heuristically based on multiple criteria and 

selecting the appropriate one, domain data acquisition from different sources, 
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representations of the instances and cases of the data in datasets or case-bases, and 

preserving semantics of the data during discretization of the continuous values, and 

ensuring efficient and accurate retrieval of cases from case-bases, during the case-

based reasoning process. However, the selection of classifier using the practitionersô 

heuristic knowledge limits the evaluation process to a single quality or performance 

metric. This results in the selection of a sub-optimal performance classifier for 

decision making that may mislead the user in taking the recommended action. 

Similarly, a common limitation of the existing classifier evaluation methods is the 

use of only predictive accuracy as the classification performance metric, which has 

been proven insufficient in domains with class imbalance and many others problems. 

In case of classifiers performance evaluation, there is no universally acceptable 

classifier that outperforms all other classifiers on every kind of domain data, given a 

single evaluation criterion or multi-metrics evaluation criteria. Similarly, there is no 

universally acceptable guidelines or rules for the selection of suitable evaluation 

metric(s) to evaluate the classifiers. Other related issues regarding classifier 

evaluation include: the expertsô preferences (i.e., weights on the criteria) are normally 

defined using absolute values that lack the consistency check for insuring that the 

assigned weight are correct, global and local constraints of the domain and evaluation 

metrics which sometimes impose restrictions on the classifiers performance 

evaluation process and must need to be satisfied. Moreover, there is lack of a 

universally acceptable classifier evaluation strategy, which includes almost all the 

required multiple-criteria including consistency measure to insure the selection of 

optimum performance consistent classifier. Apart from the issues highlighted in state-

of-the-art classifiers performance evaluation methods, the automatic classifiers 

selection using meta-learning also suffers from a number of challenging issues. These 

include: the extraction and selection of a suitable set of meta-characteristics of the 

data to best represent the intrinsic behaviors of the dataset from all aspects and thus 

help in automatic recommendation of best classifier and enabling multi -views multi-

level meta-learning and reasoning for accurately selecting classifiers based on data 

and classifiers characteristics. 
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1.4. Proposed Concept 

The proposed research work, presented in this thesis, is structured into two parts, each 

of which has several chapters. In Part I, the focus is on the development of accurate 

methods for the selection of right classifier based on multi-criteria decision making 

and meta-learning. Accurate methodologies are proposed to empirically evaluate 

classification algorithms on the basis of multiple performance metrics satisfying 

userôs domain constraints and automatically select best classifiers based on the data 

and classifiers meta-characteristics using CBR-based approach. In the first solution, 

an accurate multi-criteria decision making (AMD) methodology is proposed, which 

integrates a series of novel methods for the selection of suitable performance metrics, 

relatively assigning consistent weights to each metric, satisfying the domain and 

expertsô constraints, ranking algorithms with respect to an ideal algorithm and 

selecting the top-ranked classifier. The detail of this method is described in Chapter 

4. In the second solution, a novel CBR-based meta-learning and reasoning (CBR-

MLR) framework is proposed and implemented that utilizes data and classifiers meta-

characteristics during multi-level multi-views case-based reasoning to accurately 

recommend best decision tree classifier for usersô applications in-hand. In this 

method, 29 meta-characteristics are extracted from user data and 09 decision tree 

classifiers are empirically evaluated, using predictive accuracy and consistency, to 

design a Case-Base. Accurate case retrieval functions are defined and the CBR output 

is refined with classifiers conflict resolution approach that uses weight sum score and 

AMD methods. This method is described in in detail in Chapter 5. 

In Part II, the thesis is focused on classification and recommendation tasks and the 

related issues which may appear in real-world application scenarios, such as: domain 

data acquisition for real-world datasets and cases preparation, semantics-enabled 

discretization, accurate case similarity functions definitions and accurate 

classification and recommendation models creation. In this part of the thesis, the 

expertôs heuristics based approach is applied for selection of classification and 

recommendation methods and building the associated models. Based on the heuristics 

selection, an accurate rough set-based classification model is proposed for a real-
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world application scenario of diabetes mellitus where the data is composed of patients 

encounters structured in clinical charts. The rough set classifierôs selection is made 

based on its capabilities of building a comprehensible and interpretable model and 

best learning the rough boundaries of different classes in the dataset tool [7, 8]. The 

discretization phase is enhanced by introducing a semantics-preserving discretization 

scheme that preserves the semantics in the transformed data, in the rules. The detail 

are in Chapter 6. Similarly, for another real-world wellness application scenario of 

physical activity recommendations, a hybrid case-based reasoning (hybrid-CBR) 

method is heuristically selected for generating accurate and precise wellness 

recommendations that closely match the usersô requirements. A hybrid-CBR 

recommendation model is proposed with an enhanced rule-based case preparation 

methodology along with accurately defined similarity functions. The advantage of 

the proposed hybrid-CBR model, in comparison to the state-of-the-art rule-based 

models, is that it generates relevant recommendations even if there is no exact match 

of the input test case. The detail are in Chapter 7. 

1.5. Contributions 

The goal defined for the thesis is accurate classifier selection for userô learning 

problem and designing classifiers for accurate decision making in real-world 

application scenarios. To achieve this goal, the objectives set are: (1) evaluation of 

classifiers performances and selection for accurate classifier for usersô application in-

hand. The achievement of this objective is based on the correct and consistent choice 

and weighting of the classifiers performance evaluation metrics for defining a general 

purpose aggregate metric to rank the classifiers and select the one with highest rank 

(2) design of accurate rough-set and hybrid-CBR classifiers for real-world 

applications with semantics-preserving data discretization and accurate case retrieval 

similarity functions definition. 

The main challenges faced in successfully achieving the stated goal and the 

corresponding objectives includes: how to select suitable performance metrics for 

classifier evaluation (how much to select and how to aggregate) from the available 
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large set of metrics, how to quantify and estimate the userôs preferences on the 

selected performance criteria in relative and consistent manner as compared to 

absolute mechanism, how to satisfy the usersô local and global constraints, in the form 

of cost and benefit criteria, consistency performance measure and significance fitness 

evaluation function to lead into the selection of optimum performance consistent 

algorithm(s). Similarly, for automatic classifiers selection using meta-learning 

approach, the challenges faced are: how to extract data and classifiers meta-

characteristics, how to know the extracted features are enough for accurate 

recommendation of the classifiers and how to establish relationship among the data 

and classifiers characteristics. In the same way, how to prepare real-world application 

dataset and cases from data sources, how to discretize the domain data so that the 

semantics remains intact, and how to accurately define case retrieval functions. 

To resolve the highlighted challenges, this thesis presents the idea of empirical 

evaluation and ranking of classifiers using multi-criteria decision making, selection 

of right classifier using meta-learning and reasoning, and systematic analysis, design 

and enhancement of some of the standard data mining processes during the rough-set 

and hybrid-CBR classifiers design.  

The main contributions made through this thesis are described as follows. 

Accurate classifier selection using AMD  methodology: According to the well-

known ñno-free lunch theorem [6]ò, no classifier can be found which best perform 

than all the others classifiers on every type of learning problem, based on certain 

given evaluation metric(s). Similarly, there are no generally accepted rules which 

specify the correct and suitable metric(s) and help in assigning consistent relative 

weight for prioritizing the individual metrics in the generalized aggregate evaluation 

criteria. There is also no method that help in specifying the specific domain 

context/constraints while evaluating the algorithms. In this thesis, an accurate multi-

criteria decision making (AMD) methodology is proposed, which integrates a series 

of novel methods for the selection of suitable performance metrics, relatively 

assigning consistent weights to each metric, satisfying the domain and expertsô 
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constraints and ranking algorithms with respect to an ideal algorithm. In this thesis, 

an extensive analysis of the most commonly used classifiers performance metrics is 

done and the suitability of each metric to a particular domain context is assessed. A 

classification model is built for describing these contexts and associating them to the 

domain constraints, which helps the expert in easily selecting the suitable metric. An 

expertsô group-based method is proposed to accurately selecting the suitable metrics 

from the metrics classification model. A General purpose aggregate metric, 

comprising the accuracy, time complexity (comprising both training and testing time) 

and consistency measures, is proposed and the algorithmsô performance are ranked 

with respect to ideal algorithm using the relative closeness concept of TOPSIS 

method. The AMD methodology is validated and extensively experimented on fifteen 

publically available classification datasets from UCI and OpenML repositories and 

thirty five freely available classification algorithms from the heterogeneous families 

of classifiers implemented in Weka tool. The empirical results and comparison with 

state-of-the-art methods have demonstrated that the proposed AMD method 

outperforms the existing methods. The AMD achieved an average Spearmanôs rank 

correlation coefficient of ninety seven (Rs. 0.97) with respect to the ideal ranking of 

these algorithms. The detail are in Chapter 4. 

CBR-based meta-learning and reasoning (CBR-MLR) methodology: The key 

contributions made through this methodology are as follows. A flexible and 

incremental meta-learning and reasoning based framework is proposed which uses 

CBR-based methodology integrated with multi-criteria decision making, for classifier 

evaluation, and data characterization using multi-view meta-features extraction. 

Similarly, a new multi-metrics criteria is proposed for the evaluation of decision tree 

classifiers to select the best classifier as class label for the cases in training dataset 

(i.e., resolved cases in the proposed CBR methodology). Furthermore, classifiers are 

analyzed based on their predictive accuracy and standard deviation, called 

consistency to select the best classifier as class-label. The idea of multi-view learning 

is proposed to learn the data from multiple perspectives, with each perspective 

representing a set of similar meta-features that reflects one kind of behaviors of the 
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data. Each set of features is called a family that forms a view of dataset. Moreover, a 

multi-level multi-view meta-reasoning methodology is proposed with a flexible and 

incremental learning model integrating CBR with the classifiers conflict resolving 

(CCR) method to accurately recommend the most similar case as the suggested 

classifiers for a given new dataset. For the CBR retrieval phase, accurate similarity 

matching functions are defined, while for the CCR method, weighted sum score and 

AMD method (presented in Chapter 4) are proposed. This methodology is described 

in detail in chapter 5. 

Design of a semantics-preserving accurate rough set classifier: real-world 

application data,  exhibit the characteristic of variations or uncertainty and vagueness 

in their values [9]. The   majority of classification algorithms have not been initially 

designed for dealing such kind of vague and ambiguous values within a dataset. In 

literature, some techniques, especially fuzzy approaches are available can solve the 

issue [9, 10], however they depend on several factors. So, we proposed a rough set 

classification model that is originally based on the classical rough sets theory [11], 

which needs no other factors and parameters except the dataset in the form of an 

information system. The rough set classifierôs selection is made based on its 

capabilities of building a comprehensible and interpretable classification model and 

best approximation of the rough boundaries of different classes in the dataset. In the 

real-world diabetes scenario, the diabetes dataset (i.e., information system) is 

prepared from the semi-structured clinical notes using the subjective, objective, 

assessment, and plan (SOAP) protocol for the clinical notes data. Moreover, the 

discretization phase of the rough set classifier is replaced by a new semantics-

preserving discretization scheme that preserves semantics in the transformed data 

from continuous values to discrete values in the knowledge rules. The existing 

discretization methods used in literature distort the original clinical semantics of the 

data when they are transformed to their discrete form. For both, the information 

system preparation and discretization, online guideline-enabled rules-based 

reasoning methodology is used. The proposed rough set classification model is 

evaluated on the real-world diabetes scenario, which produces highly accurate and 
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semantics preserved results of 0.959% on a dataset of 391 records and eight attributes. 

The detail are in Chapter 6. 

Design of an accurate and precise hybrid -CBR classifier: There is no universally 

acceptable algorithm that can solve every type of domain problem, especially when 

there are a lot of variations in the values of the attributes, the number of instances in 

the dataset are minimum and the number of class are high or even one instance per 

class.  In such cases, the traditional classifiers cannot perform well and suffer from 

the problem of over-fitting. The traditional classifiers work on the principal of 

generalization rather than specialization and exact matching strategy are used when 

decisions are made. Therefore, in this thesis, an incremental learning approach is 

proposed and implemented in the form of a case-based reasoning classifier. In CBR 

methodology, the essential part is the creation of accurate train and test cases. So, an 

accurate rule-based case preparation methodology is proposed with and accurate 

similarity functions for case retrieval during the recommendation generation process. 

The proposed hybrid-CBR model is tested and evaluated in a real-world application 

scenario of physical activity recommendation that has shown significant performance 

results with respect to state-of-the-art methods. The hybrid-CBR model is also 

evaluated in a real-world application scenario of physical activity recommendationsô 

and compared with standard rule-based recommendation models. The evaluation 

results demonstrates that hybrid-CBR is significantly better that the state-of-the-art 

methods. The detail are in Chapter 7. 

1.6. Thesis Organization 

This dissertation is organized into six chapters as follows. 

Chapter 1: Introduction.  Chapter 1 provides an overview of the research work in 

the area of data preparation for standard data mining process, selection of the 

appropriate classification and recommendation method/algorithm and creation of the 

corresponding model(s). The chapter describes the motivation behind the research 

thesis in the area of algorithm performance evaluation and classification and 

recommendation models selection and creation. Moreover, the research problem is 
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formulated, the overall concept of the proposed solution is highlighted and the 

contributions and uniqueness made are presented. 

Chapter 2: Related work. A background detail of the related work is provided in 

this chapter. The state-of-the-art research work in the area of rough set classification 

in diverse domain is presented along with their comparative analysis. Similarly, the 

chapter also summarizes the relevant literature in the area of hybrid case-based 

reasoning for health and wellness applications. Furthermore, the chapter is started 

with an extensive literature review of the relevant work in the area of empirical 

performance evaluation of classifiers based on multi-criteria analysis techniques. The 

meta-learning based literature is also summarized in this chapter. 

Chapter 3: Machine learning and classification: technical preliminaries. This 

chapter is focused on the preliminaries of machine learning techniques used for the 

classification problems. The classification task is discussed from the classifiers 

performance evaluation perspective. Multi-criteria decision making is highlighted, 

which assists in the process of evaluating and ranking classifiers with respect to ideal 

algorithms. Meta-learning and reasoning based terminologies are defined are 

described 

Chapter 4: Accurate empirical evaluation of classifiers. This chapter describes the 

proposed solution to the problem of selecting suitable classification algorithm from 

the set of available thirty five algorithms using multiple performance evaluation 

metrics. The proposed methodology, accurate multi-criteria decision making (AMD), 

is described from its initial step of goal setting to the final step of ranking and 

selection of best classifier. 

Chapter 5 CBR-based meta-learning and reasoning for accurate classifier 

selection. A flexible and incremental meta-learning and reasoning based framework 

is proposed which uses CBR-based methodology integrated with multi-criteria 

decision making, for classifier evaluation, and data characterization using multi-view 

meta-features extraction. Similarly, a new multi-metrics criteria is proposed for the 

evaluation of decision tree classifiers to select the best classifier as class label for the 
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cases in training dataset. Furthermore, classifiers are analyzed based on their 

predictive accuracy and standard deviation, called consistency to select the best 

classifier as class-label. The idea of multi-view learning is proposed to learn the data 

from multiple perspectives, with each perspective representing a set of similar meta-

features that reflects one kind of behaviors of the data. Each set of features is called 

a family that forms a view of dataset. Moreover, a multi-level multi-view meta-

reasoning methodology is proposed with a flexible and incremental learning model 

integrating CBR with the classifiers conflict resolving (CCR) method to accurately 

recommend the most similar case as the suggested classifiers for a given new dataset. 

For the CBR retrieval phase, accurate similarity matching functions are defined, 

while for the CCR method, weighted sum score and AMD method are proposed. 

Chapter 6 selection and design of semantics-preserving accurate rough set 

classifier. This chapter describes the proposed rough set classification methodology 

for generating semantically preserved accurate classification results. A rough set 

classification algorithm is presented and validated using a real-world application 

scenario from healthcare domain with diabetes dataset.  

Chapter 7: selection and design of an accurate hybrid case based reasoning 

classifier. This chapter describes the proposed hybrid case-based reasoning (CBR) 

methodology for generating accurate and precise recommendation decisions. The 

integration of a rule-based reasoning (RBR) methodology is presented with the case-

based reasoning approach to enable the process of accurate case preparation, at real-

rime, and suggestion of relevant recommendations. Guidelines-based rules creation 

process is highlighted in the real-world application scenario of physical activity 

recommendations and a case base of successful recommendations is prepared. 

Accurate similarity functions are defined for the correct retrieval of the relevant 

recommendation cases and providing as the final recommended decisions.  

Chapter 8: Conclusion and future work. This chapter concludes the work done 

with the possible future directions, intended to be taken care in future. 
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Chapter 2               

Related Work 

 

2.1. Overview 

In real-world domain applications, suitable classifiers selection, their design and the 

associated methodologies have been widely used since long. The key challenge a 

machine learning practitioner face during designing a machine learning system is 

which classifier to use for building the proposed model. Similarly, to design an 

accurate classifier using the recommended algorithms, further tasks are required, such 

as the preparation of correct datasets using standard data mining process, i.e., 

preprocessing, discretization, training dataset preparation for building classier and 

many others. To resolve these issues, comprehensive research have been taken and a 

large number of methods, techniques, frameworks and methodologies have been 

proposed in literature. This chapter first presents the relevant literature in the area of 

multi-criteria decision making for empirically evaluating the performance of 

classifiers and ranking them to select the top ranked algorithm. It also presents the 

related studies for suitable classifier selection using meta-learning approaches that 

consumes meta-characteristics of the data. Similarly, the chapter also presents the 

related work in the area of classifier design for real-world applications in medical and 

wellbeing area with specific focus on rough set classifiers and hybrid case-based 

reasoning classifier.  

The choice of algorithm for classifier design can be either done automatically using 

algorithms performance analysis and ranking or using meta-learning approach or 

heuristic selection by the machine learning practitioner. In this chapter, first the 

automatic classifier selection literature is evaluated that uses multi-criteria decision 

making methods and meta-learning approaches and then the expertsô heuristics based 

evaluation method are analyzed. The heuristic-based approach is studied in the real-
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world application domains of prediction in diabetes mellitus and health and wellness 

applications of physical activities recommendations. The automatic and heuristics-

based classifier selection and design define the flow of this chapter. 

2.2. Automatic Classifier Selection 

Selection of a suitable classifier for a dataset or a userôs problem in hand is a complex 

task and depends on many characteristics of the domain problem. Similarly, the 

process requires performance analysis of the candidate classifiers/algorithms to know 

which algorithm is best performing for certain type of data. The subsequent sub-

sections summarize the related studies in the area of selection of best classifier based 

on multi-criteria decision making and meta-characteristics of the dataset in hand. 

2.2.1. Multi -criteria decision making for classifiers ranking and 

selection 

Machine learning algorithm selection is a real-world problem in various domains, 

such as data mining business, knowledge acquisition and reasoning, research and 

many others areas [12]. Large business firms and research institutions hire machine 

learning experts, such as practitioners, data analysts and knowledge engineers to 

analyze the business data for different types of strategic planning. Usually, experts 

choose appropriate machine learning algorithm(s) using their heuristic knowledge 

about the domain and the available classification algorithms [13]. The heuristics-

based algorithm(s) selection is a risky task and sometimes result in selection of a sub-

optimal performance algorithm(s). The reasons may include lack of the complete 

knowledge about the domain application, i.e., the datasets have different intrinsic 

characteristics, and the candidate classifiers have different capabilities and strengths. 

This process become more challenging when the selection of best classifier is based 

on multiple-criteria under strict conditions and constraints. According to the well-

known ñno free lunchò theorem [6], no machine learning algorithm performs well on 

all kind of learning problems. However, it can be made possible to estimate the 

selection of a suitable machine learning algorithm for an application in hand [14]. 

This selection process of the classifiers is an application dependent task, because it 
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has been theoretically and empirically proved that no machine learning algorithm is 

universally superior on all datasets due to the different characteristics and features of 

the domain data [15].  

In real-world applications, the requirements assessment of the applications and 

deciding which specific qualities need to be evaluated has great importance. Clear 

applicationôs requirements easily clarify the ingredients of evaluation criteria and 

their individual contributions in the final decision making [3]. The evaluation 

methods for different domains are different due to different objectives of the domains. 

Some domains require single evaluation criteria, while others need multi-criteria 

evaluation. In classification problems, the most commonly used single criterion 

metric used for evaluations is the accuracy, which can be evaluated using the well-

known metrics, such as area under the ROC curve [16], success rate, average 

accuracy, and balanced accuracy. However, the evaluation only on the basis of 

accuracy may misleads the selection of optimum performance algorithm [2]. To select 

optimum performance algorithm, multiple evaluation criteria, such as average 

accuracy, execution time, training time, consistency and many others need to be used. 

The objective of multi-criteria evaluation is to balance the trade-off between these 

criteria rather than maximizing a single criterion [3]. The main issue in multi-criteria 

evaluation is the selection and prioritization of suitable criteria and excluding those 

which have conflicting behaviors. This is a subjective issue and requires the 

involvement of stockholders, such as domain experts and machine learning 

practitioners and users [2]. In the criteria weight assignment, expertsô preferences are 

quantified as weight scores and assigned to each metric of the evaluation criteria. The 

weights can be either assigned manually by experts or can be done using some semi-

automatic weighting method, such as analytical hierarchy process (AHP) [17].The 

manual weight assignment is a hard task, which has been realized by the simple and 

intuitive measure (SIM) [18]., measure-based evaluation (MBE) [19] and application-

oriented validation and evaluation (APPrOVE) [2] approaches. Statistical methods 

[20, 21] have also been used for the evaluation of machine learning algorithms from 

different. 
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Apart from the criteria selection and prioritization issues, the non-uniformity of 

dimensionality of data for the evaluation metrics is another challenging issue [22]. 

To overcome this issue, a number of normalization techniques [2, 23] have been 

proposed in literature in which the unit or scale of measurements are transformed to 

a common compatible format to be fairly used in the evaluation process [24]. 

In literature, a number of studies can be found that evaluates classifiers on the basis 

of single evaluation criterion, such as accuracy [25-30]. The evaluation of 

classification algorithms on the basis of multiple criteria, such as accuracy and time, 

in non-simultaneous way, is presented in [31-33] and on the basis of sensitivity, 

precision, F-score, and area under the curve (AUC) is presented in [34]. Ali and Smith 

[35] performed evaluation among 8 classifiers with 100 different classification 

problems using extended measures of average accuracy (true positive rate, true 

negative rate and percent accuracy) and time complexity (training time and testing 

time). Similarly, for various real-world applications, the performance evaluation of 

various classifiers have been done, for examples, handwritten recognition [36], color 

prediction of rice paddy plant leaf [37], prediction of diabetes mellitus [38, 39] The 

most commonly used criteria for algorithms evaluation are the adjusted ratio of ratio 

(ARR) [32] and performance of algorithm (PAlg) on dataset [40], which use accuracy 

and time. Reif et al., [41] used root mean squared error (RMSE) and Pearson product-

moment correlation coefficient (PMCC) [42] for the evaluation and recommendation 

of the best classification algorithm. The methods discussed in literature use absolute 

or partial relative weights to prioritize evaluation criteria. However, recently, the 

focus of researchers has shifted to relative criteria weighting, using multi-criteria. In 

medical knowledge acquisition, relative criteria weighting has been proposed [43] 

that uses AHP process [17]. They used average training time, accuracy and memory 

usage as the criteria. Five multi-criteria decision making methods, including TOPSIS 

[44], elimination et choix traduisant la realité III (ELECTRE III) [45], grey relational 

analysis, vlse kriterijumska optimizacija i kompromisno resenje (VIKOR), and 

preference ranking organization method for enrichment of evaluations II 

(PROMETHEE II) have been discussed in article [4].  
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2.2.2. Meta-learning and reasoning for classifier selection 

In the area of machine learning applications, users are usually inexperienced with the 

details of the plethora of available classification algorithms and thus do not recognize 

which algorithm is appropriate for their problem at hand. The reason is that if 

algorithm A outperforms algorithm B on a specific dataset D1 then B may outperform 

on other dataset, say D2, in which case A may fails. This gives us an idea that no 

single algorithm performs well on all types of datasets and thus validates the known 

theorem of ñNo Free Lunchò [46]. As the performance of a specific algorithm 

depends on the problem/dataset at hand, therefore an automatic recommendation 

system is needed to assist the users while picking an algorithm for learning the data. 

Automatic algorithms selection has been extensively studied since 1990s. At the start, 

cross-validation strategy was used but soon discouraged due to computational cost 

[26]. In parallel to cross-validation, some of the early work focused on meta-learning 

and empirical method to select appropriate learning algorithm [47]. Using meta-

learning approach, meta-features of the datasets are calculated and the performance 

of a variety of learning algorithms is measured on these datasets. After this, mapping 

between problem features and algorithm performance is learned for recommending 

appropriate algorithm [48]. Problem and algorithm characterization, using meta-

learning, and defining mapping function between problem features and algorithm 

performance is the most widely used approach to algorithm selection problem. 

Diverse machine learning approaches, such as C4.5 [49], rule-based classifier [35], 

linear regression [27] and k-NN [32] have been applied to learn the mapping function 

to select the algorithm. Some of the work, such as [50] has characterized complexities 

of the problems and performance of the algorithms and used for selecting appropriate 

algorithm. Recently, Q. Song et al. [40] has used a new dataset characterization 

method for computing datasets features and computed performance of seventeen 

classification algorithms over 84 UCI publically available datasets[51]. The have 

learned used k-NN to select the k nearest algorithms from the list of 17 algorithm and 

recommend to the user. 
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A large number of classifiers characteristics have been introduced in literatures to 

understand natures and intrinsic behaviors of the classification problems. These 

characteristics are categorized into a number of families, such as basic statistical 

characteristics, advanced statistical, information theoretic, complexity, landmarking 

and model-based [21] [40].  

A meta-learning approach is an alternative to the AMD methodology, where the 

characteristics of a large number of classification datasets are extracted and mapped 

against the best classifier (computed using AMD methodology) to create a training 

dataset for building an automatic classifiers selection model. 

The above mentioned methods map relationship between the problem characteristics 

and algorithms performance using single learner using single family of data 

characteristics and donôt take into consideration the multi-view multi-level learning 

and reasoning using CBR approach to recommend the best closet classifier if there is 

no exact matching classifier available for a given dataset. 

2.3. Heuristics-based classifier selection and design for real-

world applications 

In real-world application scenarios, where the candidate algorithmsô evaluation is 

really a hard problem due to the unavailability of suitable quantifiable criteria and 

one may not get an appropriate algorithm in an acceptable time, applying some 

arbitrary choices or educated guesses, then expertsô heuristic-based choices are the 

best options to use [52]. In this approach, the expert uses his knowledge about the 

domain and the candidate algorithms and picks suitable algorithm for designing an 

accurate classifier. A heuristic is a kind of algorithm that does not explores all the 

possible aspects of the candidate algorithms and the domain application requirements, 

but still tries to explore the most likely ones. The heuristic approach defiantly 

excludes the obviously bad algorithms from the competition. In this thesis, the 

heuristic approach is applied in the specialized domains of diabetes mellitus and 

wellness application. The subsequent sub-sections describe studies used in these area 
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for selecting suitable classifiers and the way they are designed to generate 

classification results. 

2.3.1. Rough Set Classifier Selection and Design for Real-world  

Application 

In medical diagnosis, it is quite difficult for physicians to take diagnosis decision by 

evaluating the current conditions of a patient without referring to the previous 

decisions with the similar symptoms. For the reason, a number of clinical decision 

support systems (CDSS) [53] [54] [55] [56] [57] have been developed that assist 

physicians [58] . Such systems have widely been applied for diagnosis, prediction, 

classification and risk forecasting of different diseases from EMR data. The area of 

risk forecasting of diabetes type-2 has been explored from EMR data with the use of 

machine learning techniques, such as Gaussian Naïve Bayes, Logistic Regression, K-

nearest neighbor, CART, Random Forests and SVM [53]. Ensemble of SVM and BP 

NN is used over Pima Indian publically available UCI dataset to predict presence of 

diabetes [54] with the improved predictive accuracy than the traditional single 

learning method. Stahl [55] has proposed a Linear and Bayesian Ensemble Modeling 

technique to predict glucose level in DM patient data. They have evaluated their 

model with 47 patientsô data and validated with 12 datasets. Similarly, a prototype 

diabetic decision support system, based on multi-layer perceptron neural network 

model has been developed [56] that predicts psychosocial well-being behavior, such 

as depression, anxiety, energy and positive well-being of patients. In this system, 

patientôs biological or biographical variables, such as age, gender, weight and fasting 

plasma glucose are used as input predictors. In literature [57], an architecture of multi-

stage DM prediction system, based on fuzzy logic, neural network and case based 

reasoning (CBR) is proposed that uses two stages for prediction. In the first stage, 

base classifiers are used, whose results are forwarded to the second level which uses 

a rule-based reasoner (RBR) for refinement of the results. Chen [58] have used fisher 

linear discriminate analysis (FLDA), support vector machine (SVM) and decision 

tree (DT) to predict type-2 diabetes based on several elements in blood and 

chemometrics of the diabetes patients. The elements considered in this research 
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includes: lithium, zinc, chromium, copper, iron, manganese, nickel and vanadium. 

Authors of this work constructed ensemble classifiers on the training set and selected 

the best one which is validated on independent test dataset. Likewise, prediction of 

T2DM, from the electronic health records (EHR) is done using ensemble of random 

forest and gradient boosting machine models [59]. In the same way, prediction of the 

onset of type-1 diabetes in juvenile subjects is examined using neural networks, 

decision trees and their ensembles [60]. In a recent research on prediction of T1DM 

and T2DM, boosting ensemble model is used that internally uses random committee 

classifier as the base classifier and enhance prediction accuracy to 81%[61]. 

Apart from the listed literature, rough sets theory (RST), a powerful mathematical 

tool [7, 8], has successfully been applied in medical diagnosis and prediction. For 

example, toxicity predictions [62], medical expert system rules creation [63], 

pneumonia patientôs death prediction [64], chest pain prediction [65] and a lot others 

[66] are treated using RST. For diabetes prediction, RST is applied over Pima Indian 

dataset [67] that has produced 75% accuracy [68]. Similarly, for investigating 

relationship between psychosocial variables in Kuwaiti diabetic children, RST builds 

classifier function that correctly classifies patients [69].  RS-based data analysis of 

the genetic data of children with T1DM is performed [70] for rules extraction and 

prediction of children with genetic susceptibility to T1DM. This system recommends 

pre-diabetes therapy to patient, if they are susceptible to type-1 diabetes.  A similar 

research for children  with T1DM, in Poland, can also be found in literature [71]. 

Apart from prediction of diabetes into its types whether using traditional machine 

learning methods or rough sets techniques, future risk prediction is an important 

research issue and treated with different approaches. For example, risk prediction of 

T2DM using multivariate regression model [72], prediction of T2DM in elderly 

Spanish population with high cardiovascular risk, using multivariate cox regression 

model [73]. Other risk prediction models for type-2 diabetes can be found in the 

systematic review article [74]. A multivariate logistic regression equation has been 

developed and validated with non-diabetic Egyptian subjects data that has sensitivity 

of 62%, specificity 96%, and positive predictive value of 63% [75].  
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2.3.2. Hybrid -CBR Classifier Selection and Design for Wellness 

Human experts are limited in number and expensive in terms of healthcare and 

wellness services provided. Healthcare decision support systems play effective roles 

in overcoming the shortage of human experts and improving quality of life with better 

services [76]. Decision support systems rely on automatic reasoning methodology for 

their decisions. Most of these systems are based on a single methodology for 

reasoning, such as CBR or RBR [77], among others. Nevertheless, a few use multiple 

reasoning approaches with a certain integration strategy. The integration of multiple 

reasoning methodologies in a single system has attracted increased attention in the 

research community due to the improved performance with respect to accuracy. The 

analogy of integration of reasoning methodologies is adopted from the decisions 

made by domain experts, who rely on multiple knowledge sources rather than a single 

source. Domain experts use information from general guidelines, clinical trials, and 

past successful cases to arrive at a final decision. In automatic reasoning systems, the 

concept of multimodal reasoning methodology evolved from the use of 

heterogeneous knowledge sources to generate the final decision [77]. The knowledge 

source, such as guidelines and past successful cases are modeled as knowledge rules 

and case bases that require RBR and CBR for their executions.  

The integration of reasoning approaches can follow any set of strategies, such as RBR 

followed by CBR, CBR followed by RBR and RBR and CBR in parallel [77, 78]. In 

the first strategy, RBR is used as the main methodology for making the decision. If 

RBR fails, CBR is used [79]. In the second strategy, CBR is used for the master 

reasoning process and RBR is used to refine the decision [80]. An example of this 

strategy is reasoning system for diabetes management [81]. The CBR refines the rules 

for the final outcome, specific to the patientôs requirements. In other combinations, 

CBR and RBR are used in parallel, where either both outcomes are simply displayed 

or the best one is displayed based on some criteria. An example of parallel integration 

is the WHAT system [82, 83], which is used for training beginning sports medicine 

students to design exercise regimens for patients with cardiac or pulmonary disorders. 

The regimens are produced by RBR and CBR in parallel and presented to the experts 
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for choosing the best one. Other methodologies exist that closely cooperate with each 

other for generating final decisions [84, 85]. Apart from RBR and CBR, filtration-

based approaches, such as content-based filtration [86] and collaborative filtration 

[87, 88] are also popular in the area of recommender systems for online shopping, 

product selection, and healthcare services. Preference-based recommender systems 

are used in e-applications such as e-commerce to offer alternative or cross-selling 

products to customers [89]. 

In the healthcare domain, hybrid reasoning approaches have been frequently used. In 

treatment planning for adolescent early intervention, hybrid CBR that uses RBR and 

fuzzy theory has been implemented [90]. For supporting physicians for the 

management of diabetes mellitus, integration of CBR, RBR and model-based 

reasoning (MBR) [91] and web-based CBR [92] has been proposed. For cancer 

decision support services, CBR has been integrated with RBR. The CBR part is used 

to adapt the production rules for decision making [85]. A recent research study [93] 

integrates rough set theory and correlation analysis in a hybrid model, called H2RM, 

that predicts the diabetes type and manages patient observations for future trend 

analyses. Other similar studies can be found that focus on heart disease [76] and 

oncology [77], among others. 

In the wellness domain, the knowledge acquisition and reasoning engine (KARE) 

[94] is used in activity awareness for human-engaged wellness applications 

(ATHENA) [95] to promote active lifestyles. KARE uses the hybrid reasoning 

methodology by integrating the Random Forest, Naïve Bayes, and IB1 approaches. 

KARE generates food, physical activity, and music therapy recommendations for 

ATHENA users. For the elderly, an intelligent personalized exercise 

recommendations system is proposed [96] that utilizes the userôs health status, goals 

and preference information. Similarly, a hybrid CBR/RBR approach has successfully 

been used for designing nutritional menus [97]. 
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All of these methodologies have the common basis of being used in an exclusive 

manner. They do not guarantee a minimization of the shortcomings of RBR and CBR, 

which are discussed as follows:  

¶ Conventional RBR systems lack the capability of specializing recommendations 

for individuals. In general, to deal with specific requirements of users and provide 

user-centric specialized recommendations, it is necessary to gradually increase 

the number of rules in the knowledge base. This approach not only results in 

knowledge base intractability problem, but also causes maintenance and 

combinatorial explosion issues [98].  

¶ Standard CBR systems provide solutions for new problems using a large and 

unbiased case base as implicit knowledge. However, the requirement of a large 

case base is a difficult task and associated with a number of other issues, such as 

physical storage, proper indexing and computational complexities [99]. The 

preparation of the query cases to feed the CBR cycle for generating physical 

activity recommendations is a challenging task. 

¶ There have been significant improvements in the integration of these 

methodologies in hybrid systems [100]; however, a number of challenging issues 

still need to be resolved for applying integration in the wellness domain.  

2.3.3. Trade-off criteria for evaluating heuristic approach for classifiers 

selection 

To evaluate whether the heuristic-based approach adopted for the evaluation of 

classifiers and other recommendation methods and algorithms is efficient or not, the 

following set of criteria can be used [101]. 

¶ Optimality: When several algorithms exist for a given problem, does the 

heuristic guarantee that the best algorithm will be found? Is it actually 

necessary to find the best solution? 

¶ Completeness: When several best algorithms exist for a given problem, can 

the heuristic find them all? Do we actually need all solutions? 
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¶ Accuracy and precision: Can the heuristic provide a confidence interval for 

the claimed algorithm? Is the error bar on the solution unreasonably large? 

¶ Execution time: Is this the best known heuristic for solving this type of 

problem? Some heuristics converge faster than others. Some heuristics are 

only marginally quicker than classic methods. 

By analyzing the evaluation criteria of the heuristic-based algorithms performance 

analysis, it tells that selecting the appropriate algorithm based on these criteria may 

not ensure the right algorithm. 

2.4. Summary  

This chapter has summarized state-of-the-art techniques, methodologies, approaches, 

frameworks, tools and models that are used for the selection and design of accurate 

classifiers for usersô applications in-hand. Firstly, the relevant literature on ranking 

of classifiers and selection of suitable one based on multiple performance criteria is 

presented. The algorithmsô empirical performance evaluation and analysis methods, 

techniques and methodologies are critically analyzed and compared. Secondly, the 

literature on meta-learning based classifier selection methods is evaluated and 

described. Lastly, relevant literature on the classifiers used in medical and wellness 

applications is analyzed and described in detail that finally lead to the heuristic-based 

selection and design of two rough set and CBR classifiers for diabetes predictions and 

physical activity recommendations.  
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Chapter 3  

Machine Learning and Classification: Technical 

Preliminaries 

 

3.1. Overview 

This chapter is about to describe the key concepts used in this thesis. The basic 

concepts of data mining, machine learning, classification, classifiers, performance 

evaluation, decision making, multi-criteria decision making and their techniques, 

meta-learning and reasoning are provided for easy understanding and grasping the 

idea presented in the subsequent chapters of this dissertation. 

3.2. Data mining  

The process of discovering interesting patterns and knowledge from large amounts of 

data is termed as data mining [102]. The sources for data can be databases, datasets 

in different formats (e.g., text file etc.), warehouses, Web, or streamed data. 

3.2.1. Technologies used in data mining 

Data mining is an interdisciplinary research area that uses many techniques from 

statistics, machine learning, pattern recognition, database and data warehouse 

systems, information retrieval, visualization, algorithms, high-performance 

computing, and many application domains [103].  

3.3. Machine learning 

Machine learning is one of the important areas of research in artificial intelligence 

that tries to make computer programs intelligent to automatically learn from large 

volume of historical data and recognize complex patterns for making intelligent 

decisions [104].  



Chapter 3: Machine Learning and Classification: Technical Preliminaries 

(28) 

3.3.1. Supervised learning is the type of machine learning in which the learning 

process from the training data is supported by the labelled examples. It is a synonym 

for classification. 

3.3.2. Unsupervised learning is the learning process in which the input 

examples are not class labeled. It is a synonym for clustering. 

3.4. Classification 

The task of machine learning process that finds a classification model (or function) 

for distinguishing data classes of the categorical or nominal types. The model is 

created on the basis of analysis of the training examples in the training data, which is 

used to predict the class label of new examples with unknown labels [105]. 

3.4.1. Classification techniques 

3.4.1.1. Decision tree induction 

Decision trees is a family of classification algorithms, which build flowchart-like 

trees models from a labeled training dataset [106]. The internal nodes of the tree 

represent conditions of a rules and the leaf nodes represents decisions. The most 

commonly used techniques for selecting the attributes for the node of the tree are: 

Information Gain, Gini Index, Minimum Description Length (MDL), and 

Multivariate Splits used [106].. 

3.4.1.2. Bayes classification methods 

Bayesian classifiers are statistical learners, based on the well-known Bayesô theorem, 

that learn prior probabilities and likelihoods from the training dataset to estimate the 

posterior probability and predict the class labels for unclassified test examples [103].. 

3.4.1.3. Rule-based classification 

Rule-based classifiers is the family of comprehensible and interpretable classifiers 

which learn training data using the sequential covering algorithm and the rules 

generated are represented in the form of IF-THEN rules [103]. 
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3.4.1.4. Meta-learning or classifiers ensemble methods 

Classifiers ensemble or meta-learning algorithms ensemble a series of k learned 

models, using some combination method with the aim of creating an improved 

composite classification model [107]. The individual model is termed as base 

classifiers. When a new unresolved case is given to the model for classification, the 

model collects decision from each base classifiers and combine them to a single 

unified decision. Some of the most popular methods are bagging, boosting, stacking, 

voting and random forests etc. 

3.4.1.5. Case-based reasoning for classification 

Case-based reasoning (CBR) classifiers use a set of resolved cases as the training 

dataset for solving new problems cases using the similarity measures approaches 

[108]. The similarity, among the new case and the resolved historical cases (called 

case base) is measured using Euclidean distance. When a new case is provided for 

classification, a case-based reasoner takes over the control and checks for identical 

cases, using the similarity function, in the case base. If exact match is found, the 

solution part of the matched case is provided as the classification or recommendation 

decision, otherwise the closest one to the input case is suggested as the class label. 

3.4.1.6. Rough sets classification 

Rough set theory is one of the most powerful tool used for classification to discover 

structural relationships within imprecise, vague, and noisy data that has rough classes 

boundaries [7]. Before applying the process of classification, it applies the 

discretization process to the continuous-valued attributes, because the theory works 

well on the discrete information. In real-world data, some of the classes cannot be 

differentiated based on the available attributes set. Rough sets theory is used to 

roughly estimate such classes by using the concepts of lower and upper 

approximation. The lower approximation consists of all those example of the training 

dataset which are certainly belonging to a particular class with no ambiguity [7]. 

Similarly, the upper approximation consists of all those instances that do not certainly 
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belonging to the class of upper approximation. Rough set theory approximates the 

classes that cannot be distinguish certainly based on the available condition attributes 

into rough sets. Form these approximated classes, decision rules are generated which 

are then used during the online classification process. 

3.4.2. Evaluation and selection of classifiers 

The situation, where more than one classifiers are available and we want to choose 

the ñbestò out of them, we need to perform classifiers evaluation process, which is 

referred as model selection or classification algorithm selection [103]. 

3.4.2.1. Metrics for evaluating classifier performance 

To evaluate performance of classifiers, a set of evaluation criteria are used that are 

referred as performance evaluation metrics. The most commonly used metric is the 

predictive accuracy, which can be measured using a specific formula that consumes 

the following set of atomic evaluation metrics. 

¶ True positives (TP): These refer to the positive instances correctly classified 

by a classifier. 

¶ True negatives (TN): These are the negative instances correctly classified 

by a classifier.  

¶ False positives (FP): These are the negative instances incorrectly classified 

by a classifier as positive 

¶ False negatives(FN): These are the positive instances misclassified by the 

classifier as negative  
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Table 3.1. Confusion matrix of the classifiers performance evaluation metrics 

  Predicted class 

Actual class 

 Yes No Total 

Yes TP FN P 

No FP TN N 

Total Pô Nô P+N 

In addition to the accuracy-based measures, classifiers can also be compared with 

respect to additional characteristics, such as speed, robustness, scalability, 

interpretability and space complexity etc. 

3.4.2.2. Cross-validation 

Cross-validation is a rotation estimation process in which a model built is validated 

for assessing how the results will be get generalized for an independent test dataset 

[103]. In k-fold cross-validation, the data are randomly partitioned into k mutually 

exclusive datasets called folds i.e., D1, D2,é,Dk, with approximately equal size. In 

first iteration i, dataset Di is reserved as test dataset, and the rest datasets, D2,é, Dk, 

are used as train datasets for the model creation. In the second iteration D1,D3,é,,Dk 

are used as train datasets and D2 as the test dataset. This process is repeated for each 

fold/dataset and finally the average is taken as the collective result of the model. 

3.5. Binary and multiclass classification 

Classification algorithms that have the capabilities of classifying data only in two 

classes are referred to as binary classifiers, while those that can classify data into 

multiple classes are multiclass classifiers [103]. Support vector machines is an 

example of binary classifier while J48 is an example of multi-classifier. 

3.6. Decision making process 

The study of identifying and selecting alternative solutions/algorithm(s) based on the 

actual performance results of the alternatives/algorithms and the preferences of the 
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decision maker(s) is called decision making for algorithm selection. The objective of 

decision making is choosing the best out of the available alternative algorithms which 

best fits the goals, objectives, desires, values, and so on of the domain experts [109].  

3.6.1. Multi -criteria decision making 

The decision making process made on the basis of multiple criteria to select the best 

option from the available multiple alternatives is referred as multi-criteria decision 

making. It is also termed as multi-attribute decision making. 

3.6.1.1. Analytic hierarchy process  

Analytic hierarchy process (AHP) [17] is a multi-criteria decision making approach 

used to convert subjective assessments of relative importance to a se t of overall 

scores or weights and evaluate the alternatives. The methodology of AHP process 

follows the procedure of pairwise comparisons.  

3.6.1.2. Technique for Order Preference by Similarity to Ideal Solution 

Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) [110] is 

another multi-criteria decision making method that works on the idea of ranking 

alternatives based on the shortest distance from the ideal solution and farthest distance 

from the negative-ideal solution. The distance is computed using Euclidean distance.  

3.7. Meta-learning for algorithms selection 

ñMeta learning is a subfield of machine learning where automatic learning algorithms 

are applied on meta-data about machine learning experimentsò[111]. 

3.7.1. Meta-features of datasets and algorithms 

Meta-features of a dataset are the aggregate characteristics of that dataset, such as 

general, statistical, information-theoretic, complexity and landmarking that 

represents its global qualities. Similarly, characteristics of the learning algorithm, 

such as type of parameters, their settings, and various measures for evaluating 
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algorithms performance are all examples of algorithmsô meta-features or meta-

characteristics [111] 

3.7.2. Meta-learner for algorithms selection 

A learning algorithm that learns meta-features or meta-characteristics of a large 

number of datasets and relate them to the meta-characteristic(s) of a set of candidate 

algorithms, e.g., predictive accuracy etc., is termed as meta-learner or meta-classifier 

[112].   

3.7.3. Meta-reasoner for algorithms selection 

A algorithm or classifier that reasons over the already learned meta-characteristics 

for the meta-features of a given new learning problem (dataset) to predict the 

performance of the closest learning algorithms is called meta-reasoner. Hence, a 

meta-reasoner can correctly select the algorithm best suited for the new problem, if 

the induced relationship holds, i.e., the meta-learner has modeled the relationship well 

in advance [113, 114]. 

3.8. Summary 

This chapter has provided the basic concepts, terminologies, definitions, techniques, 

methodologies and tools, used in this thesis. Machine learning is described in terms 

of classification problem. The well-known families of classification algorithms are 

defined. The performance evaluation of classifiers is discussed and the associated 

multi-criteria decision making techniques, such as AHP and TOPSIS are defined. The 

concept of meta-learning, meta-characteristics and meta-reasoner are described 

which are used to select best classifiers for a new learning problems (dataset). 
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Chapter 4     

Multi-criteria Decision Making for Classifier Selection 

 

4.1. Overview 

Manual evaluation of machine learning algorithms and selection of a suitable 

classifier from the list of available candidate classifiers, is highly time consuming 

and challenging task. If the selection is not carefully and accurately done, the 

resulting classification model will not be able to produce the expected performance 

results. In this chapter, we present an accurate multi-criteria decision making 

methodology (AMD) which empirically evaluates and ranks classifiersô and allow 

end users or experts to choose the top ranked classifier for their applications to 

learn and build classification models for them. Existing classifiers performance 

analysis and recommendation methodologies lack (a) appropriate method for 

suitable evaluation criteria selection, (b) relative consistent weighting mechanism, 

(c) fitness assessment of the classifiersô performances, and (d) satisfaction of 

various constraints during the analysis process. To assist machine learning 

practitioners in the selection of suitable classifier(s), AMD methodology is 

proposed that presents an expert group-based criteria selection method, relative 

consistent weighting scheme, a new ranking method, called optimum performance 

ranking criteria, based on multiple evaluation metrics, statistical significance and 

fitness assessment functions, and implicit and explicit constraints satisfaction at the 

time of analysis. For ranking the classifiers performance, the proposed ranking 

method integrates Wgt.Avg.F-score, CPUTimeTesting, CPUTimeTraining, and 

Consistency measures using the technique for order performance by similarity to 

ideal solution (TOPSIS). The final relative closeness score produced by TOPSIS, 

is ranked and the practitioners select the best performance (top-ranked) classifier 

for their problems in-hand. Based on the extensive experiments performed on 15 

publically available UCI and OpenML datasets using 35 classification algorithms 

from heterogeneous families of classifiers, an average Spearmanôs rank correlation 
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coefficient of 0.98 is observed. Similarly, the AMD method has showed improved 

performance of 0.98 average Spearmanôs rank correlation coefficient as compared 

to 0.83 and 0.045 correlation coefficient of the state-of-the-art ranking methods, 

performance of algorithms (PAlg) and adjusted ratio of ratio (ARR). The 

evaluation, empirical analysis of results and comparison with state-of-the-art 

methods demonstrate the feasibility of AMD methodology, especially the selection 

and weighting of right evaluation criteria, accurate ranking and selection of 

optimum performance classifier(s) for the userôs applicationôs data in hand. AMD 

reduces expertôs time and efforts and improves system performance by designing 

suitable classifier recommended by AMD methodology. 

4.1.1. Key Contributions 

The key contributions made through the proposed multi-criteria decision making 

methodology (AMD), for the objective of best classifier selection, are summarized 

as follows. 

¶ A list of general guidelines are defined for performance evaluation of 

classifiers, based on extensive literature study of the classification algorithms. 

¶ We analyzed and categorized classification algorithmsô evaluation metrics and 

introduced the concept of classifiers quality meta-metrics (QMM) to construct 

QMM classification model, which is useful for non-experts of machine 

learning who need to make evaluation decision about classifiers selection. The 

QMM model further assists users in understanding physical meanings of the 

evaluation metrics. 

¶ Proposed an expertsô consensus-based group decision making method that 

assists experts to first select appropriate QMM and then select suitable 

evaluation criteria, satisfying interdependence and explicit global constraints, 

enforced by the objectives of the end userôs application. 

¶ An expert group-based relative criteria weighting technique is proposed, 

which can easily quantify and estimates expertsô relative preferences about 

each evaluation criterion. 
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¶ A new ranking criteria, called optimum performance ranking (OPR) is 

proposed, which ranks classifiers based on Wgt.Avg.F-Score, 

CPUTimeTraining, CPUTimeTesting and Consistency performance metrics, 

integrated using TOPSIS method. 

¶ Accurate statistical significance and fitness evaluation functions are defined, 

which inspect algorithmsô fitness, prior to their inclusion in the final list of 

candidate algorithms for ranking.  

Implicit and explicit constraints are defined at different levels of the evaluation 

process for accurate ranking of the classifiers. 

4.2. Algorithm selection: multi-metric decision making process 

Each machine learning algorithm performs differently on different datasets because 

of different features of the data. The evaluation of these algorithms on the basis of 

single criterion sometimes misleads the decision of selecting best algorithm from 

a list of available candidate algorithms. For example, consider the following 

scenario with four classification algorithms: multinomial logistic regression, 

decision table/naive Bayes hybrid classifier (DTNB), functional trees (FT) and J48 

which are tested on anneal dataset [115] using 10x10-fold cross validation and 

evaluated using the criteria, Wgt.Avg.F-score, CPUTimeTesting, 

CPUTimeTraining and average consistency, as shown in Figure 4.1. 

 

Figure 4.1. Evaluation of algorithms on the basis of multiple evaluation criteria 
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Figure 4.1(a) shows that FT algorithm performs well, measured in terms of 

weighted average f-score (0.992%) and is the winner amongst all algorithms. 

However, it performs poor from the CPUTimeTesting perspective (0.083 second). 

Similar interpretations can be made for CPUTimeTraining and the Consistency 

criteria. This analysis shows that no algorithm can be declared for all criteria. 

From the empirical evidence, predictive accuracy is one of the traditional 

evaluation metric, estimated using cross-validation [116] that focuses on 

maximizing the accuracy, but ignores other criteria, such as comprehensibility, 

interestingness [117] and complexity. The formal measurement of 

comprehensibility and interestingness may not be possible like accuracy, but it 

more relevant than accuracy when the objective is discovering accurate knowledge 

[2] in medical domain for  recommendation generation services. Similarly, time 

and space complexities are also the key criteria for evaluating algorithms and 

selecting the right algorithm for an application in hand. In situation, where the 

datasets are either large or the storage space or computational power is limited 

[118], the time and space complexities criteria need to be used for evaluation of the 

algorithms. Thus, in order to select appropriate classifiers or algorithms for such 

applications we must need to evaluate algorithms performance in terms of space 

and time complexities. 

In light of the results shown in Figure 4.1 and the empirical evidences from the 

literature, the well-known no-free-lunch theorems [6] is confirmed.  Hence, we 

conclude the discussion that no classification algorithms is superior on all problems 

and is therefore no single evaluation criterion is always superior for their 

evaluation. If one algorithm outperforms others on one criterion, it may 

underperforms on other criteria. As a consequence, the algorithm selection problem 

is a multiple criteria decision making problem which requires an accurate 

methodology to evaluate them properly. The rest of the study is focused to find a 

solution to this problem. 

4.3. Methodology ï multicriteria evaluation of classifiers 
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In this section, first we define a set of general guidelines and then describe the 

methodology for evaluating classification algorithms on the basis of multiple 

evaluation criteria. 

4.3.1. Guidelines for algorithms evaluation 

For selecting suitable algorithm(s), a sequence of essential tasks need to be 

performed. To efficiently perform these tasks, a set of guidelines are presented as 

follows. 

1 Define an unambiguous goal for which the algorithm(s) need to be selected 

2 Analyze and specify goal as either single-objective or multi-objectives and 

specify the corresponding quality meta-metrics (QMM) 

a. Categorize objective(s) as cost and benefit criteria 

b. Define essential constraints on the objective(s), reflecting goalôs 

constraints 

3 Analyze the specified objective(s) and constraints against existing criteria 

a. If existing criteria work, then go to step 4.   

b. If existing criteria do not fit well, then go to step 5. 

4 Evaluate the algorithms performances using the available criterion under 

the constraints, defined in step 2(b), and rank them for the best selection 

5 Define a generic multi-metrics evaluation criteria using the following steps 

a. Analyze QMM for conflict among evaluation criteria 

(interdependence/fuzziness) 

b. Select suitable QMM, defining the objectives. 

c. Select suitable evaluation metrics for the selected QMM 

(objectives) 

d. Prioritize the selected evaluation metrics 

e. Rank algorithms based on the aggregate value of the weighted 

metrics 

f. Repeat step 5, if any of the constraints, defined in step 2(b), is not 

satisfied 
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In the above guidelines, steps 1-4 are straightforward and can be easily followed. 

However step 5 is more challenging and needs technical contributions to 

accomplish the task of selecting suitable algorithm in the basis of multiple criteria. 

Generally, the outlined guidelines are generic, where only the domain specific 

parameters, such as the goal, objectives, evaluation criteria, and weights for each 

criterion need to be strictly followed while building a system. These guidelines are 

mainly focused on two essential aspects of the algorithms evaluation and 

recommendations systems. These aspects include (a) how to integrate multiple 

evaluation criteria and (b) what criteria should be integrated. To answer the first 

question, we designed and proposed a list of guidelines that were partially 

presented by [3] and [2]. Similarly, to extend answer of the first question and find 

solution to the second question, we have provided detail description in the next 

section.  

4.3.2. Multi -metric decision making for algorithm selection 

The proposed accurate multi-metric decision making methodology (AMD) consists 

of the following steps: goal and objectives definition, criteria selection and 

weighting, measuring algorithm performance, ranking algorithms, and ordering 

and application as shown in Figure 4.2. 

Abstractly, the working methodology of AMD is described below. 

¶ Goal and objective definition: describes the final goal, its corresponding 

objectives and the associated constraints to achieve the goal. For example, 

the selection of optimum performance classification algorithm for multi-

class problems. In this statement, goal G is the ñselection of optimum 

performance classification algorithmò and the global constraint C is 

ñmulti-class problemsò. The corresponding objectives against this goal 

can be, e.g., (Ï) accuracy, (Ï) computational complexity, and (Ï) 

consistency. 

 



Chapter 4: Multi -criteria Decision Making for Classifier Selection 

(40) 

 

Figure 4.2. AMD methodology for classifiers performance evaluation 

¶ Criteria selection and weighting: contains a set of methods to first select 

quality metrics for the objectives, then select suitable metric for each of 

the quality and finally assign consistent weight to each metric. 

¶ Measuring performance: includes the tasks of generating performance 

results for the selected criteria using the candidate algorithms (considered 

in the study) on the datasets (one at a time) and performing significance 

and fitness tests. The purpose of this step is to generate significant matrix 

of the algorithms performance results for the selected evaluation criteria. 

¶ Ranking algorithms: is used to rank the list of candidate algorithms by 

utilizing their performance results and the criteria weights.  

¶ Ordering and application: consists of the trivial functions, such as 

sorting the ranked algorithms and selecting the top-k for the userôs 

application in hand. 

¶ Constraints: represent restrictions, i.e., for which family/families of 

problems the methodology should be activated (single class/multi-class), 
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how expertsô preferences should be quantified (explicit criteria weights), 

introduction of special criteria as constraint i.e., consistency, which is 

measured in terms of standard deviation. 

The proposed AMD methodology is algorithmically represented in algorithm 

1.  

Algorithm 1. Selection of optimum performance algorithm on the basis of multi-metric evaluation. 

Begin 

inputs:  Ἤ ï dataset 

    Ἃ ÁȟÁȟȣȟÁ  // list of n algorithms 

output:   ἠ  top-k algorithms; where, 2Ṗ! 

Let QMM  = Classifiers quality meta-metrics; // See section 4.3.2.1. 

1 [Define Goal] 

      ἑ ÏȟÏȟȣȟÏ ; // where, n is the number of objectives, See section 4.3.2. 

2 [Select Suitable Quality Meta-metrics] 

      Ἕ ÓÅÌÅÃÔ3ÕÉÔ1ÕÁÌÉÔÙἝἙἙȟἑ; // See section 4.3.2.1 

3 [Select Suitable Evaluation Metrics] 

      Ἕ  ÓÅÌÅÃÔ3ÕÉÔ%ÖÁÌ-ÅÔÒÉÃÓἝȟἑȠ //where, 1Ṗ1. See section 4.3.2.2. 

4 [Estimate Relative Weight of the Evaluation Metrics] 

      ἥ ÅÓÔÉÍÁÔÅ2ÅÌÁÔÉÖÅ7ÅÉÇÈÔÓἝ ; //where, W is weight vector. See section 4.3.2.3. 

5 [Generate Performance Results of the Algorithms] 

ἮἷἺἭἩἫἰ ÁÌÇÏÒÉÔÈÍ Ἡ ÉÎ Ἃ ÐÅÒÆÏÒÍ 10x10-fold CV in Weka to produce an n*m 

performance matrix P for the evaluation metrics 1. See section 4.3.2.4. 

      ἭἶἬ ἮἷἺ 

6 [Perform Statistical Significance Test] 

      Ἔ ÐÅÒÆÏÒÍ3ÔÁÔ3ÉÇ4ÅÓÔἜ; //where, 0 is significance labelled matrix. See section  

      4.3.2.5. 

7 [Perform Algorithm Fitness Test] 

      ἡ 0ÅÒÆÏÒÍ !ÌÇÏÒÉÔÈÍ &ÉÔÎÅÓÓ 4ÅÓÔ ; See section 4.3.2.6, equation 8 

8 [Compute Relative Closeness (RC) to Ideal Algorithm] 

      ἠἍ ÒÁÎË!ÌÇÏÒÉÔÈÍÓἡȟἥ ; See section 4.3.2.7. 

9 [Rank the Algorithms] 

      ἠἩἶἳἭἬἘἱἻἼ2!.+Ȣ!6'ἠἍȟἠἍȡἠἍ▪ȟρ; 

10 [Select Top-K Algorithms] 

      ἠ ÓÅÌÅÃÔ4ÏÐ+ 2ÁÎËÅÄ,ÉÓÔȟË; 

11 ÁÐÐÌÙ ἠ ÔÏ ÌÅÁÒÎ Ἤ 

End 

In algorithm 1, each step of the methodology is explicitly described in separate 

section except steps 9-11. In step 9, average ranking of the relative closeness scores 

2# of the algorithms are generated using the Microsoft Excel 2010 [119] built-in 

function 2!.+Ȣ!6' with its generic form RANK.AVG(number, ref, [order]). In 
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step 10, the ÓÅÌÅÃÔ4ÏÐ+ function is used to select top-k ranked algorithms while 

in step 11, the users build his/her model using the selected algorithms and deploy 

in their applications. 

4.3.2.1. Selecting Suitable Quality Meta-metrics 

To select an optimal performance algorithm, a machine learning (ML) user/expert 

must be aware of the physical meaning of the evaluation metrics. For understanding 

physical meaning of the evaluation metrics, we propose the idea to first abstract the 

evaluation metrics in the form of classifiers quality meta-metrics and then let the 

users know to select quality metrics compliant to their goal and objectives. This 

will help the users in identification of appropriate metrics and figuring out the 

conflicting (fuzzy) metrics, for example comprehensibility against correctness 

(accuracy) [120] and complexity [121]. The conflicting criteria are interdependent 

among each other and need special treatment during evaluation. The independent 

(crisp) criteria are simple to evaluate and result in unbiased decisions. 

a. Classifiers quality meta-metrics classification model 

Classifiers can be evaluated using a number of commonly used evaluation criteria, 

such as RMSE, predictive accuracy and ROC curves [16]. A general problem with 

users and domain experts is that they do not know physical meaning of the 

evaluation metrics. This creates difficulty for them to select suitable metric(s) for 

their evaluation. To resolve this problem, we define physical meaning of the 

classifiers evaluation metrics in terms of quality meta-metrics (QMM). We defined 

eight families of QMM for those evaluation metrics which are implemented in 

Weka library [122]. These include: responsiveness or computational efficiency, 

separability or coherency, robustness or sensitivity, consistency, correctness, 

complexity or simplicity, reliability and comprehensibility or interestingness or 

interpretability. The definitions of these qualities along with their evidences are 

given below. 

¶ Correctness. It can be either measured directly from the correct cases or 

indirectly from the number of errors made. We categorize it into two sub-



Chapter 4: Multi -criteria Decision Making for Classifier Selection 

(43) 

groups of accuracy (ó+ôcor) and accuracy (ó-ôcor). This family contains 

metrics for binary class problems, multi-class problems and balanced and 

imbalanced data problems. 

¶ Complexity. It can be measured either in terms of time spent in building 

the model, i.e., computational complexity (ccom) or the memory space 

consumed to complete the process of building and accommodating the 

model, i.e., memory/space complexity (scom).  

¶ Responsiveness. It measures the computational efficiency of a classifier in 

terms of testing or execution time. We abbreviated it as res that stands for 

responsiveness of the model. 

¶ Consistency. Consistency of a classifier, with respect to an evaluation 

metric, can be measured in terms of its standard deviation. If the classifier 

maintain a certain level of performance for a subsets of the main dataset 

then it will be consistent otherwise inconsistent one. For example, standard 

deviation of the accuracy measure of a classifier over the 10-fold of a test 

dataset measures its consistency in terms of predictive accuracy [2]. We 

abbreviated it as con in this study. 

¶ Comprehensibility, interestingness and interpretability. It is combination 

of related subjective metrics that describes the nature of classifiers from 

the userôs understanding and interpretation perspective. It measures the 

user oriented aspects, such as how well the classifierôs output and the 

process of decision making be understood [2]. These metrics are favored 

in the knowledge acquisition scenario where understandability matters 

[120]. Comprehensibility may also results in model complexity. A 

complex model is intuitively more difficult to understand and interpret as 

compared to a simple model [121]. Similarly, for a recommender system, 

the interpretability criterion has great importance, where user needs to 

understand and verify the results of a trained model. This quality metric is 

abbreviated as com. 

¶ Reliability. This family of metrics measures how much the user can trust 

on the quality of correctness of the performance results of a classifier. It 



Chapter 4: Multi -criteria Decision Making for Classifier Selection 

(44) 

can be measured using error metrics, which are based on the probabilistic 

understanding of the errors that measures the deviation from the true 

probability, such as mean absolute error, mean squared error, LogLoss 

(cross-entropy), etc.[123]. Similarly, information-theoretic metrics, also 

estimate the reliability aspects of classifiers [124]. We abbreviated it as rel 

and categorized into distance or error measure (erel) and information-

theoretic measure (irel). 

¶ Robustness. It is a subjective measure used in diverse situations, such as 

ability of the classifier to make correct predictions on noisy dataset or a 

dataset with missing values [125] or have high sensitivity or true positive 

rate [3]. Sophisticated AUC measures have been reported recently for 

improving the quality of robustness of classifiers [126]. We abbreviated it 

as rob in our study. 

¶ Separability and coherency. In the context of binary classification 

problems, area under the receiver operating curve (AUC) is closely related 

to the concept of separability [123]. AUC can best distinguish the positive 

and negatives classes of a dataset. We abbreviate it as sep in our study. 

A partly similar concept of classifiers qualities can be found from [127] and [3] 

with limited scope and number of qualities defined. We have proposed and defined 

a classification model for these qualities, as shown in Figure 4.3. 
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Figure 4.3. Classification model of the classifiers quality meta-metrics 

While selecting qualities form the QMM classification model, to evaluate 

classifiers, intensive care should be taken to select only those qualities which 

satisfy the properties of  legibility (containing sufficiently small number of 

criteria), operational, exhaustiveness (containing all points of view), monotonicity 

and non-redundancy (each criterion should be counted only once). These properties 

were initially defined in article [128]. A mathematical representation of the 

proposed QMM is shown in equation 1. 

1-- ÃÏÒȟÃÏÍÐÌÅØȟÒÅÓȟÃÏÎȟÃÏÍȟÒÅÌȟÒÏÂȟÓÅÐ (1) 

Based on QMM classification model, the list of Weka classifiersô evaluation 

metrics are categorized, as shown in Table 4.1.  

  

Classifiers 
Quality Meta-

Metrics 
(QMM) 

Correctness (cor)

Accuracy (+cor)
Examples: percent correct, 
precision, recall, F measure etc.

Accuracy (-cor) - error 
metrics

Examples: percent incorrect, 
FPR, FP, TN etc.

Complexity 
(complex)

Computational (ccom)
Examples: Elapsed Time 
training, User CPU Time training 
etc.

Memory/Space (scom)
Examples: NumRules, Tree 
Size, NumLeaves etc.

Responsiveness 
(res)

Examples: Elapsed time testing,  UserCPUtime testing

Consistency (con) Examples: Standard deviation

Comprehensibility 
(com)

Examples: Measures Interestingness  and Interpretability, e.g., 
Num. Rules, Tree Size etc.

Reliability (rel)

Information-Theoritic
(irel)

Examples: Entropy, entropy gain 
etc.

Distance or Error 
Measure (erel)

Examples: MAR, RMSE 
etc.

Robustness (rob) Examples: Measure sensitivity in terms of True positive rate

Separability (sep)
Examples: Graphical measures that best visualize the 
results in binary classification, e.g., ROC, AUC etc.
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Table 4.1. Categorization of classifiers evaluation metrics based on quality meta-metrics 

Id  Evaluation Metric  QMM  
Sub-

QMM  
Id Metric  QMM  

Sub-

QMM  

1 Number_correct cor +cor 27 Elapsed_Time_training complex ccom 

2 Percent_correct cor +cor 28 UserCPU_Time_training complex ccom 

3 Kappa_statistic cor +cor 29 measureNumRules complex, 

com 

scom 

4 True_positive_rate cor +cor 30 measurePercentAttsUsedByDT complex, 

com 

scom 

5 Num_true_positives cor +cor 31 measureTreeSize complex, 

com 

scom 

6 False_negative_rate cor +cor 32 measureNumLeaves complex, 

com 

scom 

7 Num_false_negatives cor +cor 33 measureNumPredictionLeaves complex, 

com 

scom 

8 IR_precision cor +cor 34 measureNodesExpanded complex, 

com 

scom 

9 IR_recall cor +cor 35 Elapsed_Time_testing res ures 

10 F_measure cor +cor 36 UserCPU_Time_testing res sres 

11 Weighted_avg_true_positi

ve_rate 

cor +cor 37 SF_prior_entropy rel irel 

12 Weighted_avg_false_negat

ive_rate 

cor +cor 38 SF_scheme_entropy rel irel 

13 Weighted_avg_IR_precisi

on 

cor +cor 39 SF_entropy_gain rel irel 

14 Weighted_avg_IR_recall cor +cor 40 SF_mean_prior_entropy rel irel 

15 Weighted_avg_F_measure cor +cor 41 SF_mean_scheme_entropy rel irel 

16 Number_incorrect cor -cor 42 SF_mean_entropy_gain rel irel 

17 Number_unclassified cor -cor 43 KB_information rel irel 

18 Percent_incorrect cor -cor 44 KB_mean_information rel irel 

19 Percent_unclassified cor -cor 45 KB_relative_information rel irel 

20 False_positive_rate cor -cor 46 Mean_absolute_error rel erel 

21 Num_false_positives cor -cor 47 Root_mean_squared_error rel erel 

22 True_negative_rate cor -cor 48 Relative_absolute_error rel erel 

23 Num_true_negatives cor -cor 49 Root_relative_squared_error rel erel 

24 Weighted_avg_false_positi

ve_rate 

cor -cor 50 Area_under_ROC sep, cor -' 

25 Weighted_avg_true_negati

ve_rate 

cor -cor 51 Weighted_avg_area_under_RO

C 

sep, cor -' 

26 True_positive_rate cor, 

rob 

+cor    --  --  -- 

b. Selecting suitable quality meta-metrics 

In this section, we proposed a formal expert group-based quality meta-metrics 

selection method, where a group of experts participate in a closed discussion and 

rate the quality metrics. We are motivated to the expertsô group-based decision 

making method due to the effectiveness of nominal group technique (NGT) [129] 
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that quantifies the expertsô preferences in the form of quantitative score. The 

proposed expertsô group-based QMM selection process is represented in procedure 

1. 

Procedure 1. ÓÅÌÅÃÔ3ÕÉÔ1ÕÁÌÉÔÙ 

Begin 

inputs: ἝἙἙ ï classifiers quality meta-metrics  

   G ï goal 

output: Ἕ  ï highly rated/ranked quality meta-metrics 

1 [Select key qualities by each expert] 

      Ἕ  ÅØÔÒÁÃÔ3ÁÌÉÅÎÔ1--ἝἙἙȟἑ; //where, 1Ṗ1-- 

2 [Vote each quality by each expert] 

      Ἕ ÐÒÅÌÉÍÉÎÁÒÙ6ÏÔÅ!ÇÇ1ÕÁÌÉÔÙἝᴂ; //where, 1is the initial list of selected QMM 

a. If  Ἕ contains Consistent qualities, then 

i. ἝᴂᴂÓÅÌÅÃÔ4ÏÐ+1--Ἕȟἳ; // where, k represents the number of 

qualities experts are interested in 

ii. ἯἷἼἷ ÓÅÔÐ σ; 

b. Else 

i. repeat step 2; 

3 ἺἭἼἽἺἶ ἝȠ 

End 

In procedure 1, step 1, expertsô panel uses ÅØÔÒÁÃÔ3ÁÌÉÅÎÔ1-- to extract those 

quality metrics from QMM classification model, which are essential for the 

evaluation of classifiers under the defined goal G. The salient qualities are collected 

by the head expert and presented for discussion, if needed, otherwise, 

ÐÒÅÌÉÍÉÎÁÒÙ6ÏÔÅ!ÇÇ1ÕÁÌÉÔÙ is used (step 2,) to vote salient qualities by each 

expert. For voting salient qualities, rating or ranking methods can be used. The 

output of this function is to select top-k qualities, if they are consistent. A quality 

is said to be consistent if all the experts have uniformly rated/ranked it. For 

example, if ¾ of the experts rate correctness as rank 1 and only one expert rates it 

negatively, then it may be due to the inconsistent rating by the experts. In this case, 

re-voting is done and the process is continued till consensus are made. The final 

output of procedure 1 is the list of most desirable qualities for the defined goal. 
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4.3.2.2. Selecting suitable evaluation-metrics 

Once suitable qualities, 1, are selected, the next step is to select  suitable evaluation 

metrics. However, in case of classification algorithms, for each 1, a large number 

of metrics are available (a few are shown in Table 4.1). 

The selection of suitable metrics (i.e., metrics to integrate) depends on the scope of 

the classifiers under analysis, which is defined in terms of the number of families 

of classifiers taken under consideration. A few of the commonly used families of 

classifiers, i.e., probabilistic family, lazy learnersô family, function family, rule 

family, decision tree family and meta-learners family, are implemented in Weka 

[122], which are focused in this study. Apart from the scope of the classifiers, the 

domain/application requirements also influence the selection of suitable metrics. 

To resolve the metrics selection problem, we adopt the idea of experts group-based 

decision making, motivated by the NGT [129]. The methodology used is 

algorithmically represented in procedure 2.  

Procedure 2. ÓÅÌÅÃÔ3ÕÉÔ%ÖÁÌ-ÅÔÒÉÃÓ 

Begin 

inputs: Ἕ ïhighly rated/ranked quality meta-metrics 

   ἑ ï goal 

output: ἡἙᴂᴂ ïhighly rated/ranked evaluation metrics 

Let ἻἸἭἫἋἴἯἏἾἴἙἭἼἺἱἫἻ Specification of evaluation metrics. See Table 4.1. 

1 [Select salient evaluation metrics (SM) from each quality metric] 

      ἡἙ  ÅØÔÒÁÃÔ3ÁÌÉÅÎÔ-ÅÔÒÉÃÓἝȟἑȟἻἸἭἫἋἴἯἏἾἴἙἭἼἺἱἫἻ;  

2 [Vote each evaluation metric by each expert] 

      ἡἙ ÐÒÅÌÉÍÉÎÁÒÙ6ÏÔÅ!ÇÇ-ÅÔÒÉÃÓ; //where, 3- is initial list of selected metrics 

a. If ἡἙ contains Independent metrics, then 

i. ἡἙᴂᴂÓÅÌÅÃÔ4ÏÐ+3ÕÉÔ-ÅÔÒÉÃÓἡἙȟἳ; //where, 3-ᴂᴂṒ3- and k  

is the number of metrics  

ii. ἯἷἼἷ ÓÅÔÐ σ; 

b. Else 

i. ἺἭἸἭἩἼ ÓÔÅÐ ς;  

3 ἺἭἼἽἺἶ ἡἙᴂᴂ; 

End 

In procedure 2, step 1, expertsô panel uses ÅØÔÒÁÃÔ3ÁÌÉÅÎÔ-ÅÔÒÉÃÓ to extracts 

those quality metrics from 1, which qualify the goal G. The salient evaluation 
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metrics from each quality are extracted by utilizing ÓÐÅÃ!ÌÇ%ÖÌ-ÅÔÒÉÃÓ (see Table 

4.1). This process is completed in step 2 by using ÐÒÅÌÉÍÉÎÁÒÙ6ÏÔÅ!ÇÇ-ÅÔÒÉÃÓ. 

For voting the same method as described in previous section is used. The output of 

this function is to select top-k metrics, if they are crisp/independent. An evaluation 

metric is said to be independent if it is not duplicate with other metrics. For 

example, percent accuracy and percent incorrect/errors are interdependent 

evaluation metrics and both should not be included in the evaluation metrics. The 

final output of this procedure is the list of selected suitable evaluation metrics 3-ᴂᴂ, 

which are the main ingredients of the generic multi-metric criteria Our focus is to 

select metrics that have the following features: (a) easily computable, (b) perform 

best on all types of datasets, (c) coherent with the final decision, (d) non-

conflicting/independent of each other, (e) same representation with same scale, (f) 

quantifiable/measurable and (g) related with the algorithms evaluation. While 

selecting metrics, preference should be given to those metrics that qualify 

maximum of these qualities [130]. 

4.3.2.3. Consistent relative criteria weighting 

The selected evaluation metrics are the final ingredients of the evaluation criteria 

that play their corresponding roles in achieving the final goal. The roles define the 

preference or priority or weight of the metrics, which should be first estimated and 

then used during evaluation. State-of-the-art algorithm evaluation and 

recommendation studies, discussed in literature, follow absolute or partial relative 

weighting techniques that support limited number of criteria. The weights are 

assigned by experts, utilizing their own knowledge of the domain. In order to 

resolve shortcomings of the existing work, we proposed the idea of group decision 

making for consistent relative weights of the criteria. For this task, we are 

motivated by the AHP weighting method [131], which has the ability to quantify 

expertsô preferences in the form of weight scores, using the pairwise-wise 

comparisons procedure utilizing Saatyôs preference scale (SPS) [132], shown in 

Table 4.2. 
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Table 4.2. Saatyôs preference scale for pair-wise comparison of evaluation criteria 

Definition  
Intensity of 

importance 
Definition  

Intensity of 

importance 

Equally important 1 Equally important 1/1 

Equally or slightly 

more important 

2 Equally or slightly less 

important 

1/2 

Slightly more important 3 Slightly less important 1/3 

Slightly to much more 

important 

4 Slightly to way less 

important 

1/4 

Much more important 5 Way less important 1/5 

Much to far more 

important 

6 Way to far less 

important 

1/6 

Far more important 7 Far less important 1/7 

Far more important to 

extremely more 

important 

8 Far less important to 

extremely less 

important 

1/8 

Extremely more important 9 Extremely less important 1/9 

According to the interpretation of this scale, if an evaluation metric Ὡ is extremely 

more important than evaluation metric Ὡ, it is rated as 9 and then Ὡ must be 

extremely less important than Ὡ, which is rated as 1/9. Table 4.2 has all the 

possible values of importance of evaluation criteria and its inverse along with their 

interpretations.  

For weighting the evaluation criteria, the AHP expert group-based prioritization 

mechanism is followed in the sequence: prioritizing experts, creating a pairwise 

comparison matrix of the selected metrics (1), assigning expertsô relative priority 

weights, evaluating consistency of the individual weights and aggregating 

individualôs weights into group weights. The process is described in procedure 3. 

In step 1 of the procedure 3, an n*n comparison matrix (DMM) is designed to 

estimate the decision power of each decision maker. These weights are assigned 

using function ÅÓÔÉÍÁÔÅ$-7ÇÔ (step 2). The weights are estimated using the 

AHP pairwise comparison procedure. Each entry ÄÍ of the matrix DMM is 

entered by the head expert, on the basis of his/her understanding about the expertise 

of other experts (DM). Each of these values represents the superiority of É DM 

relative to the Ê DM. If ÄÍ ρ, then the É DM is more influential in decision 

making than the Ê DM, but if ÄÍ ρ, then the É DM is less influential than 
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the ÊDM. However, if Ä ρ both É and Ê DM have the same level of 

importance in the decision. 

Procedure 3. ÅÓÔÉÍÁÔ2ÅÌÁÔÉÖÅ7ÅÉÇÈÔ 

Begin 

inputs: Ἕ ÅȟÅȟȣȟÅ ; //  selected evaluation metrics 

output: ἥ ï weights vector Let ἎἙ ÄÍȟÄÍȟȣȟÄÍ ; // Group of experts  

  ἡἜἡ Saatyôs preference scale (see Table 4.2) 

GDMM = m*n ógroup decision making matrixô, where m represents metrics and n 

represents  

decision makers 

1 [Design comparison matrix for decision makers] 

      ἎἙἙ ÄÍ; //where, DMM is n*n comparison matrix of decision makers with  

      ÄÍ is the decision weight of the Édecision maker relative to the Êdecision maker  

2 [Estimate decision makers decisions weight]  

a. ἎἙἥἭἱἯἰἼÅÓÔÉÍÁÔÅ$-7ÇÔἡἜἡȟἎἙἙ; //where, $-7ÅÉÇÈÔ is a single 

column weights vector containing preferences of decision makers. // See 

equations 2 and 3 

b. Check consistency of ἎἙἥἭἱἯἰἼ; // See equations 4-7 

3 [Estimate metrics weights]  

      ἮἷἺ  Ἤἵ ρ ÔÏ ἶ ÄÏ 

a. [Design comparison matrix for evaluation metrics] 

ἏἙ Å; //where, EM is m*m comparison matrix of the evaluation metrics with Ὡ 

is the preference of É metric  against the Ê metric  

b. ἏἙἥἭἱἯἰἼἬἵ ÅÓÔÉÍÁÔÅ%ÖÁÌ-ÅÔÒÉÃÓ7ÇÔἡἜἡȟἏἙ; //where, %-7ÅÉÇÈÔ is 

single column weights vector for metrics 1. // See equations 2 and 3 

c. Check consistency of ἏἙἥἭἱἯἰἼἬἵ; // See equations 4-7 

d. Insert ἏἙἥἭἱἯἰἼἬἵ  into GDMM ;  

      End for 

4 [Aggregate weights of all  decision makers using group decision making]  

foreach Åɴ  GDMM  

ἥ ВБ ἎἙἥἭἱἯἰἼἢȟἏἙἥἭἱἯἰἼ;//7 is aggregate weights vector  

      End for 

5 ἺἭἼἽἺἶ ἥ; 

End 

For estimating the DM decision weights, $-- ÄÍ is first transformed to the 

normalized matrix, $-- ÄÍ, where each entry ÄÍ is computed using 

equation 2 and then a column weight vector 7 × is produced using equation 3, 

ÄÍ ÄÍ ÄÍ (2) 



Chapter 4: Multi -criteria Decision Making for Classifier Selection 

(52) 

× В ÄÍ Îϳ

×
×
ể
×

, where i & j =1, 2, é, n. (3) 

 

To verify correctness of the expertsô judgment and preferences about the relative 

weights assigned to each DM, consistency is checked using the eigenvector method 

[17], which computes consistency ratio (CR) using equation 4-7, 

#2 #)2)ϳ , (4) 

where, 2) is the random consistency index value from the random consistency table 

[132], shown in Table 4.3. Similarly, the value of CI measures the deviation which 

is computed using equation 5, 

Table 4.3. Random consistency indices (RI) for different number of evaluation criteria 

(n). 
Number of 

evaluation 

criteria (n)  

1 2 3 4 5 6 7 8 9 10 11 

Random 

consistency index 

(RI) 

0.00 0.00 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51 

 

#) ʇ Î Î ρϳ , (5) 

where, ʇ  is the principal eigenvalue, such as ʇ ᶰÁ Î. The eigenvalue is 

computed by averaging values of the consistency vector #Ö, as shown in equation 

6, 

ʇ В #Ö Îϳ , (6) 

where, each value #Ö of the consistency vector, is computed by taking product of 

the pairwise comparison matrix $-- with the weight vector W. This relationship 

is shown in equation 7, 
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#Ö %z 7. (7) 

In step 3 (a), m comparison matrices (i.e., %-) are created, one for each decision 

maker to relatively weight all the evaluation metrics 1. In step 3 (b), each decision 

maker (dm) uses the function ÅÓÔÉÍÁÔÅ%ÖÁÌ-ÅÔÒÉÃÓ7ÇÔ to assign and estimate 

the weight for each evaluation metric. In step 3 (c) the consistency of metrics 

weights are checked using equations 4-7. In step 3 (d), the weight vector 

%-7ÅÉÇÈÔ is added to the group decision making matrix, GDMM. In step 4, the 

weights estimated for the evaluation metrics 1 by the n decision makers, DM, are 

aggregated using the group decision making process, which are return to the main 

algorithm 1 using step 5. 

4.3.2.4. Measuring algorithms performance 

In this phase, first the candidate list of algorithms are selected from the pool of 

freely available classification algorithms. We selected 35 multiclass classification 

algorithms, from six heterogeneous families of the classifiers, implemented in 

Weka [122]. The list of these algorithms is shown in Table 4.4.  

Table 4.4. List of Weka well-known multi-class classifiers  

SNo Abbreviation Classifier SNo Abbreviation Classifier 

1 A1 bayes.BayesNet 19 A19 trees.J48 

2 A2 bayes.NaiveBayes 20 A20 trees.J48graft 

3 A3 bayes.NaiveBayesUpdateable 21 A21 trees.LADTree 

4 A4 functions.Logistic 22 A22 trees.RandomForest 

5 A5 functions.RBFNetwork 23 A23 trees.RandomTree 

6 A6 functions.SMO 24 A24 trees.REPTree 

7 A7 misc.HyperPipes 25 A25 trees.SimpleCart 

8 A8 misc.VFI 26 A26 meta.AdaBoostM1 

9 A9 rules.ConjunctiveRule 27 A27 meta.Bagging 

10 A10 rules.DecisionTable 28 A28 meta.Dagging 

11 A11 rules.DTNB 29 A29 meta.END 

12 A12 rules.JRip 30 A30 meta.FilteredClassifier 

13 A13 rules.OneR 31 A31 meta.LogitBoost 

14 A24 rules.PART 32 A32 meta.RacedIncrementalLogitBoost 

15 A15 rules.Ridor 33 A33 meta.RandomSubSpace 

16 A26 rules.ZeroR 34 A34 meta.Stacking 

17 A17 trees.BFTree 35 A35 meta.Vote 

18 A18 trees.FT --- -- --- 

To rank these algorithms, A, on a classification dataset, d, using the performance 

results of evaluation metrics 1, all the algorithms (A) are executed sequentially on 
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dataset d in Weka environment and the results are stored into the performance 

matrix P for later use. 

4.3.2.5. Testing significance of performance results 

Unlike the traditional ranking methods that directly select top-rank algorithm 

(without considering significance tests of the results) for learning models, we 

propose the idea of checking the performance results for statistical significance. 

According to this idea, the performance results of the candidates algorithms A are 

first tested for statistical significance and then the for the significance fitness. The 

objective of significance test is to identify which algorithms perform significantly 

better, which perform significantly poor and which perform similar with respect to 

a reference algorithm. For this purpose, we adopted corrected paired t-test with 

significance of 0.05 [102] implemented in Weka [122], which checks the 

significance of the algorithms results and labels them either óvô (for better 

performance), or ó*ô (for worst performance) or óô for equal significance 

performance with respect to a baseline algorithm. In our case, the definition of the 

reference algorithm Áɴ ! is the algorithm which performances best as compared 

to all the algorithms. The selection of the reference for each metric Åɴ 1 is done 

within its local scope rather than the global scope of all metrics 1.  

For a performance matrix 0 Ð, with Ð as the performance value of Éalgorithm 

on the Êevaluation metric, the process of corrected paired t-test and the production 

of final labelled performance matrix 0 Ð is described in procedure 5.  

In procedure 5, the criteria for selecting reference algorithm is the maximum value 

for a benefit metric and minimum value for a cost metric, respectively. Benefit 

metric are those whose higher values are preferred, e.g., accuracy, while cost 

metrics are those whose lower value is preferred, e.g., training time. For labeling 

the algorithms as either significant, or poor or equal in performance, step 1(c) is 

used. For this purpose, Weka corrected paired t-test is used, which takes reference 

algorithm (ÒÅÆÅÒÅÎÃÅ!ÌÇ), single evaluation metric (Å) and the performance matrix 
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(0) together as inputs and returns a labelled matrix (Ð Ð  as output.  Each value 

Ð of the labelled matrix is either labelled as (v) or, (*) or (óô).  

Procedure 5. performStatSigTest 

Begin 

inputs: Ἔ ï performance matrix 

outputȡ Ἔ ï n*m performance matrix, where n is the number of algorithms and m is the number of 

evaluation metrics; 

Let Ἤ ï given dataset 

Ἃ ÁȟÁȟȢȢȟÁ  ï set of classification algorithms 

Ἕ ÅȟÅȟȢȢȟÅ  ï set of evaluation metrics 

1 ἮἷἺἭἩἫἰ Ἥɴ Ἕ ÉÎ ÐÅÒÆÏÒÍÁÎÃÅ ÍÁÔÒÉØ Ἔ   

a. ἱἮ Ἥɴ ÂÅÎÅÆÉÔ ÍÅÔÒÉÃ 

i. ἺἭἮἭἺἭἶἫἭἋἴἯÓÅÌÅÃÔ2ÅÆÅÒÅÎÃÅ!ÌÇÍÁØ0ÅÒÆÏÒÍ6ÁÌÕÅἭ ; 

b. ἭἴἻἭ 

i. ἺἭἮἭἺἭἶἫἭἋἴἯÓÅÌÅÃÔ2ÅÆÅÒÅÎÃÅ!ÌÇÍÉÎ0ÅÒÆÏÒÍ6ÁÌÕÅἭ ; 

c. Ἔ ÐÅÒÆÏÒÍ#ÏÒÒÅÃÔÅÄ0ÁÉÒÅÄÔ4ÅÓÔἺἭἮἭἺἭἶἫἭἋἴἯȟἜȟἭ; 

2 ἭἶἬ ἮἷἺ 

3 return Ἔ 

End 

4.3.2.6. Algorithmic fitness evaluation 

In this step, the algorithmsô fitness levels are evaluated for consideration in the next 

step of evaluation. The motivation for including the fitness evaluation as an 

additional step is to reduce the algorithm space by filtering out the algorithms that 

poorly perform on all evaluation metrics on a single dataset. This is reasonable and 

makes sense that not to allow poor performance algorithms to the next stage of 

evaluation. Furthermore, it reduces the chance of selection of bad algorithm.  

To implement this idea, we proposed a fitness function that evaluates labels in the 

labeled performance matrix 0 Ð. This function can be defined as follows. Let 

1 ÅȟÅȟȢȢȟÅ  be the set of Í evaluation metrics for evaluating performance 

of an algorithm Áɴ ! on a classification dataset Ä and 0 Ð be the labeled 

performance matrix, obtained after significance test. The target significant matrix 

3, containing the list of significantly fit algorithms, can be generated using the 

fitness function, 
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3 ᶪᶰȡÁɴ 0ȿᶅ ȡÅɴ 1ȢͯÎÏÎ3ÉÇÎÉÆÉÃÁÎÔÅ , (8) 

where, ÎÏÎ3ÉÇÎÉÆÉÃÁÎÔÅ is the function that determines the significance level of 

each Áɴ ! for each evaluation metric Åɴ 1 and returns true if it either performs 

significantly better or equal and add to the significant matrix 3. The process is 

repeated for all algorithms ! against all metrics 1 and the final results are 

accumulated in 3, which is the reduced version of the original labelled matrix 0, in 

terms of number of candidate algorithms i.e., 3ÉÚÅ/Æ3 3ÉÚÅ/Æ0. Internally, 

the function ÎÏÎ3ÉÇÎÉÆÉÃÁÎÔÅ processes the labels, i.e., óvô, ó*ô and óô, of the 

values of each metric Åɴ 1, assigned by the corrected paired t-test of the procedure 

4. In the significant matrix 3, each value is represented by Ó, where É represents 

the algorithm and Ê represents the evaluation metric. 

4.3.2.7. Ranking algorithms 

State-of-the-art methods for ranking algorithms are based on the aggregate score 

of multiple evaluation metrics 1, combined together in different ways, consuming 

absolute weights, which are assigned by domain experts and lake appropriate 

normalization mechanism for the values of the criteria. These methods have 

minimal support for extension in terms of number of metrics to be added and lack 

support for implicit and explicit constraints satisfaction. Our idea is to evaluate the 

candidate algorithms and rank them according to their relative closeness score to 

the ideal algorithm with the consumption of relative consistent weights and 

different constraints. To achieve these objectives, we are motivated by the 

flexibility and ranking power of the TOPSIS multi-criteria decision making method 

[44, 133]. The TOPSIS steps used during algorithms ranking are shown in 

procedure 6.  
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Procedure 6. ÒÁÎË!ÌÇÏÒÉÔÈÍÓ 

Begin 

inputs: ἡ ï n*m matrix containing performance results of significant algorithms 

   W ï 1*m (single row) weight vector 

output: ἠἍ ï n*1 (single column) matrix of the relative closeness score 

Let  Ἤ ïdataset 

Ἃ ÁȟÁȟȢȢȟÁ  ï set of classification algorithms 

Ἕ ÅȟÅȟȢȢȟÅ  ï set of evaluation metrics 

1 [create  performance evaluation matrix from S] 

      ἡ Ó
ᶻ

; //where, Ó represents value of algorithm i for evaluation metric j 

2 Define local/implicit constraints on Ἕ; 

3 [normalize performance evaluation matrix S] 

      ἡ Ἲἱἲ Ó В Ó ; //where, i =1, 2, ..., n and j = 1, 2, ..., m  

4 [compute weighted normalized decision matrix V] 

      ἤ Ἶἱἲᶻ
 Ἲἱἲz ἥἲ; //where, 7  is the weight vector  

5 [compute positive ideal solution (PIS) and negative ideal (NIS) solution]  

a. Ἔἓἡ ÍÁØÖ ȿ Ê צ # ȟÍÉÎÖ ȿ Ê צ # Öᶻ ȿ Ê ρȟςȟȣȟÍ  

b. Ἒἓἡ ÍÉÎÖ ȿ Ê צ # ȟÍÁØÖ ȿ Ê צ # Ö ȿ Ê ρȟςȟȣȟÍ     

6 [compute separation measures using m-dimensional Euclidean distance] 

a. Ἔἓἡἱ
ᶻ В Ö Öᶻ ȟÊ ρȟςȟȣȟÍ 

b. Ἒἓἡἱ В Ö Ö ȟÊ ρȟςȟȣȟÍ 

7 [compute relative closeness (RC) of algorithms with respect to ideal algorithm] 

ἠἍ
Ἒἓἡἱ

Ἔἓἡἱ
ᶻ Ἒἓἡἱ

 ȟÉ ρȟςȟȣȟÎ; where, RC is a n*1 matrix          

8 return ἠἍ; 

End 

The value RC lies between 0 and 1, i.e., 0 Ò RC Ò 1. If RC=1, the TOPSIS has the 

best condition of the top-k algorithms selection; and if RC=0, the TOPSIS has the 

worst condition of algorithm selection. Any other value in-between these two 

values measures the appropriateness level of that algorithm. 

4.3.2.8. Constraints satisfaction 

The constraints used in our study can be categorized into individual level, limited 

to a single metric of the evaluation criteria, and global level, applicable to all the 

metrics in the evaluation criteria. Individual level constraints are satisfied in the 

pre-ranking and ranking steps of evaluation process. These are further categorized 

into explicit and implicit constrains. The explicit constraints are defined by the 
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users or experts, such as usersô relative preferences on the metrics. An example can 

be, ñthe accuracy metric should be favored 10-times as compared to training timeò. 

The implicit constraints are the inherit characteristics of individual metrics, such 

as the value of cost criteria which should be as minimum as possible and the values 

of benefit criteria should be as higher as possible. Contrary to the local constraints, 

global constraints are the explicit constraints that are based on the local constraints 

and applicable to the overall criteria in the pre-ranking evaluation process.  

Examples of the global constraints are the consistency of estimated weights of the 

criteria, significance of the performance results of the algorithms and consistency 

in the performance results of the algorithms. Figure 4.4 shows different types of 

constraints with their examples that are applied at different levels of the algorithms 

evaluation and ranking process. 

 

Figure 4.4. Categorization of constraints defined over evaluation criteria 

In this study, for satisfaction of the local constraints, we proposed the idea of 

relative weighting using AHP process, and the idea of cost and benefits analysis of 

the metrics using the TOPSIS method. Similarly, for the satisfaction of global 

constraints, we adopted the AHP weights consistency check methods using 

eigenvector computation, and proposed the idea of paired t-test embedded in the 

algorithmic fitness evaluation function for checking the significance of the 

algorithms performance results. The local constraints can be satisfied through the 

configuration of AHP and TOPSIS methods, but the global constraintsô satisfaction 
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need more advanced level user-defined functions. We measure the consistency of 

algorithms in terms of standard deviation of their results. The algorithm that has 

lowest standard deviation value is the consistent algorithm and vice versa. 

4.4. Validation of the AMD methodology - a scenario 

In order to evaluate the effectiveness of AMD methodology, verify its potential use 

in real-world scenarios and allow other researchers to confirm our results, we 

perform step-by-step process in this section with the necessary experiments. First 

consider a scenario in which a user is interested in learning his dataset with a 

classification algorithm, which he does not really know. The key problem he faces 

is the selection of an optimum performance classification algorithm that fits well 

into his requirements and expectations, expressed in terms of goal and associated 

objectives. In this scenario, the user is given a choice to select the best algorithm 

from a list of most commonly used 35 multi-class classification algorithms, shown 

in Table 4.4 for the 15 classification datasets1, shown in Table 4.5. Due to the space 

issue, the AMD steps are described only for one dataset.  

Table 4.5. General characteristics of UCI/OpenML repositories datasets 

Datasets 

Characteristics of Datasets 

Attributes 
Nominal 

Attributes 

Numeric 

Attributes 

Binary 

Attributes 
Classes 

Instance 

Count 
Missing 

abalone-3class 9 1 7 0 3 4177 0 

rabe-148 9 1 7 0 3 4177 0 

acute-

inflammations-

nephr 

6 0 5 0 2 66 0 

ADA_Agnostic 7 5 1 5 2 120 0 

ADA_Prior  49 0 48 0 2 4562 0 

adult-4000 15 8 6 1 2 4562 88 

adult-8000 15 8 6 1 2 3983 0 

aileron 15 8 6 1 2 8000 0 

analcatdata-AIDS 41 0 40 0 2 5795 0 

analcatdata-

apnea2 
5 2 2 0 2 50 0 

analcatdata-

apnea2 
4 2 1 0 2 475 0 

analcatdata-

asbestos 
4 2 1 0 2 475 0 

                                                           
1 Some of the datasets are used with minor modifications by changing the type of the class label to 

nominal etc. 
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Datasets 

Characteristics of Datasets 

Attributes 
Nominal 

Attributes 

Numeric 

Attributes 

Binary 

Attributes 
Classes 

Instance 

Count 
Missing 

analcatdata-

authorship 
4 2 1 1 2 83 0 

analcatdata-

bankruptcy 
71 0 70 0 4 841 0 

analcatdata-

birthday  
7 1 5 0 2 50 0 

A machine learning practitioner can use the proposed AMD methodology as follows. 

Step 1: Goal and objectives definition 

The goal of the study is to select an optimum performance multiclass classification 

algorithm from the heterogeneous families of algorithms (see Table 4.4) for binary 

and multiclass problems (see Table 4.5) that has optimum performance. 

Step 2: Selecting suitable quality meta-metrics 

For the goal in step 1, procedure 1 is used to select the suitable quality metrics. 

Four machine learning experts, i.e., machine learning and data mining expert 

(DM#1), a data and knowledge engineering expert (DM#2), a scientist, researcher 

and developer (DM#3) and an expert user of the classification algorithms in diverse 

application area (DM#4) were chosen to select the qualities. Using procedure 1, the 

experts selected correctness (accuracy), responsiveness, computational complexity 

and consistency (as shown in Table 4.6) as the relevant qualities that are compliant 

to the goal and satisfy the heterogeneity constraint of the classifiers. 

Table 4.6. Expertsô group-based rating of quality metrics for heterogeneous classifiers 

Quality Metrics  DM#1 DM#2 DM#3 DM#4 Total 

Correctness (cor) 60 50 55 70 235 

Computational Complexity 

(ccom) 
5 20 15 - 40 

Responsiveness (res) 15 - 20 20 55 

Consistency (con) 10 15 - - 25 

Comprehensibility (com) - 15 - 7 23 

Reliability (rel)  5 - - - 5 

Robustness (rob) - - 10 3 13 

Separability (sep) 5 - - - 5 

Total 100 100 100 100 400 

*[Each expert distributes 100 points across the qualities metrics] 
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Table 4.6 shows the importance score of each quality metrics. The top 4 qualities 

are non-conflicting and reflect the general characteristics of all the classifiers, 

therefore they are selected. These qualities are represented in equation 9, 

1 ÃÏÒȟÃÃÏÍȟÒÅÓȟÃÏÎ. (9) 

The physical meaning of equation 2, is that the optimum performance algorithm is 

the one that has high level of correctness in its results, low computational 

complexity, quick response time to usersô requests, and high consistency in its 

results for a test dataset.  

Step 3: Selecting suitable evaluation metrics 

Procedure 2 is used to assist expert in the selection of suitable evaluation metrics, 

shown by equation 10 and Table 4.7, respectively, 

1 7ÇÔȢ!ÖÇȢ&

ÓÃÏÒÅȟ#054ÉÍÅ4ÒÁÉÎÉÎÇ ȟ#054ÉÍÅ4ÅÓÔÉÎÇ ȟ#ÏÎÓÉÓÔÅÎÃÙ. 
(10) 

Table 4.7. Evaluation metrics for performance analysis of heterogeneous multi-class 

classifiers 

Evaluation Metrics (DM#1 - DM#5) Decision maker 

Correctness (cor) Wgt. Avg. F-score 

Computational Complexity (ccom) 
CPUTimeTraining 

Responsiveness (res) CPUTimeTesting 

Consistency (con) Consistency (Stdev.) 

In Table 4.7, the consistency metric cannot be directly measured by any of the 

metric shown in Table 1. It is defined by the experts in their discussion of voting 

for metrics selection. It is a global explicit constraint that helps in selecting an 

algorithm that has consistent results. 

Step 4: Weighting Metrics 

The estimation of evaluation metrics is done using procedure 3 and the results are 

shown in Table 4.8 and Figure 4.5. Weights of the decision power of each decision 
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maker is shown in Table 4.8(a). The relative weights, for each metric, estimated by 

each decision maker, are shown in Table 4.8(b-e). The final, expertsô group-based 

weights are shown in Table 4.8(f). 

Table 4.8. Analytical hierarchy process (AHP) based relative criteria weighting 

(a). Expertsô (decision makersô) decisionsô prioritization  

DM/DM  DM#1 DM#2 DM#3 DM#4 
DM Decision 

Weights 

DM#1 1 3 2 5 0.49 

DM#2 0.33 1 1 3 0.21 

DM#3 0.50 1.00 1 3 0.23 

DM#4 0.20 0.33 0.33 1 0.08 

    CI: 0.009 1.00 

  (b) DM#1 relative weighting   

Criteria  F-score*  TestTime*  Train Time*  Consistency Weights 

F-score 1 8 9 7 0.70 

TestTime 0.13 1 3 1/2 0.09 

TrainTime  0.11 0.33 1 1/5 0.04 

Consistency 0.14 2.00 5 1 0.16 

    CI:0.050 1.00 

  (c) DM#2 relative weighting   

Criteria  F-score TestTime TrainTime  Consistency Weights 

F-score 1 7 9 5 0.68 

TestTime 0.14 1 2 1 0.12 

TrainTime  0.11 0.50 1 1/3 0.06 

Consistency 0.2 1.00 3 1 0.14 

    CI:0.012 1.00 

 (d) DM#3 relative weighting   

Criteria  F-score TestTime TrainTime  Consistency Weights 

F-score 1 7 8 6 0.68 

TestTime 0.14 1 2 1/2 0.10 

TrainTime  0.13 0.50 1 1/3 0.06 

Consistency 0.17 2.00 3.00 1 0.16 

    CI:0.021 1.00 

  (e) DM#4 relative weighting   

Criteria  F-score TestTime TrainTime  Consistency Weights 

F-score 1 8 9 8 0.71 

TestTime 0.13 1 4 1 0.12 

TrainTime  0.11 0.25 1 1/6 0.04 

Consistency 0.13 1.00 6 1 0.13 

    CI:0.073 1.00 
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 (f) Criteria weights based on group decision making  

DM Decision 

Weights 
0.49 0.21 0.23 0.08  

Criteria \DM DM#1 DM#2 DM#3 DM#4 Weight 

F-score 0.70 0.68 0.68 0.71 0.70 

TestTime 0.09 0.12 0.10 0.12 0.10 

TrainTime  0.04 0.06 0.06 0.04 0.05 

Consistency 0.16 0.14 0.16 0.13 0.15 

     1.00 

*F-score: WgtAvgF-score 

*TestTime: CPUTimeTesting 

*TrainTime: CPUTimeTraining 

According to the weight scores of these metrics, Wgt. Avg. F-score is the most 

preferable, followed by consistency, followed by CPUTimeTesting followed by 

CPUTimeTraining. 

 

Figure 4.5. Criteria relative weights, estimated using analytic hierarchy process 
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Step 5: Measuring algorithms performance 

For generating real performance results of the 35 classification algorithms, Weka 

environment is used. Table 4.10, column 2-5, shows the results for ADA_Agnostic 

dataset [134]. The consistency column 5 of Table 4.10 is not directly measurable 

using the existing evaluation metrics, therefore we compute it by averaging 

standard deviations of the first three evaluation metrics, using equation 11, 

#ÏÎÓÉÓÔÅÎÃÙᶰ

В 3ÔÄÅÖ

Í
 

(11) 

where, a represents an algorithm belonging to the algorithm space A and m 

represents the number of measurable metrics (3 in this case). For simplicity 

purpose, in this chapter, we use the concept consistency instead of the average 

consistency. The consistency scores for a partial list of the algorithms are shown in 

Table 4.9 (last column).  

Table 4.9. Partial list of average standard deviation (average consistency) of the classifiers 

Algorithms  
F-score*  

(Stdev) 
TestTime*  (Stdev) 

TrainTime *  

(Stdev) 

Average 

(Stdev) - 

Consistency 

bayes.BayesNet 0.018 0.015 0.005 0.013 

bayes.NaiveBayes 0.017 0.006 0.008 0.010 

bayes.NaiveBayesUpdateable 0.017 0.007 0.008 0.011 

functions.Logistic 0.015 0.019 0.002 0.012 

é é é é é 

meta.Vote 0.017 0.010 0.000 0.009 

*F-score: WgtAvgF-score 

*TestTime: CPUTimeTesting 

*TrainTime: CPUTimeTraining 

Step 6: Testing significance of performance results 

For checking the statistical significance of the algorithms performance results, 

procedure 4 is used, whose results are shown in Table 4.10, column 2-4. In this 

table, the reference classifiers are marked by bold faced keyword ñrefò and the 

statistically poor results are marked with symbol ñ*ò. The results, in these three 
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columns, with no symbol mentioned, are either same in performance or cannot be 

decided surely. 

Step 7: Algorithmic fitness evaluation 

The fitness function is performed on the labelled significant matrix of the 

algorithms results, which are marked as significant, non-significant and equally 

significant. In our proposed fitness evaluation function, described by equation 8, 

the non-significant algorithms are identified and are either filter out and dropped 

from the next step of evaluation or leaved as they are but not considered, when 

final selection is made from the ranked list of algorithms. Applying the fitness 

function, the algorithms bayes.NaiveBayes, bayes.NaiveBayesUpdateable, and 

meta.Dagging are identified as significantly poor on ADA_Agnostic dataset (see 

Table 4.10). The results of equation 8, for all the datasets, are summarized in Table 

4.14. 

Step 8: Ranking algorithms 

To generate recommended ranking, procedure 5 is applied on the performance 

matrix, Table 4.10, columns 2-5) with the specification of local constraints (i.e., 

Max and Min) and global constraints (i.e., consistency). 

Table 4.10. Classifiers performance and ranking based on relative distance from ideal 

algorithm 

A
lg

o
ri
th

m
s
*

 Constraints    

R
a

n
k
in

g
 

Max Min  Min  Min     

F-score TestTime TrainTime  Consistency PIS= NIS- RC 

A1 0.78* 0.027* 0.002 0.013 0.00906 0.03830 0.80874 26 

A2 0.825* 0.013* 0.008* 0.010 0.00264 0.04180 0.94068 19 

A3 0.825* 0.011* 0.01* 0.011 0.00272 0.04171 0.93882 20 

A4 0.836 0.229* 0.000 0.012 0.00088 0.04317 0.97995 4 

A5 0.733* 0.232* 0.004 0.043 0.01593 0.03492 0.68672 29 

A6 0.830 1.99* (ref) 0.000 0.041 0.00181 0.04239 0.95905 12 

A7 0.66* (ref) 0.001 0.000 0.005 0.02658 0.03309 0.55457 32 

A8 0.716* 0.008* 0.004 0.012 0.01841 0.03433 0.65097 31 

A9 0.645* 0.043* 0.000 0.006 0.02877 0.03301 0.53432 35 

A10 0.829 1.086* 0.000 0.043 0.00195 0.04231 0.95597 14 
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Max Min  Min  Min     

F-score TestTime TrainTime  Consistency PIS= NIS- RC 

A11 0.832 88.16* 0.004 2.611 0.02792 0.03234 0.53668 33 

A12 0.825* 0.648* 0.000 0.067 0.00257 0.04180 0.94203 18 

A13 0.739* 0.014* 0.000 0.007 0.01504 0.03574 0.70380 28 

A14 0.819* 1.161* 0.001 0.057 0.00341 0.04126 0.92367 23 

A15 0.795* 0.453* 0.000 0.034 0.00687 0.03942 0.85156 24 

A16 0.645* 0.000 0.000 0.001 0.02877 0.03305 0.53463 34 

A17 0.838 0.79* 0.000 0.024 0.00063 0.04328 0.98557 2 

A18 0.827 1.38* 0.161* 0.044 0.01790 0.03819 0.68088 30 

A19 0.828 0.221* 0.000 0.014 0.00205 0.04241 0.95392 15 

A20 0.829 0.29* 0.000 0.014 0.00190 0.04251 0.95715 13 

A21 0.833 1.676* 0.000 0.020 0.00134 0.04281 0.96967 10 

A22 0.837 2.304* 0.022* 0.022 0.00255 0.04223 0.94299 17 

A23 0.791* 0.028* 0.001 0.009 0.00745 0.03923 0.84041 25 

A24 0.835 0.084* 0.000 0.012 0.00103 0.04308 0.97669 7 

A25 0.836 0.713* 0.000 0.021 0.00090 0.04311 0.97950 5 

A26 0.822* 1.074* 0.001 0.021 0.00293 0.04176 0.93440 21 

A27 (ref) 0.842 0.753* 0.000 0.013 0.00014 0.04373 0.99681 1 

A28 0.824* 0.013* 0.107* 0.010 0.01209 0.03861 0.76154 27 

A29 0.828 0.215* 0.003 0.013 0.00207 0.04228 0.95323 16 

A30 0.832 0.065* 0.000 0.009 0.00146 0.04282 0.96697 11 

A31 0.835 1.948* 0.002 0.058 0.00121 0.04267 0.97245 9 

A32 0.82* 0.062* 0.001 0.012 0.00322 0.04166 0.92833 22 

A33 0.837 0.412* 0.001 0.012 0.00075 0.04322 0.98299 3 

A34 0.834 0.724* 0.001 0.014 0.00118 0.04292 0.97318 8 

A35 0.835 0.076* 0.000 0.009 0.00103 0.04310 0.97676 6 

RW 0.69520 0.05067 0.10097 0.15315     

PIS 0.12296 0.00874 0.01776 0.02647     

NIS 0.09419 0.00000 0.00000 0.00000     

*F-score: WgtAvgF-score  *RW: relative weights 

*TestTime: CPUTimeTesting  *PIS: Positive Ideal Solution 

*TrainTime: CPUTimeTraining  *NIS: Negative Ideal Solution 

*Algorithms: See Table 4.4 

The relative closeness score (RC) (8th column) is produced for which the 

corresponding ranking is generated in the 9th column. This column is the 

recommended ranking for the algorithms. According to this ranking, 

meta.Dagging, trees.BFTree and meta.RandomSubSpace are ranked first, second, 

and third, respectively, on the ADA_Agnostic dataset. For evaluation of these 
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results, an evaluation criteria and methodology is used, which is described in the 

next section. 

4.5. Experiments and evaluation 

4.5.1. Classifiers and datasets 

We performed the experiments on 35 most commonly used multi-class 

classification algorithms, shown in Table 4.4, which are implemented in Weka 

machine learning library [122]. These algorithms belong to six heterogeneous 

familiesô of classifiers including: probabilistic learners, functions-based learners, 

decision trees learners, rules-based learners, meta-learners, and miscellaneous 

learners. The meta-classifiers, i.e., Adaboost M1, Randomspace, and Voting are 

used with REPTree as the base classifier. Similarly, Dagging and Stacking are used 

with Naïve Bayes as the base classifier. The rest of algorithms are used with Weka 

default parameters. Similarly, 15 classification datasets2, shown in Table 4.5, from 

UCI machine learning repository [115] and OpenML repositories [134] are used. 

4.5.2. Evaluation methodology and criteria 

To empirically evaluate the recommended ranking, the follows three steps 

methodology [32] is used, which is pictorially depicted in Figure 4.6. 

i. build a recommended ranking for a dataset d using the proposed AMD 

method  

ii. build an ideal ranking for dataset d, and  

iii.  measure the agreement score between the two rankings  

                                                           
2 Some of the datasets are used with minor modifications by changing the type of the class 

label to nominal etc. 
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Figure 4.6. Evaluation methodology of recommended ranking against ideal ranking 

In step (i), the recommended ranking is obtained from the relative closeness score, 

which is computed using the proposed AMD method. In step (ii), the ideal ranking 

(IR) are constructed by applying ranking operation to the average score of 

algorithms performances, obtained by taking average of the weighted sum of 

normalized performance results of all the algorithms, ὃ, on dataset Ὠ. We proposed 

the weighted sum average multi-criteria ideal ranking method (WAMR), described 

in equation 12 and 13, where the steps performed follow the sequence: (a) 

performance results for each metric are estimated (i,e., Ó is produced) using 

10x10-fold CV, (b) normalized performance (i.e., ὔ3) is estimated using equation 

13, (c) weighted performance, i.e., 7 ὔz3 is computed, (d) weighted sum, i.e., 
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В 7 ὔz3 , results are generated for all the metrics, (e) average of the 

weighted sum score is taken, and finally (f) ranks are generated. This process is 

described as follow, 

)2ÒÁÎË
В 7 ὔz3

Í
ȟ 

(12) 

where, 7  is weight vector of evaluation metrics, Ὁ, ά is the number of evaluation 

metrics and ὔ3 is the normalized performance value of the Ὥ algorithm for 

Ὦ evaluation metric, computed using equation 13,   

ὔ3
В

 , (13) 

where, i =1, 2, ..., ὲ and j = 1, 2, ..., ά.  

The rank operation of equation 12 is described in algorithm 1. Similarly, in 

equation 13, the value Ó is the performance of Ὥ algorithm for Ὦ  evaluation 

metric, obtained using 10x10-fold cross-validation strategy (CV). Moreover the 

variables ὲ and ά represents number of algorithms and number of evaluation 

metrics, respectively. 

In literature, different methods are used to compute ideal ranking, such as N-

orderings, average correlation (AC) and average weighted correlation (AWC) [135, 

136]. In N orderings method [32], first 10-fold CV results are generated for all the 

algorithms on a single dataset and a pair-wise comparison using statistical 

significance tests is performed. The algorithms are ordered based on their 

significance results score. In the average correlation method, ranks are computed 

for each fold of the 10-fold CV results which are then averaged to get the ideal 

rank. All the algorithms are arranged based on their average correlation score. 

Similarly, in the AWC method, weights are assigned to the ranks of individual folds 

and are then averaged together for get the final ranks.  
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The motivation for proposing the new ideal ranking generation method, so called 

WAMR, is that it is designed for multiple-criteria rather than single criterion, where 

the following essential steps take place prior to ideal ranks generation, such as 

normalizations of the criteria values, weighting the normalized value for uniformity 

with the AMD method, aggregating the weighted performance of all the criteria 

and taking average to get global performance results. 

In step (iii), the agreement score, which is the mean agreement between the 

recommended ranking and the ideal ranking, is measured using the Spearmanôs 

ranked correlation coefficient [137, 138]. The final value of the agreement is a 

measure of the quality of the recommended ranking and proves the level of 

correctness of the proposed AMD method. The formula for Spearmanôs rank 

correlation coefficient is shown in equation 14. 

2 ρ  
φz В )2 22

Î Î   
ȟ 

(14) 

where, )2 and 22 are the ideal and recommended ranking of algorithm i, 

respectively, and n is the number of algorithms to compare. If the value of 2 =1, 

it represents a perfect agreement and if 2= ī1, it represents a perfect disagreement. 

If 2= 0, then both the ranks are not related. Significance of Spearman rank 

correlation can be determined by looking in the table of critical values for 2 with 

different levels of significance, i.e., Ŭ value [139]. Similarly, the overall result for 

all the datasets is evaluated using the average Spearman rank correlation coefficient 

(!ÖÇ2). This is shown by equation 15, 

!ÖÇ2 
В 2 Ä

Ä
ȟ 

(15) 

where, 2 Ä  is the Spearmanôs rank correlation coefficient for dataset Ä and Ä is 

the total number of datasets. 
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4.5.3. Experiments and analysis of the results 

In this section we perform a set of experiments and analyze the results from diverse 

perspective to validate the proposed AMD methodology. The set of experiments 

includes: (a) correctness check using average Spearmanôs correlation coefficient, 

(b) generalization power check using sensitivity and consistency, and (c) 

significance fitness evaluation. 

4.5.3.1. Correctness: average Spearmanôs rank correlation coefficient 

To estimate correctness level of the proposed AMD, average Spearmanôs rank 

correlation coefficient is computed for all the datasets, using the proposed AMD 

methodology. The average of recommended rankings for all the datasets is shown 

in Table 4.11. The weights used for generating the recommended ranking are: 

Wgt.Avg.F-score (0.69520), CPUTimeTraining (0.05067), CPUTimeTesting 

(0.10097), and Consistency (0.15315). In the second step, ideal rankings for all the 

datasets are generated by taking average of the weighted sum of the normalized 

values of these evaluation metrics. Finally, the 2 is computed using equation 14 

and the !ÖÇ2 is calculated using equation 15.  

Table 4.11. Average Spearmanôs rank correlation coefficient for 15 classification datasets 

Dataset ID Dataset Name ἠ▼ 

1 abalone-3class 0.988 

2 rabe-148 0.985 

3 acute-inflammations-nephr 0.994 

4 ADA_Agnostic 0.990 

5 ADA_Prior  0.991 

6 adult-4000 0.983 

7 adult-8000 0.975 

8 aileron 0.979 

9 analcatdata-AIDS 0.983 

10 analcatdata-apnea2 0.932 

11 analcatdata-apnea2 0.963 

12 analcatdata-asbestos 0.973 

13 analcatdata-authorship 0.999 

14 analcatdata-bankruptcy  0.983 

15 analcatdata-birthday  0.969 

ἋἾἯἠ▼ 0.979 

The !ÖÇ2 value is very close to 1, which demonstrates correctness of the proposed 

AMD methodology. It accurately ranks the algorithms and thus assists experts in 



Chapter 4: Multi -criteria Decision Making for Classifier Selection 

(72) 

the selection of accurate algorithms under the specified criteria. The statistical 

significance test of Spearmanôs rank correlation coefficient shows that the value 

πȢωχω is statistically significant at the level of 0.001, with (35-2=33) degree of 

freedom (df), because the average correlation value πȢωχω is far greater than the 

critical value of the correlation, i.e., 0.554. To show the process of calculating 2, 

results for the abalone-3class dataset are shown in Table 4.12. 

Table 4.12. Computation of Spearmanôs rank correlation coefficient 

Algorithms  RR IR (IR-RR) (IR-RR)2 

bayes.BayesNet 16 17 1 1 

bayes.NaiveBayes 19 20 1 1 

bayes.NaiveBayesUpdateable 20 21 1 1 

functions.Logistic 1 1 0 0 

functions.RBFNetwork 25 24 -1 1 

functions.SMO 13 13 0 0 

misc.HyperPipes 34 34 0 0 

misc.VFI 31 28 -3 9 

rules.ConjunctiveRule 33 31 -2 4 

rules.DecisionTable 11 11 0 0 

rules.DTNB 32 33 1 1 

rules.JRip 26 26 0 0 

rules.OneR 9 8 -1 1 

rules.PART 30 30 0 0 

rules.Ridor 29 29 0 0 

rules.ZeroR 35 35 0 0 

trees.BFTree 24 22 -2 4 

trees.FT 27 32 5 25 

trees.J48 8 7 -1 1 

trees.J48graft 12 12 0 0 

trees.LADTree 15 15 0 0 

trees.RandomForest 23 27 4 16 

trees.RandomTree 18 16 -2 4 

trees.REPTree 5 5 0 0 

trees.SimpleCart 21 19 -2 4 

meta.AdaBoostM1 17 18 1 1 

meta.Bagging 4 4 0 0 

meta.Dagging 22 23 1 1 

meta.END 14 14 0 0 

meta.FilteredClassifier 3 3 0 0 

meta.LogitBoost 28 25 -3 9 

meta.RacedIncrementalLogitBoost 10 10 0 0 

meta.RandomSubSpace 6 6 0 0 

meta.Stacking 7 9 2 4 

meta.Vote 2 2 0 0 

 
)2 22  88 

 ἠ▼ ρ  
φz В )2 22

Î Î   
 0.988 
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The interpretation of 2 result is the same as we did for the !ÖÇ2. A pictorial view 

of the results of recommended and ideal ranking for the abalone-3class dataset is 

shown in Figure 4.7. 

 

Figure 4.7. Comparison of recommended ranking (RR) and ideal ranking (IR). 

This figure shows that the recommended ranking of AMD is closed to the ideal 

ranking.  

4.5.3.2. Generalization of AMD: sensitivity and consistency analysis 

In multi-criteria decision making, the choice and number or weights of the criteria 

affect the final recommended ranking [22, 140-142]. It has been demonstrated that 

the choice of criteria or the change in weights transforms the final recommended 

ranking [22, 140]. In majority of the algorithms ranking cases, it is hard for the 

decision makers to agree on the final ranks generated by a ranking method and is 

therefore required to perform sensitivity analysis [143, 144]. The significant results 

of the ranking method under varying parameters demonstrates generalization 

power of a ranking method. In our case, the scope of sensitivity analysis is limited 
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to the change in relative weights of criteria. We change the weight of each criterion, 

i.e., Wgt.Avg.F-score, CPUTimeTesting, CPUTimeTraining and Consistency, one 

at a time, and compute the Spearmanôs rank correlation coefficient value to see 

how the proposed AMD behaves with the changed weights. For the criteria 

Wgt.Avg.F-score, CPUTimeTesting, CPUTimeTraining and Consistency, the 2 

results generated by the proposed AMD methodology using weights 

(0.70,0.05,0.10,0.15), (0.05,0.70,0.10,0.15), (0.05,0.10,0.70, 0.15) and 

(0.05,0.10,0.15,0.70) are shown in Table 4.13.  

Table 4.13. Sensitivity analysis of classifiers with varying criteria weights 

  Sensitivity Analysis 

ID Dataset Name 

ἠ▼ - F-score 

(0.70,0.05,0.1

0,0.15) 

ἠ▼ - TestTime 

(0.05,0.70,0.10,0.15) 

ἠ▼- TrainTime  

(0.05,0.10,0.70, 

0.15) 

ἠ▼- 
Consistency 

(0.05,0.10,0.15,

0.70) 

1 abalone-3class 0.454 0.913 0.523 0.999 

2 rabe-148 0.904 0.758 0.500 0.992 

3 
acute-

inflammations-nephr 
0.858 0.798 0.501 0.979 

4 ADA_Agnostic 0.880 0.368 0.819 0.433 

5 ADA_Prior 0.295 0.943 0.565 0.985 

6 adult-4000 0.276 0.890 0.599 0.979 

7 adult-8000 0.488 0.792 0.670 0.943 

8 aileron 0.946 0.223 0.806 0.563 

9 analcatdata-AIDS 0.654 0.766 0.500 0.995 

10 analcatdata-apnea2 0.107 0.844 0.652 0.986 

11 analcatdata-apnea2 0.158 0.936 0.618 0.972 

12 analcatdata-asbestos 0.508 0.838 0.500 0.999 

13 
analcatdata-

authorship 
0.880 -0.265 0.738 -0.074 

14 
analcatdata-

bankruptcy 
0.945 0.863 0.543 0.998 

15 analcatdata-birthday -0.506 0.777 0.618 0.990 

ἋἾἯἠ▼ 0.523 0.696 0.610 0.849 

*F-score: WgtAvgF-score 

*TestTime: CPUTimeTesting 

*TrainTime: CPUTimeTraining 

In Table 4.13, the 2 value for each set of the weights of the evaluation criteria is 

computed (using equation 14) and evaluated in the same way as in previous section. 

However, in this case, the ideal ranking is computed for the individual criteria and 

compared with the recommended ranking. In each set of the weights, more 

preference, i.e., weight 0.70, is given to only one criterion and thus algorithms are 
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preferred with respect to that criterion, which is natural. In Table 4.14, the 2 

values shown in bold demonstrate negative/weak correlation with respect to the 

ideal ranking. The !ÖÇ2 (for all datasets, computed using equation 15) in all the 

cases are positively correlated to ideal ranking, which demonstrate that the AMD 

is a generalized and consistent methodology that performs well in varying 

conditions. The statistical significance test of Spearmanôs rank correlation 

coefficient for the Wgt.Avg.F-score shows that the correlation value 0.523 is 

statistically significant at the level of 0.005-0.002, with (35-2=33) degree of 

freedom (df), because it is greater than the critical value 0.482 for 2. Similar 

interpretations can be made for the rest of criteria. 

4.5.3.3. Significance fitness evaluation 

The results of equation 8, which identifies significantly poor algorithms for the 

datasets are shown in Table 4.14. 

Table 4.14. Analysis of significantly poor algorithms using significant fitness function 

Algorithm  
ADA_Agnostic 

(rank)  

ADA_Prior 

(rank)  

adult-

4000 

(rank)  

adult-

8000 

(rank)  

aileron 

(rank)  

analcatdata-

authorship 

(rank)  

bayes.BayesNet* 26 4 2 7 27 4 

bayes.NaiveBayes* 19 11 12 21 30 7 

bayes.NaiveBayesUpdateable* 20 10 15 20 31 8 

trees.FT* 30 32 32 32 25 2 

trees.RandomForest* 17 25 23 24 17 6 

meta.Dagging* 27 18 21 26 32 30 

These results show that the classification algorithms bayes.BayesNet and 

bayes.NaiveBayes get higher ranks (4 and 7) on the analcatdata-authorship, 

however their performance on this dataset does not remain significant for all the 

criteria. Hence, prior applying the ranking process, the significance fitness function 

is required to execute to filter out insignificant algorithms from the competition. 

The values presented in bold represent the rank of algorithms on the dataset shown 

in the columns.  

4.5.4. Comparison with existing methods 
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In this section, we compare the results of AMD methodology with two well-known 

methods: adjusted ratio of ratios (ARR) [32] and automatic recommendation of 

classification algorithms based on data set characteristics, abbreviated as PAlg 

[40]. These methods evaluate and rank classification algorithms on the basis of 

accuracy and time.  

The equation of ARR ranking methodology [32] is shown in equation 16,  

!22

32

32

ρ  θzÌÏÇ
4

4

Ȣ 
(16) 

The accuracy is represented as the ratio of success rates of algorithm ap to 

algorithm aq on a dataset d as the numerator of the ARR. The time, which is the 

total of training and execution times, which is represented as a ratio of times is used 

as the denominator. To enforce preferences on the criteria, parameter  θ is 

introduced with its value θ = 0.1, 1, and 10 to specify 10% preference of the 

accuracy on time, equal preferences of both the accuracy and time and 10% 

preference of time over the accuracy, respectively. 

In the algorithm selection article [40], the performances of algorithms are evaluated 

using equation 17, where accuracy and total time are directly used instead of their 

ratios. The setting for θ is the same as that of the ARR method. 

0
!ÃÃÕÒÁÃÙȟ

ρ  θzÌÏÇ24ÉÍÅȟ
  

(17) 

As these two methods are only based on accuracy and execution and training time 

(T/RTime), therefore to create a fair comparison, we formulate our proposed 

criteria accordingly. We picked Wgt.Avg.F-score, CPUTimeTraining and 

CPUTimeTesting and omitted the Consistency criterion. The values of 

CPUTimeTraining and CPUTimeTesting are averaged to get the uniform value for 

T/RTime, used in equation 16 and 17, respectively. For simplicity, we performed 
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experiments only for θ = 0.1 with three different sittings, such as ranking for all 

35 algorithms (k=35), ranking for only top 5 algorithms (k=5) and ranking for top 

3 algorithms (k=3). The weight for accuracy (Wgt.Avg.F-score) and T/RTime, in 

our proposed AMD method, were taken as 0.55 and 0.45, which are compliant to 

 θ= 0.1. 

We performed comparison experiments on the same 15 datasets and the results 

generated are shown in Table 4.15 and Figure 4.8(a-c). 

Table 4.15. Comparison of AMD method with state-of-the-art methods 

Id  Dataset 

AMD  PAlg ARR 

ἠ▼ with Ŭ=0.1 (Wgt.F-

Score=0.55, 

Rtime=0.45) 

ἠ▼ with Ŭ=0.1 (Wgt.F-

Score=0.55, 

Rtime=0.45) 

ἠ▼with Ŭ=0.1 (Wgt.F-

Score=0.55, Rtime=0.45) 

k=35 k=5 k=3 k=35 k=5 k=3 k=35 k=5 k=3 

1 
abalone-

3class 
0.9720 0.9978 1.0000 0.8473 0.9926 0.9944 0.6012 0.9769 0.9842 

2 rabe-148 1.0000 1.0000 1.0000 0.9900 1.0000 1.0000 0.5200 0.9450 0.9520 

3 

acute-

inflammation

s-nephr 

1.0000 1.0000 1.0000 0.9641 1.0000 1.0000 0.5199 0.9940 0.9908 

4 
ADA_Agnost

ic 
0.9852 0.9974 0.9989 0.3187* 0.9171 0.9521 0.2696* 0.8752 0.8865 

5 ADA_Prior  0.9899 0.9992 0.9993 0.8081 0.9699 0.9863 0.4966 0.8975 0.9515 

6 adult-4000 0.9922 1.0000 1.0000 0.8314 0.9715 0.9851 0.3482* 0.8641 0.9342 

7 adult-8000 0.9824 0.9997 1.0000 0.7028 0.9556 0.9697 0.2529* 0.8871 0.9158 

8 aileron 0.9882 0.9986 0.9997 0.7541 0.9724 0.9869 0.5646 0.9956 0.9987 

9 
analcatdata-

AIDS 
0.9801 0.9985 0.9987 0.9908 1.0000 1.0000 0.5039 0.8929 0.9399 

10 
analcatdata-

apnea2 
0.9916 1.0000 1.0000 0.9748 0.9987 1.0000 0.5162 0.9799 0.9910 

11 
analcatdata-

apnea2 
0.9955 1.0000 1.0000 0.9501 1.0000 1.0000 0.5292 0.9636 0.9854 

12 
analcatdata-

asbestos 
0.9711 1.0000 1.0000 0.9706 1.0000 1.0000 0.4764 0.9359 0.9410 

13 
analcatdata-

authorship 
0.9980 0.9992 0.9993 0.5070 0.9164 0.9637 0.2524* 0.7271 0.7921 

14 
analcatdata-

bankruptcy  
0.9975 1.0000 1.0000 0.9756 0.9997 1.0000 0.4574 0.8694 0.9185 

15 
analcatdata-

birthday  
0.9854 1.0000 1.0000 0.9728 0.9977 1.0000 0.5298 0.9107 0.9567 

ἋἾἯἠ▼ 0.9886 0.9993 0.9997 0.8372 0.9794 0.9892 0.4559 0.9143 0.9426 
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The performance results of the proposed AMD method are significantly better than 

the results of the PAlg and ARR under the three different setup: all (k=35) 

algorithms, top k=5 algorithms and top k=3 algorithms. For the proposed method, 

the statistical significance test of Spearmanôs rank correlation coefficient shows 

that the correlation values, 2 πȢωψψφ, 2 πȢωωωσ, and 2 πȢωωωχ, 

for k=35, k=5 and k=3, respectively, are statistically significant at the level of 

0.001, with (35-2=33) degree of freedom (df). Similar interpretation can be made 

for PAlg method. However, this method produces ranks for the algorithms (with 

k=35) on the ADA_Agnostic dataset, which is statistically insignificant with 

respect to the ideal ranking. Similarly, the results of ARR method are significantly 

poor as compared to the proposed methods under all the conditions of k=35, k=5 

and k=3. Under the setting, k=35, the ARR results are significant with respect to 

the critical value of 2 at the level of 0.01-0.005 with 33 degree of freedom. Using 

this method, four datasets, represented with ó*ô has the ranks which are 

significantly poor and not correlated to the ideal ranking. 



Chapter 4: Multi -criteria Decision Making for Classifier Selection 

(79) 

 

Figure 4.8. Comparison of the AMD method with state-of-the art methods 

Figure 4.8 shows that AMD performs significantly better as compared to the state-

of-the art methods under all the settings of top k=35, top k=5 and top k=3 

algorithms. 
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4.5.4.1. Statistical significance test for comparison of ranking methods 

To test whether the results produced by AMD methodology are statistically 

significant or not as compared to the comparing methods, we performed 

Friedmanôs test [145]. First we set the following hypotheses: 

¶ H0: There is no difference in the mean average correlation coefficients, 

!ÖÇ2, for the three ranking methods (AMD, ARR and PAlg with all the 

datasets). 

¶ H1: There are some differences in the mean average correlation 

coefficients, !ÖÇ2, for the three ranking methods. 

For illustrating Friedmanôs test process and the corresponding results, we compare 

the three ranking methods (i.e., j = 1, 2, 3) on the 15 datasets. All the steps are 

shown in Table 4.16(a-c). The steps are performed as follows: (a) rank the 

correlation coefficients for each dataset, i.e., RR, (b) calculate the mean rank for 

each method, i.e., 22 В22Îϳ , where n is the number of datasets (15 in this 

case), (c) calculate the overall mean rank (Í2) across all the methods, i.e., Í2

ά ρ ςϳ ς, where m is the number of methods to compare (m=3 in this case), 

(d) calculate sum of the squared differences of mean rank for each method and the 

overall mean rank, i.e., 3 В 22 Í2 , and (e) calculate Friedmanôs statistic, 

- ρςÎ3ËË ρϳ .  

The calculation of these steps is shown in Table 4.16(a-c), for all the fifteen 

datasets, and the results are summarized in Table 4.17. In the example of Table 

4.16, where n = 15 and m = 3, the critical value C is 10.99 for a confidence level 

of 95%. The Friedmanôs test values (M) for k=35, k=5 and k=3 > C(10.99) is true, 

therefore the null hypothesis is rejected, which means 0.083 second that the average 

performance of the three methods is not similar and hence AMD is significantly 

better than state-of-the-art methods in comparison. 
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4.6. Limitations of AMD method for Classifier Selection 

The proposed AMD method performs well as compared to the existing state-of-

the-art methods, described in comparison section, however it comes with the 

following shortcomings that need proper research in future to overcome. 

1. As described earlier, for ranking classifiers, correct criteria, based on 

suitable metrics is required. In the proposed AMD methodology, the 

criteria selection is depended on end userôs goal, user level and system 

level constraints and specially the expertsô knowledge about the domain 

and the available candidate algorithms. If the information are not available 

the proposed methodology will not be well-exploited for suitable classifier 

selection.  

2. The proposed method has provided minimum support for the automatic 

criteria selection. A partially automatic solution, in the form of classifiers 

quality meta-metric classification model, is provided, however it is not 

enough to reduce the expertsô efforts and time. To resolve this issue an 

advanced method is required to minimize the expertsô time and efforts by 

introducing a semi-automatic analysis method for analyzing the classifiers 

performance metrics against the goal and constraints defined by the end 

user for his/her application. 

3. The AMD methodology uses relative criteria weighting mechanism which 

is a semi-automatic way requiring expertsô preferences for quantifying 

their opinion in the form of weights. However, expertsô availability is not 

always be guaranteed, therefore some other mechanism need to be 

designed to estimate criteria weight. 

4. The proposed method is based on exhaustive search mechanism to rank 

algorithms and finally select a single one for the application in hand. A 

hierarchical searching mechanism is required to filter-out the most unfit 

algorithms from the competition and reduce the search scope for 

recommending suitable algorithm. 
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Table 4.16. Friedmanôs test steps to compare ranking methods for statistical significance 
(a) Friedmanôs test steps for comparing ranking methods with k=35                     

Dataset d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15   

Method\Rs Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR RRj (RRj-mR)2 

AMD  0.9720 1.0 1.0000 1.0 1.0000 1.0 0.9852 1.0 0.9899 1.0 0.9922 1.0 0.9824 1.0 0.9882 1.0 0.9801 2.0 0.9916 1.0 0.9955 1.0 0.9711 1.0 0.9980 1.0 0.9975 1.0 0.9854 1.0 1.1 0.871111111 

PAlg 0.8473 2.0 0.9900 2.0 0.9641 2.0 0.3187 2.0 0.8081 2.0 0.8314 2.0 0.7028 2.0 0.7541 2.0 0.9908 1.0 0.9748 2.0 0.9501 2.0 0.9706 2.0 0.5070 2.0 0.9756 2.0 0.9728 2.0 1.9 0.004444444 

ARR 0.6012 3.0 0.5200 3.0 0.5199 3.0 0.2696 3.0 0.4966 3.0 0.3482 3.0 0.2529 3.0 0.5646 3.0 0.5039 3.0 0.5162 3.0 0.5292 3.0 0.4764 3.0 0.2524 3.0 0.4574 3.0 0.5298 3.0 3.0 1 

                               S 1.875555556 

(b) Friedmanôs test for comparing ranking methods with k=5                      

Dataset d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15   

Method\Rs Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR RRj (RRj-mR)2 

AMD  0.9978 1.0 1.0000 1.5 1.0000 1.5 0.9974 1.0 0.9992 1.0 1.0000 1.0 0.9997 1.0 0.9986 1.0 0.9985 2.0 1.0000 1.0 1.0000 1.5 1.0000 1.5 0.9992 1.0 1.0000 1.0 1.0000 1.0 1.2 0.64 

PAlg 0.9926 2.0 1.0000 1.5 1.0000 1.5 0.9171 2.0 0.9699 2.0 0.9715 2.0 0.9556 2.0 0.9724 3.0 1.0000 1.0 0.9987 2.0 1.0000 1.5 1.0000 1.5 0.9164 2.0 0.9997 2.0 0.9977 2.0 1.9 0.017777778 

ARR 0.9769 3.0 0.9450 3.0 0.9940 3.0 0.8752 3.0 0.8975 3.0 0.8641 3.0 0.8871 3.0 0.9956 2.0 0.8929 3.0 0.9799 3.0 0.9636 3.0 0.9359 3.0 0.7271 3.0 0.8694 3.0 0.9107 3.0 2.9 0.871111111 

                               S 1.528888889 

(c) Friedmanôs test for comparing ranking methods with k=3                      

Dataset d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15   

Method\Rs Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR Rs RR RRj (RRj-mR)2 

AMD  1.0000 1.0 1.0000 1.5 1.0000 1.5 0.9989 1.0 0.9993 1.0 1.0000 1.0 1.0000 1.0 0.9997 1.0 0.9987 2.0 1.0000 1.5 1.0000 1.5 1.0000 1.5 0.9993 1.0 1.0000 1.5 1.0000 1.5 1.3 0.49 

PAlg 0.9944 2.0 1.0000 1.5 1.0000 1.5 0.9521 2.0 0.9863 2.0 0.9851 2.0 0.9697 2.0 0.9869 3.0 1.0000 1.0 1.0000 1.5 1.0000 1.5 1.0000 1.5 0.9637 2.0 1.0000 1.5 1.0000 1.5 1.8 0.054444444 

ARR 0.9842 3.0 0.9520 3.0 0.9908 3.0 0.8865 3.0 0.9515 3.0 0.9342 3.0 0.9158 3.0 0.9987 2.0 0.9399 3.0 0.9910 3.0 0.9854 3.0 0.9410 3.0 0.7921 3.0 0.9185 3.0 0.9567 3.0 2.9 0.871111111 

                               S 1.415555556 

Table 4.17. Summary of Friedmanôs test results for comparing ranking methods 

Friedmanôs Test S M C M vs. C Interpretation  

Top-K=35 1.876 28.133 10.99 M > C M(28.13) > C(10.99) Ą null hypothesis is rejected at the confidence level Ŭ = 0.001 

Top-K=5 1.529 22.933 10.99 M > C M(22.93) > C(10.99) Ą null hypothesis is rejected at the confidence level Ŭ = 0.001 

Top-K=3 1.416 21.233 10.99 M > C M(21.23) > C(10.99) Ą null hypothesis is rejected at the confidence level Ŭ = 0.001 
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4.7. Summary 

In this chapter, firstly, we introduced the concepts of algorithmsô quality meta-metrics 

(QMM), describing physical meaning of the evaluation criteria, and developed a 

classification model with the help of extensive literature study to assist experts in the 

selection of suitable evaluation criteria for comparison of the classifiers. Motivated 

from the expertsô consensus-based nominal grouped technique, we proposed an 

experts group-based method for the selection of suitable evaluation metrics from a 

large set of evaluation metrics and satisfying the constraints defined by the 

users/experts at the goal and objectives definition time.  

Secondly, we estimated consistent relative weights for the evaluation metrics using 

the expert group-based decision making using the analytical hierarchy process. The 

expertsô preferences on the criteria are quantified effectively and the weights are 

checked for consistency. We have analyzed performance of classification algorithm 

using statistical significance test and our proposed fitness function to filter out 

algorithms, which are statistically insignificant on all the evaluation criteria. For 

ranking the algorithms, we computed the relative closeness value of all the algorithms 

with respect to the ideal ranking, using the AHP-based estimated weights and local 

and global constraints on the evaluation criteria. The local constraints on criteria are 

used to encourage and discourage some of the criteria based on the categorization as 

cost and benefit criteria. The global constraints are imposed in the form of consistency 

measure that takes the standard deviation of all the criteria and consider an aggregate 

value to evaluate the quality of the selected/recommended algorithm. 

Finally, we evaluated the AMD methodology by conducting a series of experiments 

on 15 different classification datasets using 35 classification algorithms. We 

compared the results of AMD with two stat-of-the-art methods. Results shows that 

the proposed AMD methodology performing significantly better than state-of-the-art 

methods and produce good results.
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Chapter 5     

CBR-based Meta-learning and Reasoning for Accurate 

Classifier Selection  

 

5.1. Overview 

In machine learning area, a large number of classification algorithms are available 

that can be used for solving the problems of prediction and classification in different 

domains. These classifiers perform differently on different learning problems. For 

example, if one algorithm perform better on one dataset, the same algorithm may 

perform badly on different dataset. The reason is that each dataset has different nature 

in terms of its local and global characteristics. Similarly, the number of candidate 

algorithms are also large in number and it is very hard, even for a machine learning 

practitioner or expert, to know the intrinsic behaviors of different algorithms on 

different datasets and are therefore unable to select a right algorithm for his problem 

in-hand. One way of determining the behavior of each algorithm on different datasets 

is to perform algorithms performance analysis on the results generated using cross-

validation strategy. Once the results are generated, ranking is performed on the final 

score and the top ranker is selected is the applicable algorithm. In Chapter 4, AMD 

methodology is proposed that performs the same task, however this proposed idea is 

complex due to the exhaustive search and analysis process of the results. To support 

the AMD methodology with some automatic search mechanism, an automatic 

classifier selection methodology is required. This automatic selection of suitable 

classifier, for building a data mining application for a userôs problem in-hand, is one 

of the most important tasks in machine learning applications development since the 

applied algorithm (classifier) has great impact on the overall performances of the 

resulting classifier. However, this automatic selection of classifier is a challenging 

task in computer science, because the algorithms exploit the structure of the input 

data problem under consideration. This makes the problem of algorithm selection as 



Chapter 5: CBR-based Meta-learning and Reasoning for Accurate Classifier Selection 

(85) 

a domain and application dependent task that requires knowing the characteristics of 

data and the objective of the user. Thus the automatic algorithm selection task is 

basically a three-fold process model, as described below. 

(i) Definition of the application specific goal and objectives by the user of 

the algorithm for his learning problem 

(ii)  Determining a representative suitable set of characteristics of the 

available data in the form of aggregated global features, also termed as 

meta-features 

(iii)  Designing an efficient and accurate integration method to correctly map 

the user goal and characteristics of data and hence recommend right 

algorithm for the given data 

The goal is the meta-characteristic(s) of the classifiers in which the user is interested, 

e.g., the selected algorithm should be accurate and consistent as compared to the 

candidate list of algorithms. Chapter 5 has discussed this issue of determining the 

goal and analyzing the algorithms performances based on that goal using multi-

criteria decision. The characteristics are meta-features of the dataset that represents 

different behaviors of the data. Each dataset can be viewed as multi-dimensional 

based on type of characteristic they own. The integration of these meta-features or 

characteristic of the data with the goal of the user can be represented by building a 

meta-learning model. The rest of the chapter describes the whole process of analyzing 

the classifier performance based on the userôs goal, extracting suitable set of meta-

features, building a Case-Base for case-based reasoning (CBR) methodology and 

recommending classifier for a new dataset. 

In this chapter, we are presenting the idea of automatic classifier selection using CBR-

based meta-learning methodology that automatically selects a right decision tree 

classifier from a set of nine candidate classifiers implemented in Weka library. 

5.1.1. Key Contributions 
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As discussed in Chapter 3, a large number of methods, models, frameworks and 

methodologies have been proposed for automatic algorithms selections, however they 

have their limitations that have been analyzed in Chapter 3. The key contributions 

made through the proposed CBR-based meta-learning approach are enlisted below. 

(i) Proposed a flexible and incremental meta-learning and reasoning based 

framework using CBR-based methodology integrated with multi-

criteria decision making, for classifier evaluation, and data 

characterization using multi-view meta-features extraction.  

(ii)  A new multi-metrics criteria is proposed for the evaluation of decision 

tree classifiers to select the best classifier as class label for the cases in 

training dataset (i.e., resolved cases in the proposed CBR methodology). 

Classifiers are analyzed based on their predictive accuracy and standard 

deviation, called consistency to select the best classifier as class-label. 

(iii)  The idea of multi-view learning is proposed to learn the data from 

multiple perspectives, with each perspective representing a set of similar 

meta-features that reflects one kind of behaviors of the data. Each set of 

features is called a family that forms a view of dataset.  

(iv) Proposed a multi-level multi-view meta-reasoning methodology with a 

flexible and incremental learning model integrating CBR with the 

classifiers conflict resolving (CCR) method to accurately recommend 

the most similar case as the suggested classifiers for a given new dataset. 

For the CBR retrieval phase, accurate similarity matching functions are 

defined, while for the CCR method, weighted sum score and AMD 

method (presented in Chapter 4) are proposed.  

5.2. CBR-based Meta-learning and Reasoning (CBR-MLR) 

Framework 

In this section, the architectural view of the proposed framework, shown in Figure 

5.1, is focused and each module is described with the rationales behind its use in the 

framework. This framework is motivated from the Rice framework [146] initially 
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designed for the algorithm selection problem based on the data and algorithm 

characterization.  

5.2.1. Definition of Algorithm Selection Problem 

Based on the Rice model [146], given a problem p as input, a set of candidate decision 

tree classifiers A that can learn the same p with different performance Y, ýnd and 

select a decision tree classifier a ᷾  A that can learn p with best possible performance. 

Now, we formally deýne the algorithm selection problem and introduce notation that 

we will use throughout this paper. Let P denotes a set of historical problems (i.e., 

classification datasets; in this case) with F as the features vector for representing the 

meta-features of each problem p ⱦ P and A is a set of classification algorithms that 

can solve P with some performance Y. 

5.2.2. Architecture of CBR-MLR  Framework 

An abstract architecture of the proposed CBR- MLR framework is shown in Figure 

5.1. As outlined in the overview, the problem of algorithm selection is a decision 

making problem with three main processes, the corresponding framework also 

consists of three modules. These includes: 

(i) Dataset and classifiers characterization (DCC) 

(ii)  Algorithms selection model creation 

(iii)  Multi -level Multi -view Meta-reasoning (MlvMr) 
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Figure 5.1. CBR-based meta-learning and reasoning framwork for classifier selection 

 

In the high level abstracted view (Figure 5.1), the proposed framework for the 

automatic classifier selection based on multi-view meta-learning consists of two main 

phases, offline phase and online phase, as described below. 

5.2.2.1. Offline Phase: Creation of Classifier Selection Model 

This is the offline phase of the process of automatic classifier selection, where a 

model is developed that works as a knowledge model for real-world recommendation 

of a suitable classifier for a given new learning problem. It further consists of datasets 

and classifiers characterization and model creation processes, as described below.  

¶ Datasets and Classifiers Characterization (DCC): is the process of 

characterizing historical data problems ὖ and classifiers ὃ and mapping them 

against each other in way that the best classifier ὥ is assigned the feature 

vector Ὂ. This produces resolved cases/instances for training purpose that are 

used in later step of model creation. This component is responsible for 



Chapter 5: CBR-based Meta-learning and Reasoning for Accurate Classifier Selection 

(89) 

extraction of meta-features Ὂ for each dataset Ὠ and relating/aligning the 

feature vector against the best classifier ὥᶰὃ. The best classifier ὥ in this 

case is computed using the multi-criteria decision making methodology (see 

Chapter 4), utilizing predictive accuracy and consistency measures from the 

classifiers performance space ὣ. In the data characterization process, 

different meta-features, belonging to different families, such as simple 

statistical, advanced statistical and information theoretic, are extracted to 

enable multi-view learning for best classifier selection from multiple 

perspectives. 

¶ Model Creation: is the process of building classifiers selection model from 

the training instances produced by the DCC as output. Each training instance 

is a resolved case with meta-features as the problem description part and the 

best applicable classifier as the solution part or class label. This model can 

be created using different machine learning algorithms, however it is very 

hard to build such model using traditional learning methods due to the small 

number of training instances. To overcome this issue, we adopt the traditional 

CBR model with some enhancements in the case base creation and retrieval 

phases. In the proposed framework, output of the model creation is a case 

base of resolved cases that will be used in the online phase for real-world 

recommendation of right classifier for a given new dataset. 

5.2.2.2. Online Phase: CBR-based Multi-level Multi-view Meta-Reasoning 
(CBR-MlvMr) 

This is the online phase of the process of automatic classifier selection, where a 

suitable classifier is recommended to the end user for his given new dataset. It further 

consists of meta-features extraction of the new dataset, application of the standard 

CBR methodology for selecting top-k similar cases from the case base (created 

model: case base) and resolving the conflict, if more than 1 similar classifiers are 

recommended by the CBR methodology. The detail are described as follows.  

¶ New Case Preparation (Multi -view Meta-features Extraction): To 

recommend a classifier for a new dataset, first an un-resolved case, consisting 
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only feature vector, is prepared. For this purpose the same dataset 

characterization mechanism is used as described in the offline phase. 

Multiple families of meta-features, such as simple statistical, advanced 

statistical and information theoretic features are extracted in which each 

group represents a different view of the dataset. This makes the process of 

algorithm selection as a multi-view learning process. 

¶ CBR-based Multi -views Meta-reasoning: to recommend most suitable top-

k classifiers for a new learning problem, represented as a multi-view meta-

features case, a customized-CBR methodology with the retrieve, reuse and 

retain steps is used. Accurate local and global similarity functions are defined 

that search the algorithm selection model (i.e., the case base of the resolved 

case) and returns top-k (with k=3) similar classifiers. If no classifier is the 

winner among k=3, then the classifiers conflict resolver step is activated prior 

to retain step to enable multi-level meta-reasoning. 

¶ Multi -level Meta-reasoning (Classifiers Conflict Resolver): is enabled 

when the first level, CBR, reasoning recommends classifiers with similar 

performance score. At this second level of meta-reasoning, the classifiers 

meta-characteristics are used rather than the data characteristics to break the 

tie with a best decision. A weighted sum aggregate score computation criteria 

is proposed that consumes the classifiers characteristics, such as decision tree 

length, number of rules, depth etc., as input and returns an aggregate score to 

rank the tie classifier. The classifier with highest rank is selected and 

suggested to the end user for building his/her data mining application. 

¶ Retain New Case (Incremental/Evolutionary Learning):  is used to add the 

meta-features vector along with the recommended classifier as a new 

resolved case to the case base to improve quality of the system for future 

recommendations. One of the rationales behind the use of CBR-based 

methodology for classifier selection is the ability of CBR system to 

incrementally learn the domain and improve quality of the model with 

passage of time. 
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5.2.3. Methods of CBR-MLR  Based Classifier Selection 

This section describes the methods used in each step or module of the proposed CBR-

MLR framework. 

5.2.3.1. Multi-view Data Characterization - Meta-Features Extraction 

To design an accurate classifier, the selection of a best classifier is required. As 

described earlier, the selection of a best classifier is a multi-factors problem, where 

multiple parameters need to be considered.  For example, how the classifier produce 

results, measured using various performance evaluation metrics? How the 

performance is affected by the nature of the data, which can be described in terms of 

data characteristics. The performance of classifiers varies from data to data. If the 

characteristics of data are accurately mapped against the performance of classifiers, 

it will help in understanding the relations of data to classifiers and ultimately will 

assist in the selection of a best classifier for a problem in hand. These characteristics 

of the data are termed as meta-features and the resulting model is called meta-learning 

model. Each dataset can be represented as a set of meta-features, grouped into various 

families, representing a different view of the dataset. A multi-view analysis of the 

dataset during classifier selection process enables the resulting model to best map the 

data, using all its characteristics, against the best classifier. The general concept of 

multi-view data characterization for classifier selection is shown in Figure 5.2. 

 

Figure 5.2. Multi -view representation of classification dataset based on meta-characteristics 
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In state-of-the-art meta-learning methods for algorithm selection, the analysis or 

automatic algorithm selection model creation is based on various single view meta-

features, which then recommends algorithms by considering only those specific 

features of the model for each given new dataset.  A few examples of such views are 

statistical, information theoretic, complexity, landmarking and model-based [21] 

[40], that have been analyzed in Chapter 3. In this study, we propose a new multi-

view meta-features based classifier selection model utilizing twenty nine 

characteristics from the general, basic statistical, advanced statistical and information 

theoretic views of the different available views of characteristics, as shown in Tables 

5.1-5.4.   

Table 5.1. General view (meta-characteristics) of classification dataset 

Meta-Feature ID Description  

General 1 InstanceCount 

General 2 NumAttributes 

General 3 ClassCount 

General 4 NumBinaryAtts 

General 5 NumNominalAtts 

General 6 NumNumericAtts 

General 7 NumMissingValues 

Basic view consists of simple measurements or general data characteristics of the 

dataset and are computed for the whole dataset, representing a global view using the 

aggregated values.  

Table 5.2. Basic statistical view (meta-characteristics) of classification dataset 

Meta-Feature ID Description  

Basic. Statistic 1 PercentageOfBinaryAtts 

Basic. Statistic 2 PercentageOfNominalAtts 

Basic. Statistic 3 PercentageOfNumericAtts 

Basic. Statistic 4 MeanSkewnessOfNumericAtts 

Basic. Statistic 5 MeanKurtosisOfNumericAtts 

Basic. Statistic 6 Dimensionality 

The basic statistical view consists of measurements representing the statistics 

regarding the dimensionality and ratios of different kinds of attributes in the dataset. 
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Table 5.3. Advanced statistical view (meta-characteristics) of classification dataset 

Meta-Feature ID Description 

Advanced Statistic 1 MeanStdDevOfNumericAtts 

Advanced Statistic 2 MeanMeansOfNumericAtts 

Advanced Statistic 3 NegativePercentage 

Advanced Statistic 4 PositivePercentage 

Advanced Statistic 5 DefaultAccuracy 

Advanced Statistic 6 IncompleteInstanceCount 

Advanced Statistic 7 PercentageOfMissingValues 

Advanced Statistic 8 MinNominalAttDistinctValues 

Advanced Statistic 9 MaxNominalAttDistinctValues 

Advanced Statistic 10 StdvNominalAttDistinctValues 

Advanced Statistic 11 MeanNominalAttDistinctValues 

Table 5.4. Information theoritics view (meta-characteristics) of classification dataset 

Meta-Feature ID Description 

InfTheory 1 ClassEntropy 

InfTheory 2 MeanAttributeEntropy 

InfTheory 3 MeanMutualInformation 

InfTheory 4 EquivalentNumberOfAtts 

InfTheory 5 NoiseToSignalRatio 

Every dataset is a combination of continuous and symbolic data features, therefore to 

best analyze the data for algorithm selection, the set of symbolic meta-features are 

also extracted, which are collectively termed as information-theoretic features. These 

features are based on the entropy that measures the purity level of the data with 

respect to the class label. 

The rationales behind the selection of only these three views of meta-features are: (i) 

they are the global features representing every kind of classification data and (ii) can 

easily be computed on the fly to support building real-world application development 

for data mining application. These meta-features are computed using OpenML [134] 

data characteristics (DC) open source library, available on GitHub [147]. 
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5.2.3.2. Multi-view Classifiers Characterization ï Multi-criteria Performance 
Analysis 

In the proposed study, the classifiers performance analysis process is designed to 

determine best performance classifier amongst the candidate classifiers and make it 

class label of the resolved case, in the case base/training dataset. The AMD 

methodology, described in Chapter 4, is used to perform this analysis. The 

performance results, for each dataset (p), are generated using the candidate set of 

classifiers (A) with a standard setting of 10x10-fold cross validation in Weka 

experimenter environment [122]. In this study, we used nine decision tree classifiers, 

implemented in Weka library, with their default parameters. Table 5.5 shows the list 

of these classifiers. 

Table 5.5. List of Decision Tree classifiers from Weka library 

Decision Tree Classifier ID Name of Decision Tree Classifier 

DT1 trees.BFTree 

DT2 trees.FT 

DT3 trees.J48 

DT4 trees.J48graft 

DT5 trees.LADTree 

DT6 trees.RandomForest 

DT7 trees.RandomTree 

DT8 trees.REPTree 

DT9 trees.SimpleCart 

In each experiment, on each dataset (p), results are generated by all the classifiers (A) 

mentioned in Table 5.5. The results are stored into Performance Matrix. To 

determine, the applicable (best) classifier for the dataset (p) under consideration, we 

use performance metrics, predictive accuracy, measured in terms of Wgt.Avg.F-score 

and standard deviation (Stdev) in a sequential manner. Prior to this analysis, we use 

statistical significance test with significance level 0.05 to filter out those classifiers 

which are statically insignificant with 0.05 level of significance. The algorithm 

procedure used for this process is pictorially shown in Figure 5.3. 

.   
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Figure 5.3. Multi -criteria based classifiers perfromance evaluation method 

 

In figure 5.3, the processes of applicable classifier(s) identification is sequentially 

shown following the steps as described below.   
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(i) Performance matrix is computed using 10x10-fold cross validation 

(ii)  Statistical significance test is performed to filter out insignificant classifiers 

and reduce the algorithms space from A to Aô 

(iii)  Applicable classifier is determined form the list Aô using the maximum 

Wgt.Avg.F-score sorting function. If   more than one classifiers have same  

Wgt.Avg.F-score, step (iv) is used 

(iv) Applicable classifier is determined using the minimum Stdev function. If   

more than one classifiers have same  Stdev values, step (v) is used 

(v) Multiple applicable classifiers (Aôô) are available from the same dataset, 

based on the considered performance metrics Wgt.Avg.F-score and Stdev 

only.  

For further conflict resolution amongst these classifiers, other criteria can be used. 

However, in this study, we build the case-base only on these two metrics and use 

additional conflict resolution criteria at the later stage of online recommendation of 

best classifier for a given new dataset. For this purpose, i.e., conflict resolution 

amongst similar classifiers, the characterization of classifier is done from another 

view as well, where the characteristics of classifiers comprehensibility and 

interpretability are exploited (See reasoning section). 

5.2.3.3. Model Creation ï Feature-vector (Propositional) Representation 

Once the dataset and classifiers are characterized, as described in previous sections, 

they are aligned with each other, i.e., applicable classifier(s) are assigned to the set of 

meta-features (e.g., ὊᴼὥὴὴὰὭὧὥὦὰὩὅὰὥίίὭὪὭὩὶί using a simple alignment 

function to produce one single instance of training dataset. The mapping of features 

versus classifiers forms resolved cases for a CBR classifier. We adapt, propositional 

case representation schemes [148], where a case is represented as a proposition 

containing key-value pair format. In our proposed algorithm selection scenario, a case 

contains data characteristic (i.e., extracted meta-features) as problem description and 

applicable algorithm name as solution description. A generic structure of our 

proposed case-base, using feature-vector representation, is shown in Figure 5.6. 
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Table 5.6. Case-base structure and feature-vector representation of resolved cases  

Problem or Dataset Description/Characterization 
Classifier 

Characterization 

Case-

ID  

Meta-

Feature 1 

Meta-

Feature 2 
 é 

Meta-

Feature 29 

Applicable-

Classifier 

1 MFv1 MFv1  é MFv29 Classifier1  

2 MFv1 MFv1  é MFv29 Classifier1  

é é é  é é é 

100 MFv1 MFv1  é MFv29 Classifier3  

*MFv i: represents meta-feature value for the ith meta-feature in the Case-Base  

The meta-features 1-29, shown in Table 5.6, are the multiple views of data 

characteristics given in Tables 5.1-5.4. Similarly, the Applicable-classifier (last 

column) is the label of one or more, best decision tree classifier(s), from Table 5.5, 

determined using the methodology described in Figure 5.3. The size of the case-base 

is 100 resolved cases , authored from 100 freely available classification datasets from 

UCI [115] and OpenML [134] machine learning repositories. The descriptions of 

these datasets is given in Table 5.7. 

Table 5.7. Datasets used in Case-Base creation with their breif descriptions  

ID Dataset Name 

General Characteristics 
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1 abalone.arff 9 1 7 0 3 0 4177 0 

2 abe_148.arff 6 0 5 0 2 0 66 0 

3 acute-inflammations.arff 7 5 1 5 2 0 120 0 

4 ada_agnostic.arff 49 0 48 0 2 0 4562 0 

5 ada_prior.arff 15 8 6 1 2 88 4562 88 

6 adult- 4000.arff 15 8 6 1 2 0 3983 0 

7 adult- 80000.arff 15 8 6 1 2 0 8000 0 

8 ailerons - 5840.arff 41 0 40 0 2 0 5795 0 

9 analcatdata_aids.arff 5 2 2 0 2 0 50 0 

10 analcatdata_apnea1.arff 4 2 1 0 2 0 475 0 

11 analcatdata_apnea2.arff 4 2 1 0 2 0 475 0 
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ID Dataset Name 

General Characteristics 
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12 analcatdata_asbestos_ciupdated 4 2 1 1 2 0 83 0 

13 analcatdata_authorship.arff 71 0 70 0 4 0 841 0 

14 analcatdata_bankruptcy.arff 7 1 5 0 2 0 50 0 

15 analcatdata_birthday.arff 4 2 1 0 2 30 365 30 

16 analcatdata_bondrate.arff 12 7 4 1 5 1 57 1 

17 analcatdata_boxing1.arff 4 3 0 1 2 0 120 0 

18 analcatdata_boxing2.arff 4 3 0 1 2 0 132 0 

19 analcatdata_braziltourism.arff 9 4 4 1 7 49 412 96 

20 analcatdata_broadway.arff 10 6 3 1 5 6 95 9 

21 analcatdata_broadwaymult.arff 8 4 3 1 7 18 285 27 

22 analcatdata_chall101.arff 3 1 1 0 2 0 138 0 

23 analcatdata_challenger.arff 6 4 1 0 2 0 23 0 

24 analcatdata_chlamydia.arff 4 3 0 1 2 0 100 0 

25 analcatdata_creditscore.arff 7 3 3 2 2 0 100 0 

26 analcatdata_currency.arff 4 2 1 0 7 0 31 0 

27 analcatdata_cyyoung8092.arff 11 3 7 2 2 0 97 0 

28 analcatdata_cyyoung9302.arff 11 4 6 2 2 0 92 0 

29 analcatdata_dmft.arff 5 4 0 1 6 0 797 0 

30 analcatdata_donner.arff 4 3 0 1 2 0 28 0 

31 analcatdata_draft.arff 6 2 3 0 2 1 366 1 

32 analcatdata_election2000.arff 16 1 14 0 2 0 67 0 

33 analcatdata_esr.arff 3 0 2 0 2 0 32 0 

34 analcatdata_famufsu.arff 4 2 1 0 2 0 14 0 

35 analcatdata_fraud.arff 12 11 0 10 2 0 42 0 

36 analcatdata_germangss.arff 6 4 1 2 4 0 400 0 

37 analcatdata_gsssexsurvey.arff 10 5 4 5 5 6 159 6 

38 analcatdata_gviolence.arff 10 1 8 0 2 0 74 0 

39 analcatdata_halloffame.arff 18 2 15 0 3 20 1340 20 

40 analcatdata_happiness.arff 4 2 1 0 3 0 60 0 

41 analcatdata_homerun.arff 28 14 13 7 2 1 163 9 

42 analcatdata_impeach.arff 11 8 2 4 2 0 100 0 

43 analcatdata_japansolvent.arff 10 1 8 0 2 0 52 0 

44 analcatdata_lawsuit.arff 5 1 3 1 2 0 264 0 

45 analcatdata_marketing.arff 33 32 0 0 5 35 347 79 

46 analcatdata_michiganacc.arff 5 2 2 0 2 0 108 0 

47 analcatdata_ncaa.arff 20 15 4 1 2 0 120 0 

48 analcatdata_neavote.arff 4 2 1 0 2 0 100 0 

49 analcatdata_negotiation.arff 6 1 4 1 2 17 92 26 

50 analcatdata_olympic2000.arff 13 1 11 0 2 0 66 0 




















































































































































































