Dissertation for the Degree of Doctor of Philosophy

ACCURATECLASSIFIERSELECTION
METHODOLOGY USING MULTI-
CRITERIA DECISIONMAKING AND
META-LEARNING

Rahman Ali

Department of Computer Science andEngineering
Graduate School
Kyung Hee University
South Korea
August 2016



Dissertation for the Degree of Doctor of Philosophy

ACCURATECLASSIFIERSELECTION
METHODOLOGY USINGMULTI-
CRITERIA DECISIONMAKING AND
META-LEARNING

Rahman Ali

Department of Computer Science and Engineering
Graduate School
Kyung Hee University
South Korea
August 2016



This thesis is dedicated oy beloved mothefmay ALLAH rest her soul in
peace)father, brothers and sistemsd to my beloved wife and sweet sons

for their endless love, support aedcouragement



ACCURATE CLASSIFIER SELECTION
METHODOLOGY USING MULTI-CRITERIA
DECISION MAKING AND META-LEARNING

by
Rahman Ali

Supervised by
Prof. Sungyoung Lee

Submitted to the Department of Computer Science and Enginecring and the Faculty of Graduate
School of Kyung Hee University in partial fulfillment of the requirements of the degree of
Doctor of Philosophy

Dissertation Committec:

Prof. Oksam Chae % {{({/ ‘ ////{ £R_ = S
Prof. TacChoong Chung M o

Prof. Tac-Seong Kim /frv ,WY\/ -
Prof. II-Kon Kim - M

Prof. Sungyoung Lee



Abstract

One of thamportant tas&in data mining applicatioris to find suitableclassifie(s),
foru s ectagsification problemsnddesigningheclassifieraccurately to meet their
applicatioris requirementsThedesignof anaccurate methodology fewvaluating the
performance of thesalgorithmsand selecting the best ohes recentlygained an
immenseinterestof the research communitgue to the rapighift of data mining
processes and these ofclassification algorithm$rom academigto the realworld
applicationdomains If these tasks are not carefulgcomplishedtheevalwation of
algorithms performancand consequently the selection of a best classifégr result

in invalid recommendations & statisticallyincorrect classifier(s). @sequently
incorrect decisionsill be madeby the applications, which are based on these
recommended classifierth practical data mining application scenarios, this is a
subjective decisiormaking processthat not only takes expest & pr ef er ences
interests into accoumiut also considera number of other factors into account, such
as data characteristic (e.g., mégatures), classifiers characteristics (e.qg.,
performance metricgnddomain specific data mining procesand tleir associated
domainconstraintsFor examplesome domains requitiaterpretable classification
model,while other requireslassifierswith reasonable trainingndor testingtime,

or havethe capacity talassifybinary classproblemor multi-classproblemor have
consistent performanaesults These obligations make therocesses oflassifiers
evaluation selectionanddesignmorechallenging especially in situations whetiee
evaluationand selectiorare basedon multiple characteristic®f the chssifier(i.e.,
performance metrics, called criteridata characteristics (i.e., mdéaturesyandthe
associateatonstraintsall taken into accourgimultaneouslyThis thesis isfocused
onmulti-criteria evaluation of classifiers, mdearning basedecision tree classifier
selection and design of some accurate classifiers for realorld applicatios
scenarios. The design of accurate reaghanchybrid casebased reasonin@ybrid-

CBR) classifiers are discussed along with their associated |ssies asdomain
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specific dataacquisitionfor realworld datasetand casebasecreation semantics
preservingdiscretization andaccurate and efficient cagaatching andretrieval
functionsfor casebased reasonindn case of classifiers performance evalat
there is no universallgcceptablelassifierthat outperformsall otherclassifierson
every kind of domaindata given a single evaluation criterion or multietrics
evaluationcriteria. Similarly, there is o universallyacceptableguidelines or rles
for the selection of suitablevaluationmetriq(s) to evaluate the classifier®ther
related issues regarding classifier evaluation incluteetx per t s 0 (it
weights on the criteriagre normally definedising absolute valueshat lack the
consistency checlor insuringthatthe assigned weight are correggibbaland local
constraints of the domainand evaluation metricavhich sometimesimpose
restrictionson the classifiersperformance evaluation processd mustneed tobe
satisfied.Moreover there is lack ofa universally acceptablelassifierevaluation
strategy which includes almost all the requiredmultiple-criteria including

eferen

consistency measure to insure the selection of optimum performance consistent

classifier Apart from thassues highlighted in statd#-the-art classifiers performance

evaluation methods, the automatic classifiers selection usingleastang also

suffers from a number of challenging issues. These include: the extraction and

selection of a suitable set of taeharacteristics of the data to best represent the

intrinsic behaviors of the dataset from all aspects and thus help in automatic

recommendation of bestlassifier and enabling multiews multilevel meta

learning and reasoning for accurately selectalassifiers based on data and

classifiers characteristics.

This thesisestablisheshe problem statementna proposesa number otheoretical

and systematic empiricamethodsand metdearning based methods provide

solutions tothe problemof accurate lassifier selection and the associated issues,

mentioned aboveSimilarly, for the issuesighlightedin realworld application
scenarioshovel methodsare proposedto improve performance dhe traditional

roughset and casbased reasoning classifiers

(i)
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The problem of best classifier selection and design can be approached either using
automatic evaluation, ranking and selection methods or using th@ eheuriglics

knowledge about the domain problem and the candidate classlfieder the

automatic dssifier selection approach, two types of novel methodologies are
proposed. In the first methodologyunique accurate multriteria decision making

(AMD) method is proposed that evaluates tlassifiersperformance on the basis of

multiple performancemetrics (constituting a composite criteriorsatisfying the

domain constraintand ranks the final score to select thettapked classifier as the

best oneln this method, based on the motivatbr om exper thasd conse
nominal grougechnique (NGJ,a n e xgooepbasediecision makingnethodis

proposedhat accurately selectiitableperformancemetrics satisfying the domain
constraintsThe expertsd pr ef e metniccaecsealized and he ev.
guantified using the experd group decision making with relative consistent

weighing scheme usinganalytical hierarchy process (AHP). For ranking
performance of thelassification algorithms, relative closeness valuéth respect

to the ideatlassifier are computed for all theassifies usingmulti-criteria decision

making Technique for ferPerformance bysimilarity to Ideal $lution (TOPSIS)

Moreover, this thesis contributes in the selection of a significant performance
consistent classifier by introducing an additional consistemgasure in the

evaluation criteria and using only statistically significant classifiers in the evaluation
process. The statistical significance test is enhanced by encompassing a fitness
evaluation function that excludes the algorithms that perform signifiy poor on

all the considered evaluation criterilm the second methodologef classifier

selection anovel CBR-based metéearning and reasoning (CBRLR) framework

is proposed and implemented that utilizes data and classifierschrtcteristics

during multilevel multiviews casebased reasoninp accurately recommend best
decision tree <cl assi faneIn this methody 29emeta 6 ap p |
characteristics are extracted from user data and 09 decision tree classifiers are
empirically evaluated, using predictive accuracy and consistency, to design-a Case

Base. Accurate case retrieval functions are defined and the CBR output is refined
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with classifiers conflict resolution approach that uses weight storeand AMD

methods.

The heuristc-based evaluation and selection methads based on the
knowledgeabout thecandidatec | a s sgderfoimancesnéa particularapplication.
Under thisapproachsemantis-presering accurateroughset classifier, based on
roughset theoryRST), and precisehybrid-CBR classifiersare proposeddesigned

and implementedn realworld application scenariosin the design of these
classifiers standardlata mining procedtow is used with necessary modificatidans
orderto fulfill the specificrequrementsof the domain applicationdHowever, the
methodologies are designed in genieesl mannerwithout restricting to the specific
domaingor whichthey have been initially designegor improvingcapability ofthe
roughset classifieranew, semantispreservingliscretization scheme is introduced

that keeps the data semantics intact after being transformed into decision rules.
Similarly, the design of the standard CBR classifier is improved by efficiently
integrating it with rulebased reasoning ardefining accurate case similarity and

retrieval function
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Chapter 1

Introduction

1.1. Background

In realworld domains, organizations try to build intelligent decision support systems
and tools for automating therganizationaprocesseandanalyzingthe available

data for future predictions and strategic planning. For this purpose, the organizational
expertsand machinelearning practitionersadopt theavailable decision making
methods and algorithms and apply them forirtheroblens in hand. These
stakeholdergick the appropriate decision making method based on their hesiristic
knowledge about the domamoblemsand theavailabledecision makingnethods.
Once the algorithm is selected, the corresponding decision making medel
classification orecommendation model is built for reabrld services generation in

the form of intelligent decisionfEach domain application has its own constraints and
requirements, such as some applications need higher accuracy while others need
lowercomputational eamplexityandrobustnessSimilarly, some of the domains need

to have the classification models with higher accuracy, lower computational and
space complexity andonsistent and comprehensible results. Other criteria that can
be used for evaluating and eeling classification models includgcalability,
integration, stability, and interestingnef. This shows that the selection of
classification algorithm for the decision making process of an application is a
challerging task and need a number of aspects to be considdrsdmakes the
process difficulfor experts and machine learning practitioners to heuristically pick
an algorithm. This requires a proper metblogy to evaluate the classifier from the
perspectiveof the domain constrains imposed by the application scenario and the
strengths and weaknesses of the classifiers itd@torically, this process of the
evaluation ofclassifiershasbeen done by estimating predictive accuracy via €ross

validation test@nd receiver operating curvd®@C) analysisHowever, thdeatures
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greatly vary from domain to domaimand haseen showrthat different evaluation
methods ar suitablefor differentdomainproblems.Furthermorethe evaluation of
algorithms based on thembination ofmorethan one suitable criteria results in good

performanceesults[2, 3.

As a result of involvement ohore than one criterjfor the classifiers evaluatiand
selection the task of algorithm selection can be modeledaasultiple criteria
decision making (MCDM) problems. Different MCDM methods evaluate classifiers
from different aspects and produce different rankiregailts[4]. The literature of
classifiers evaluatioand selectioan be categorized into the followj threetypes
keeping in viewthe nvolvement of the human expefite.,domain expert omachine
learning expert or practitiongrFirstly, the expert uses higeuristicknowledge about

the domain application artie availablealgorithrs and pick thegppropriate one
This approach is mainly applicable in rearld application scenarios, where the
dataset need to be properly prepared and then used for model cr8atondly,
empirical performance evaluatiorapproachesare used,which focus on the
expeimentalresults analysis ddll the candidate algorithms and thegoplying some
multi-criteria decision makingmethod to rank the alternatives. his approach
involves the selection of right evaluation criteria for comparing the results of these
algorithmsand then a proper methodology to rank thremrectly The third and the
lastway isto useautomatic selectiomethodusing metdearningapproaches where
metafeatures of the datasate exploitechnd accordinglyanappropriate algorithm

is recommendHowever, this approach requires the creation ofaehine learning
model based on historical datasets which disffecult task In this method, to build

an automatic classifier recommendation model, a training dataset is required whose
features will come fsim the data metaharacteristics and the class labels from the

empirical evaluation of the classifiers performances.

In first part of this thesis, focus is on the automatic selection of classifiers for
classification data problem, while in the second,dadus is on the heuristltased

selection of classifier and designing accurate classifier meeting the domain

)
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appl i cat i on dnstheffiret gartpa nogetmaultidriteria decision making
(AMD) methodologyis developedhat consist of a set of iitigent methods for
evaluating classifiers performances and ranking them to find thaudged classifier

for learning the domain data-frand. This helps the experts to easily pick the top
classifier as the best one for their problems in hand and aoersihyg design the
corresponding classifietSimilarly, an automatic classifier selection framework,
CBR-based metéearning and reasoning (CBRLR), is proposednd implemented
that utilizes the data and classifiers reitaracteristics to first build aadsifier
recommendtion model and then automatically recommend the best classifier for a

givennewdatapr obl em (user 6s dataset) .

In the second part, two classifiers are designed foiwedt applications scenarios.
The first classifieris designedising theroughset classifiewith enhancements in the
data preparation and discretization stémsgeting semanticgpreserved accurate
results. The secondlassifier is built for accurate and precise recommendation
generation usindyybrid casebased reasamg (hybridCBR) methodology. In the
design of this classifier, first a training dataseag€Base is preparedfrom the
domain knowledge using the rebasedmethodand then thease retrieval step is

enhanced with accurately definsithilarity functions

1.2. Motivation

The advancementf ubiquitous technologies and its adoption mal domain
applications such astrade and busines$ealthcareand bioinformatics, various
industriesandeducation andesearclishown in Figure 1.1hasgreatlyincreased the
availability of data. The organizationg these domainare trying to analyzeneir
databy building prediction modslifor knowing insights othe businesses operations
and making londerm businesss strategies This hasgained the attention of
researbers in the area of machine learning and data minit@apply appropriate
machine learning algorithen for generating realworld application services
However, darge number otlassifiersare availableandits numbetincreasingday-

by-day. Eachclassifig has its ownset ofqualitiesthat bringcertainstrengths and

)



Chapter 1: Introduction

weaknesseswhen they are applied in real domain applicatitor real services
generation Some of these qualities includesorrectnessrobustnesso hoise,
scalability, computationatomgexities (training speed)tesponsiveness (prediction
speed, model comprehensibility and interpretabilitysobustness tonoise and
redundant features, robustnessntoneric featurestorage complexityand others
[5]. Moreover various domains haveheir specificrequirements in the form of
domain constraintssuch asin somedomainsaccuracy is compromised over the
computational complexity while imthers computational compxity or storage
complexityarecompromised over the accuradyhe qualities of thelassifiersneed
to be assessed prior to their application in the dori&iis. brings the attention of the
machine learning expertsaithe weltknownno-free lunch theam[6], which states
thatno algorithm can p&rm well on all kinds of datsg and hence no algorithm is
universally acceptable for afypesof problems given an evaluation criterioor
multiple evaluation criteria

Probabilistic Algorithms

Methodology
for
Method(s)/
Algorithm(s)

Selection

Decision Trees Algorithms
Rule-based Algorithms

Meta-learning Algorithms

Figure 1.1. Motivation for classifierperformance evaluation aseélectionof bestclassifier

(4)



Chapter 1: Introduction

All these restrictions and the complexities make it very hard fant@hine learning
expertsdomain experts and end us&w accuratelypick suitableclassifierfrom the
large set of available classifiersand buildaccurate predictionand classification
mode(s) for u s e prablemin-hand Besidesoverlookingspecific qualities of the
classifiersdomaindata metacharacteristicsspecific constraints and requirements, a
commondrawbackn existingclassifier selection methods that they oly consider
predictive accuracy as the classification performance meétaaever, it has been
proved that it is insufficient in domains which suffer from the class imbalance
problems.Therefore, an accurate methodolpgiich efficiently integratelifferent
methods necessary feelection of best classifier is of interebhis will enormously
reduce the time, effort and cost of the machine learning expeatgitionersand the
business ownersnd will results in accurate domain modets/elopmentsor reat

world applications

In addition to the primary motivation presented abdtivws,thesisprovidessome
applicatiors specificsolutions which canequallybeapplied on general data mining
processessuch as generating atcurate dataseir training cases using domain
knowledge building semanticspreservinginterpretableand incrementallearning

basedclassification modsl.

1.3. Problem Statement

Researcherkave designed a variety wlethodgo select accurate classifier and build
classificaion modelsfor generatingservices irvariousrealworld applicationsThe
selection of best classifier is followed Hye standarddata mining procest® first
design the model and then develop it propefiese researcherbave greatly
contributed in reearch communityhoweversome of the challenges still needo®
overcomebecause they may vary froapplicationto applicationand onelearning
algorithmto anothetdearning algorithmThe key issuesthat occurin the selection
anddesign ofclassificaton and recommendatianodel forrealworld application
scenarios includesvaluating classifiers heuristically based on multiple criteria and

selecting the appropriate ondpmain data acquisitiofrom different sources
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representations of the instancesl casef the datan datasetor casebasesand

preserving semantics of the dahlaring discretization othe continuous valuesand

ensuring efficient and accurate retrieval of cases fromtass, duringthe case

based reasoning proceskwever the selection of classifiarsingt he pr act i ti or
heuristic knovedgelimits the evaluatiomprocesgo a single quality or performance

metric This results inthe selection of a sufyptimal performanceclassifier for

decision makingthat may misleadhe wser in taking the recommended action

Similarly, acommon limitation of the existinglassifierevaluationmethodsis the

use of only predictive accuracy as the classification performance metric, which has

been proven insufficient in domains with class al@nceand many othergroblens.

In case of classifiers performance evaluation, there is no universally acceptable
classifier that outperforms all other classifiers on every kind of domain data, given a
single evaluation criterion or multhetrics evaluatin criteria. Similarly, there is no
universally acceptable guidelines or rules for the selection of suitable evaluation
metric(s) to evaluate the classifiers. Other related issues regarding classifier
evaluation include: t phesorethe prieria) asetormpallye f er e n
defined using absolute values that lack the consistency check for insuring that the
assigned weight are correct, global and local constraints of the domain and evaluation
metrics which sometimes impose restrictions on thessifiers performance
evaluation process and must need to be satisfied. Moreover, there is lack of a
universally acceptable classifier evaluation strategy, which includes almost all the
required multiplecriteria including consistency measure to insiire selection of
optimum performance consistent classifier. Apart from the issues highlighted in state
of-the-art classifiers performance evaluation methods, the automatic classifiers
selection using metiearning also suffers from a number of challengasges. These
include: the extraction and selection of a suitable set of-ofeteacteristics of the

data to best represent the intrinsic behaviors of the dataset from all aspects and thus
help in automatic recommendation of best classifier and enabliligviaws multi

level metalearning and reasoning for accurately selecting classifiers based on data

and classifiers characteristics.
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1.4. Proposed Concept

Theproposedesearchvork, presented in this thesis,structured into two parts, each

of which hasseweral chapterdn Part | the focusis onthe development aiccurate
methods for the selection of right classifiersed on mukcriteria decision making

and metdearning. Accurate methodologies are propose@mpirically evaluate
classification algothms onthe basis ofmultiple performance meticsatisfying
user6s domain constraints and automati cal
and classifiers meteharacteristics using CBRased approach. In the first solution,

an accurate mukgriteria decision makinAMD) methodologyis proposed, which
integrates a series of novel methods for the selection of suitable performance metrics,
relatively assigning consistent weights to each metric, satisfying the domain and
ex pert s os rankingalgoritlars nvith respect tan ideal algorithmand
selecting the topanked classifierThe detail of this method is described in Chapter

4. In the second solution, a novel CBBRsed metéearning and reasoning (CBR
MLR) framework is proposed and implemedthat utilizes data and classifiers meta
characteristics during mulkevel multiviews caséiased reasoning to accurately
recommend best deci sion treehandllnatlissi f i er
method, 29 metaharacteristics are extracted frarser data and 09 decision tree
classifiers are empirically evaluated, using predictive accuracy and consistency, to
design a CasBase. Accurate case retrieval functions are defined and the CBR output
is refined with classifiers conflict resolution apprbahat uses weight sum score and
AMD methods. This method is described in in detail in Chapter 5.

In Partll, the thesisis focusedon classification and recommendation tasks taed

related issues which may appear in+watld applicationscenarios, surcas: domain

data acquisition for realorld datasets and cases preparation, semeerigisled
discretization accurate case similarity functions definitiorend accurate
classification and recommendation models creatiorthis part of the thesis, the
eppertdéds heuristics based approach s ap|]
recommendation methods and building the associated models. Based on the heuristics

selection, an accurate rough-based classification model is proposed for a-real
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world appication scenario of diabetes mellitus where the data is composed of patients
encounterstructured in clinicalcharts The rough set cl assifie
based on its capabilities of building a comprehensible and interpretable model and
best leaning the rough boundaries of different classes irddtaset too]7, 8]. The
discretization phase is enhanced by introducing a semgméssrvingliscretization
scheme that preserves the semantics in the transformed dagyiutes. The detalil

are in Chapte6. Similarly, for another realvorld wellness application scenario of
physical activity recommendations, hybrid casebased reasoninghybrid-CBR)

method is heuristically selected for generating accurate and precise wellness
recommendations that closely match thes e reguidements. A hybricCBR
recommendation model is proposed with an enhanceebagsled case preparation
methodology along with accurately defined similarity functiofise advantage of

the proposed hybri€BR model, in comparison to the statethe-art rule-based
models, is that it generates relevant recommendations even if there is no exact match

of the input test case. The detail are in Chapter

1.5. Contributions

The goal defined for the thesis is accuraté as si fi er selection f
problem anddesigning classifiers for accurate decision making in-weald

application scenariog.0 achieve this goathe objectives set arét) evaluationof

classifiers performancesn d s el ecti on f or @amplcationant e cl| as
hand.The achévement of this objective sased on the correct andnsistenthoice

and weightingf theclassifiergperformancevaluatiommetricsfor definingageneral
purposeaggregatenetricto rank the classifierandselectthe one with highest rank

(2) design of accurate rougiset and hybridCBR classifiers for realvorld

applications with semantigereserving data discretization and accurate case retrieval

similarity functionsdefinition.

The main challenges faced in successfully achieving stiaged goal andthe
corresponding objectives includes: how to select suitable performance natrics

classifier evaluatiorthow much to seleand how to aggreggtérom the available

(8)
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|l arge set of metrics, how to quantify

seleced performance criteria in relative and consistent manner as compared to

a

absolutanechanism how t o satisfy the usersé6 | ocal

of cost and benefit criteria, consistency performance measure and sigmffitaess
evaluaton function to lead into the selection optimum performance consistent
algorithm(s). Similarly, for automatic classifiers selection using rdetning
approach, the challenges faced are: how to extract data and classifiers meta
characteristics, how tonkw the extracted features are enough for accurate
recommendation of the classifiers and how to establish relationship among the data
and classifiers characteristics. In the same Wwaw, toprepareeatworld application
dateaset and casefsom data source how to discretize the domain data so that the

semantics remains intaetndhow to accuratelgefine case retrieval functions.

To resolve thehighlighted challenges, this thesis presetite idea ofempirical
evaluation and rankingf classifiersusingmulti-criteria decision making, selection
of right classifierusing metdearning and reasoningndsystematic analysislesign
andenhancement of some of teiandardiata miningprocesses during the roughbt
and hybridCBR classifiers design

Themaincontributionsmade through this thesisedescribed as follows

Accurate classifier selection usingAMD methodology: According to the well

k n o wo-fred@ lunch theoren6]o no classifer can be foundvhich best perform

than all the otherslassifierson everytype of learningoroblem,based on certain
given evaluation metr{g). Similarly, there areno generd} acceptedrules which
specify thecorrect and suitablenetriqs) and help in assigning consistent relative
weight for prioritizing the individual metrics in the generalized aggregate evaluation
criteria. There is also no rnied that help in specifying the specific domain
contextconstraints while evaluating the algorithms. In this thesis, an accurate multi
criteria decision making (AMD) methodology is proposed, which integrates a series
of novel methods for the selection etiitable performance metrics, relatively

assigning consistent wei ghts to each

(9)
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constraints and ranking algorithms with respect to an ideal algorithm. Ithésis,

an extensiveanalysis of thenostcommonly usedlassifiersperformance metricis

done andhe suitability ofeach metric to a particular domain context is assessed. A
classification model is built for describing these contexts and associating them to the
domain constraints, which helps the expertasily selecting the suitable metric. An

e X p egroupdased method is proposed to accurately selecting the suitable metrics

from the metrics classification model. &eneral purpose aggregate metric
comprising the accuracy, time complexity (comprisindilicdining and testing time)

and consistency measures, is propcmadithea | gor i t hms dé per f or man
with respect to ideal algorithm using the relative closeness concept of TOPSIS
method.The AMD methodology is validatexhdextensivéy experimenedon fifteen

publically available classification datasets from UCI and OpenML repositories and

thirty five freely availableclassification algorithms from the heterogeneous families

of classifieramplemented inVekatool. The empirical resultand compasonwith
stateof-the-art methods havedemonstraté that the proposedAMD method

outperforms the existing methods. The AMD achieaadaveageS pear mands r al
correlation coefficient of ninety sevéRs. 0.97)with respect to the ideal ranking of

thesealgorithms.The detail are in Chapter 4

CBR-based metalearning and reasoning (CBRMLR) methodology: The key
contributions made through this methodology are as folloAvsflexible and
incremental metdearning and reasoning based framewisrbroposed whicluses
CBR-based methodology integrated with mugltiteria decision making, for classifier
evaluation, and data characterization using Rwigtiv metafeatures extraction.
Similarly, anewmulti-metrics criteriais proposed for the evaluation of decisiozet
classifiers to select the best classifier as class label for the cases in training dataset
(i.e., resolved cases in the proposed CBR methodolBgyhermore, lassifiers are
analyzed based on thepredictive accuracy and standadkviation, called
consistency to select the best classifier as ¢&ss. The idea amulti-view learning

is proposed to learn the data from multiple perspectives, with each perspective

representing a set of similar mdeatures that reflects one kind of behaviors of the

(10
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data. Each set of features is called a family that forms a view of daflasebver,a
multi-level multiview metareasoning methodologg proposedvith aflexible and
incrementallearning model integratin@BR with the classifiers conflict resolving
(CCR) method to accuratelgecommend the most similar case as the suggested
classifiersfor a given new dataseEor the CBR retrieval phase, accurate similarity
matching functions are defined, while for the CCR method, weighted sum score and
AMD method (presnted in Chapter 4) are propos&dis methodology is described

in detail in chapter 5.

Design of a semanticpreserving accurate rough set classifier. realworld
applicationdata, exhibit the characteristic of variations or uncertainty and vagueness
in thar values[9]. The majorityof classificationalgorithms have not been initially
designed for dealing sudtind of vague and ambiguous values within a datdset.
literature, sme techrques,especiallyfuzzy approaches are availalaign solve the
issue[9, 10], however they depend on several fact&, we proposed a rough set
classification model that is originally based on thessicalrough setsheory[11],

which needs no other factors and parameters except the datdisetform ofan
information systemT he rough set classifierds sel:¢
capabilities of building a comprehensible and interpretalalssificationmodel and
bestapproximation othe rough boundaries offférent classes in the datdsin the
realworld diabetes scenario, théiabetesdataset i(e., information system) is
prepared from the serstructuredclinical notesusing the subjective, objective,
assessment, and pld8OAP protocol for the clinical notedata Moreover, he
discretization phasef the rough set classifigs replaced by a nevgemantics
preservingdiscretization scheme that preserves semantics in the transformed data
from continuous values to discrete values in the knowledge. riikes existing
discretization m#nods used in literature distort the original clinical semantics of the
data when they are transformedtheir discrete form.For both the information
system preparation and discretization, online guidedimabled rulevased
reasoning methodology is e The proposedough setclassificationmodel is

evaluated orthe realworld diabetes scenatiavhich produceshighly accurate and

(11)
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semantispreserved resultsf 0.959%0n a dataset of 391 records and ed@tributes
The detail are in Chaptér

Designof an accurate and precisehybrid -CBR classifier. Thereis no universally
acceptable algorithm that can solve every typdashainproblem, especially when
there are a lot of variations in thalues of thattributes, the number of instances in
the datast areminimum and theaumber ofclassare high or everoneinstanceper

class In suchcasesthetraditionalclassifiers cannot perform well and suffer from
the problem of overfitting. The traditional classifiersvork on the principal of
generalizatiorrather than specializatiaand exact matching strategye used when
decisiors are madeTherefore,in this thesisan incremental learningpproachis
proposed and implemented in the form afaaebased reasoningassifier In CBR
methodologythe essetial part is the creation of accurate tramdtest cases. So, an
accurate ruldasedcase preparatiomethodology is proposed withnd accurate
similarity functionsfor case retrieval during the recommendation generation process.
The proposed hybri€@BR model istested and evaluateéd a reatworld application
scenario of physical activity recommendation that has shown significant performance
results with respect to stapé-the-art methods The hybridCBR model isalso
evaluated in a reaborld applicaion scenarioop hy si ¢ al activity rec
and compared with standard ridased recommendation modelhe evaluation
results demonstrates that hyb@G®8R is significantly better that the saif-the-art
methodsThe detail are in Chapté&r

1.6. Thesis Organization

This dissertation is organized irgix chapters as follows

Chapter 1: Introduction. Chapter 1 providean overview of theesearch workn

the area ofdata preparatiorfor standard data mining processelection of the
appropriate classdation and recommendationethodalgorithm anccreation of the
correspondingnode(s). The chaptedescribes thenotivation behind the research
thesis in the area oélgorithm performance evaluatiomnd classification and

recommendation modetselection ad creation.Moreover the research problem is

(12)
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formulated, the overall concept of the proposed solutiohigblighted and the

contributionsand uniquenesmade are presented.

Chapter 2: Related work. A background detaibf the related works provided in
this chapterThe stateof-the-art researctwork in the area of rough set classification
in diverse domain is presentatbngwith their comparative analysis. Similarly, the
chapter also summarizes the relevant literature in the area of hybrithacsesk
reasoning for health and wellness applications. Furthermore, the chagtartesl
with an extensive literatureeview of the relevant work in the area of empirical
performancevaluation of classifiedlsased omulti-criteria analysis techniquebhe

metalearning based literature is also summarized in this chapter.

Chapter 3: Machine learning and classification: technical geliminaries. This
chapter is focused on the preliminar@#snachine learning techniques used for the
classification problemsThe chssification taskis discussed from thelassifiers
performanceevaluationperspective. Mlti-criteria decision makings highlighted,

which assists in the process of evaluating and ranking classifiers with respect to ideal
algorithms. Metalearning and rasoning based terminologies are defined are

described

Chapter 4: Accurate empirical evaluation of classifiersThis chapter describes the
proposed solutioto the problem of selecting suitable classification algorithm from
the set of available thirty fivalgorithms using multiple performance evaluation
metrics. The proposed methodology, accurate ratitiéria decision making (AMD),

is described from its initial step of goal setting to the final step of rarda

selection of best classifier

Chapter 5 CBR-based metalearning and reasoning for accurate classifier
selection A flexible and incremental metaarning and reasoning based framework
is proposed which uses CHRsed methodology integrated with mugltiteria
decision making, for classifier evaltion, and data characterization using raukiw
metafeatures extraction. Similarly, ew multi-metrics criteriais proposed for the

evaluation of decision tree classifiers to select the best classifier as class label for the
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cases in training datasefurthermore, classifiers are analyzed based on their
predictive accuracy and standaddviation, called consistency to select the best
classifier as claskabel. The idea ofulti-view learningis proposed to learn the data
from multiple perspectives, witkach perspective representing a set of similar-meta
features that reflects one kind of behaviors of the data. Each set of features is called
a family that forms a view of dataset. Moreover, a Maltel multiview meta
reasoning methodology is proposeiihna flexible andincrementalearning model
integratingCBR with the classifiers conflict resolving (CCR) method to accurately
recommend the most similar case as the suggested clagsifiagiven new dataset.
For the CBR retrieval phase, accurateikirity matching functions are defined,
while for the CCR method, weighted sum score and AMD medgineghroposed.

Chapter 6 selection and design of emanticspreserving accurate rough set
classifier. This chapter describes the proposed rough set clasisificaethodology
for generating semantically preserved accurate classification results. A rough set
classification algorithm is presented and validated using awma#d application

scenario from healthcare domain with diabetes dataset.

Chapter 7: selecton and design of an acurate hybrid case basedeasoning
classifier. This chapter describes the propo$strid casebased reasoning (CBR)
methodology for generatingccurate and precise recommeiwatdecisions The
integration of a ruldased reasonin@RBR) methodology is presented witie case
based reasoningpproactto enable the process of accurate case preparation,-at real
rime, and suggestion of relevant recommendations. Guidddas=rulescreation
process is highlighted ithe realworld appication scenario ofphysical activity
recommendations and a case ba$esuccessful recommendatiofis prepared.
Accurate similarity functions are defined ftite correct retrieval of theelevant

recommendation cases and providing as the final recommeladésions

Chapter 8: Conclusion and future work. This chapter concludes the work done

with the possible futurdirections,intended tde taken care in future

(14)



Chapter 2

Related Work

2.1. Overview

In reatworld domain applicationsuitableclassifiers selection, their designdthe
associatednethodologies have been widely used since long. Thechkalfenge a
machine learning practitioner fackiring designing a machine learning system is
which classifier touse for building the proposedmodel. Similarly, to design an
accurate classifier using the recommended algorithms, further tasks are required, such
as the preparation of correct datasets using standard data npnimgss, i.e.,
preprocessingdiscretization training datasetpreparatio for building classierand

many othersTo resolvetheseissues, comprehensive research have been taken and a
large number of methods, techniques, frameworks and methodologies have been
proposedn literature This chaptefirst presents the relevant ligure in the area of
multi-criteria decision making for empirically evaluating the performance of
classifiersand ranking them to select the top ranked algorithmlso presents the
related studies for suitable classifier selection using 4eet@ing @proaches that
consumes meteharacteristicof the dataSimilarly, the chapterlso presents the
related work in the area of classifier design for-seatld applications in medical and
wellbeing area with specific focus on rougfet classifiers andhybrid casebased

reasoninglassifier.

The choice otlgorithm for classifier desigoan be either donsutomatically using

algorithms performance analysis and ranking or using -teataing approach or

heuristic selectiorby the machine learning practitiandn this chapter first the

automatic classifier selection literature is evaluated that usesaritétia decision

making methods and mel@arning approaches andthen¢h& per t s basece ur i st i

evaluation methodre analyzed. The heuristiased aproachis studiedin the real

(15
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world application domains of prediction in diabetes mellitus and health and wellness
applications ofphysical activities recommendatiorighe automatic and heuristics

based classifier selection and design detfieeflow of thHs chapter

2.2. Automatic Classifier Selection

Selection ofasuitable classifier for a dataset or a Gsproblem in hand is a complex

task and depends on many characteristics ofdtdreain problem. Similarly,the
process requirgserformancenalysis of theandidate classifieralgorithmsto know

which algorithm is best performing for certain type of ddtae subsequent sub
sections summarize the related studies in the area of selection of best classifier based

on multicriteria decision making and metharacteristics of the dataset in hand.

2.2.1. Multi -criteria decision making for classifiers ranking and
selection

Machine learningalgorithm selection is a realorld problem in various domains,

such as data mining business, knowledge acquisition and reasasegrah and

many others ared42]. Large businesirms andresearch institutions hire machine
learning experts, such as practitioners, data analysts and knowledge engineers to
analyze the business data for different types of strategic planning. Usually, experts
choose appropriate machine learning algorithm(s)guttieir heuristic knowledge
about the domain and the available classification algorittir®s The heuristics

based algorithm(s) selian is a risky task and sometimes result in selection ofa sub
optimal performance algorithm(s). The reasons may include lack of the complete
knowledge about the domain application, i.e., the datasets have different intrinsic
characteristics, and the cadate classifiers have different capabilities and strengths.
This process become more challenging when the selection of best classifier is based
on multiplecriteria under strict conditions and constraints. According to the well
known fino f rem[€], nomachine tearrting agorithm performs well on

all kind of learning poblems. However, it can be made possible to estimate the
selection of a suitable machine learning algorithm for an application in[fdhd

This selection process of the classifiers is an application dependent zeksd

(16)
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has been theoretically and empirically proved that no machine learning algorithm is
universally superior on all datasets due to the different characteristics and features of
the domain datfl5].

In realworld applications, the requirements assessment of the applications and
deciding which specific qualities need to be evaluated has great importance. Clear
applicationds requirements easilw@gndcl arif
their individual contributions in the final decision makifig]. The evaluation
methaods for different domains arefdifent due to different objectives of the domains.
Some domains require single evaluation criteria, while others needanigtia
evaluation. In classification problems, the most commonly used single criterion
metric used for evaluations is the accurasiiich can be evaluated using the well
known metrics, such as area under the ROC c{t@§ success rate, average
accuracy, and balanced acaty. However, the evaluation only on the basis of
accuracy may misleads the selection of optimum performance alg?ithho select
optimum performance algorithm, multiple evaluation criteria, such as average
accuracy, execution time, training time, consistency and many otheat $aiee used.

The objective of multcriteria evaluation is to balance the tramf&between these
criteria rather than maximizing a single criter[8h The main issue in muitriteria
evaluation is the selection and prioritization of suitable criteria and excluding those
which have conflicting behaviors. This is a subjective issue and requires the
involvement of stockholders, such as domain experts and machine learning
practitioners and usef2]. In the criteria weighteas i gnment , expertsédé p
guantified as weight scores and assigned to each metric of the evaluation criteria. The
weights can be either assigned manually by experts or can be done using seme semi
automatic weighting method, such as analyticatan@hy process (AHPL7].The
manual weight assignment is a hard task, which has bel@ed=hy the simple and
intuitive measure (SIM)18]., measurdased evaluation (MBHE).9] and application
oriented validation and evaluation (APPrOME] approaches. Statistical methods

[20, 21]have also been used for the evaluation of machine learning algorithms from

different.
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Apart from the criteria selection and prioritization issues, the-umiformity of
dimensionéity of data for the evaluation metrics @motherchallenging issu¢22].

To overcome this issue, a number of normalization techniffje®3] have been
proposed in literature in which the unit or scalaneasurements are transformed to

a common compatible format to be fairly used in the evaluation pr{izgss

In literature, a number of studies can be found that evaluates classifiers on the basis
of single evaluation criterion, such as accurg@p-30]. The evaluation of
classification algoritms on the basis of multiple criteria, such as accuracy and time,
in nonsimultaneous way, is presented[81-33] and on the basis of sensitivity,
precision, Fscore, and area under the curve (AUC) is presen{@d]jnAli and Smith

[35] performed evaluation among 8 classifiers with 100 different classification
problems using extended measures of average accuracy (true positivieueate,
negative rate and percent accuracy) and time complexity (training time and testing
time). Similarly, for various realorld applications, the performance evaluation of
various classifiers have been done, for examples, handwritten recof@ipoolor
prediction of rice paddy plant leg87], prediction of diabetes mellit88, 39] The

most commonly used criteria for algorithms evaluatiortlaeeadjusted ratio of ratio
(ARR) [32] and performance of algorithm (PAlg) on datd46i, which use accuracy

and time. Reif et al[41] used root mean squared error (RMSE) and Pearson product
moment correlation coefficient (PMC(?2] for the evaluation and recommendation

of the best classification algorithm. The methods discussed in literature use absolute
or partialrelative weights to prioritize evaluation criteria. However, recently, the
focus of researchers has shifted to relative criteria weighting, usingaritdtia. In
medical knowledge acquisition, relative criteria weighting has been propé3ked

that uses AHP proce§t7]. They used average training time, accuracy and memory
usage as the criteria. Five muttiteria decision making methodagciuding TOPSIS

[44], elimination et choix traduisant la realité Il (ELECTRE [U}B], grey relational
analysis, vise kriterijumska optimizacija i kompromisno resenje (VIKOR), and
preference ranking organization method for enrichment of evaluations Il
(PROMETHEE 1) have been discussed in artipié.
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2.2.2. Meta-learning and reasoningfor classifier selection

In the area of machine learning applications, userasarally inexperienced with the
details of the plethora of available classification algorithms and thus do not recognize
which algorithm is appropriate for their problem at hand. The reason is that if
algorithmA outperforms algorithrB on a specific datas®1 thenB may outperform

on other dataset, sd&y2, in which caseA may fails.This gives us an idea that no
single algorithm performs well on all types of datasets and thus validates the known
theorem of i N46]. Asrthe eerfdrniance lofda specific algom
depends on the problem/dataset at hand, therefore an automatic recommendation
system is needed to assist the users while picking an algorithm for learning the data.
Automatic algorithms selection has been extensively studied since 1990s. At the start,
crossvalidation strategy was used but soon discouraged due to computational cost
[26]. In parallel to crossalidation, some of the early work focused on retaning

and empirical method to select appropriate learning algorifh Using meta
learning approach, mefaatures of the datasets are calculated and the performance
of a variety of learning algorithms is measured on these datasets. After this, mapping
between problem features and algorithmfgranance is learned for recommending
appropriate algorithnj48]. Problem and algorithm characterization, using meta
learning, and defining mapping function between problem features and algorithm
performance is the most widely used approach to algorithm selection problem.
Diverse machine learning approaches, such as[@4]5rule-based classifief35],

linear regressiof27] and kNN [32] have been applied to learn the mapping function

to select the algorithm. Some of the work, sucfb@fhas characterized complexities

of the problems and performance of the algorithms aed tor selecting appropriate
algorithm. Recently, Q. Song et #0] has used a new dataset characterization
method for computing datasets features and computed performance of seventeen
classification algorithms over 84 UQ@uublically available datas¢®l]. The have
learned used-kN to select the k nearest algorithms from the list of 17 algorithm and

recommend to the user.
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A large number of classifiers characteristics have been introduced in literatures to
understad natures and intrinsic behaviors of the classification problems. These
characteristics are categorized into a number of families, such as basic statistical
characteristics, advanced statistical, information theoretic, complexity, landmarking
and modebasd[21] [40].

A metalearning approach is an alternative to the AMD methodology, where the
characteristics of a large number of classification datasets are extracted and mapped
against the best classifier (computed using AMD methodology) to create a training

dataset for buding an automatic classifiers selection model.

The above mentioned methods map relationship between the problem characteristics

and algorithms performance using single learnsing single family of data
characteristics and domolteview mudtikeeel Idamibgo con's
and reasoning using CBR approach to recommend the best closet classifier if there is

no exactmatchingclassifier available for a given dataset.

2.3. Heuristics-based classifier selection and design for real-
world applications

Inrealtwor | d appl i cation scenari os, where th
really a hard problemdue to theunavailability of suitablequantifiable criteria and
one may notget an appropriatalgorithm in an acceptable timep@ying some
arbitrarychoices oreducated guesses t h e n hearistiglmset chdiceare the
bestoptions to usg¢52]. In this approach, the expert gdes knowledge about the
domain and the candidate algorithemd picls suitablealgorithmfor designing an
accurate classifieA heuristic is a kind o#lgorithm thatdoesnot explore all the
possibleaspect®f thecandidate algorithms and the domain application requirements
but still tries to exploreghe most likely onesThe heuristic approachdefiantly
excludes the obviously badalgorithmsfrom the competition In this thesis, the
heuistic approach is applied in trepecializeddomains of diabetes mellittend

wellnessapplication.The sulsequensubsectionglescribe studies used in these area
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for selecting suitable classifiers and the way they @esigned to generate

classification results.

2.3.1. Rough St Classifier Selection and Design foRealworld
Application

In medical diagnosis, it is quite difficult for physicians to take diagnosis decision by
evaluating the current conditions of a patient withoeferring to the previous
decisions with the similar symptoms. For the reason, a humber of clinical decision
support systems (CDS$H3] [54] [55] [56] [57] have been developed that assist
physiciang58] . Such systems have widely been applied for diagnosis, prediction,
classification and risk forecasting of diffatediseases from EMR data. The area of

risk forecasting of diabetes tyj2echas been explored from EMR data with the use of
machine learning techniques, such as Gaussian Naive Bayes, Logistic Regression, K
nearest neighbor, CART, Random Forests and $83}1 Ensemble of SVM and BP

NN is used over Pima Indian publically available UCI dataset to predict presence of
diabetes[54] with the improved predictive accuracy than the traditional single
learning method. Staf5] has proposed a Linear and Bayesian Ensemble Modeling
technique to predict glucose level DM patient data. They have evaluated their

mo d e | with 47 patientsd6 data and validat
diabetic decision support system, based on raytr perceptron neural network
model has been developgxb] that predicts psychosaocial wdlking behavior, such

as depression, anxiety, energy and positive-lgihg of patients. In this system,
patientds biological or biographical vari
plasma glucose aresed as input predictors. In literat{®&], an architecture of muti

stage DM prediction system, based on fuzzy logic, neural network and case based
reasoning (CBR) is proposed that uses two stages for prediction. In the first stage,
base classifiers are used, whose results are forwarded to the second level which uses
a rulebased reasoner (RBR) for refinement of the results. (38 mave used fisher

linear discriminate analysis (FLDA), support vector machine (SVM) and decision
tree (DT) to predict typ@ diabetes based on several elements laod and

chemometrics of the diabetes patients. The elements considered mestugsch
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includes: lithium, zinc, chromium, copper, iron, manganese, nickel and vanadium.
Authors of thiswork constructed ensemble classifiers on the training set and selected
the best one which is validated on independent test dataset. Likewise, prediction of
T2DM, from the electronic health records (EHR) is done using ensemble of random
forest and gradient boosting machine mofe2§. In the same way, prediction of the
onset of typel diabetes in juvenile subjects is examined using neural networks,
decision trees and their ensemi&g]. In a recentesearcton prediction of TIDM

and T2DM, boosting ensemble model is used that internally uses random committee
classifier as the base classifier and enhance prediction accuracy[@181%

Apart from the listed literature, rough sets theory (RST), a powerful mathematical
tool [7, 8], has successfully been applied in medical diagnosis and prediction. For
example, toxicity predictiong62], medical expert system rules creatifg8],
pneumoni a pat i e b4 &lestdaen aredictiops] andla lat dthiers n
[66] are treated using RST. For diabetes prediction, RST is applied over Pima Indian
dataset[67] that has produced 75% accura¢§8]. Similarly, for investigating
relationship between psychosocial variables in Kuwaiti dialoktldren, RST builds
classifier function that correctly classifies patief@8]. RSbased data analysis of

the genetic data of children with T1DM is perforni@@] for rules extraction and
prediction of children with genetic susceptibility to TLDM. This system recommends
pre-diabetes therapy to patient, if they are susceptible telygiabetes. A similar
researcHor children with T1DM, in Ptand, can also be found in literaty].

Apart from prediction of diabetes into its types whether using traditional machine
learning methods or rough sets techniques, future risk prediction is an important
research issue and treated with different approaétoesexample, risk prediction of
T2DM using multivariate regression modg12], prediction of T2DM in elderly
Spanish population withigh cardiovascular risk, using multivariate cox regression
model [73]. Other risk prediction models for tyfZdiabetes can be found in the
systematic review articlgr4]. A multivariate logistic regression equation has been
developed and validated with ndiabetic Egyptian subjés data that has sensitivity

of 62%, specificity 96%, and positive predictive value of §3%.
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2.3.2. Hybrid -CBR Classifier Selection and Design for Wellness

Human experts are limited in number and expensive in terms of healthcare and
wellness services provided. Healthcare decision support systems play effgetve

in overcoming the shortage of human experts and improving quality of life with better
serviceg76]. Decision support systems rely on automatic reasoning methodology for
their decisions. Most of these systems are based single methodology for
reasoning, such as CBR or RBF], among others. Nevertheless, a few use multiple
reasoning approaches with a certain integration strategy. The integrathuitipfe
reasoning methodologies in a singlstem has attractédcreasedattentionin the
research community due to the improved performance with respect to accuracy. The
analogy of integration of reasoning methodologies is adopted from the decisions
made by domain experts, who rely on multiplewtedge sources rather than a single
source. Domain experts use information from general guidelines, clinical trials, and
past successful cases to arrive at a final decision. In automatic reasoning systems, the
concept of multimodal reasoning methodologyolged from the use of
heterogeneous knowledge sources to generate the final dg€igjohhe knowledge
source, such as guidelines and past successful cases are modeled as knowledge rules

and case bases that require RBR and CBRhfar executions.

The integration of reasoning approaches can follow any set of strategies, such as RBR
followed by CBR, CBR followed by RBR and RBR and CBR in par@lié] 78] In

the first strategy, RBR is used as the main methodology for making the decision. If
RBR fails, CBR is use(l79]. In the second sitegy, CBR is used for the master
reasoning process and RBR is used to refine the de¢&dpnAn example of this
strategy is reasoning system for diabetes managd&ignThe CBR refines the rules

for the final out come, specific to the
CBR and RBR are used in pdedl where either both outcomes are simply displayed

or the best one is displayed based on some criteria. An example of parallel integration
is the WHAT systenf82, 83] which is used for training beginning sports medicine
students to design exercise regimens for patients with cardiac or pulmonary disorders.

The regimens are produced by RBR and CBR in parallel and presented to the experts
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for choosing tk best one. Other methodologies exist that closely cooperate with each
other for generating final decisiof84, 85] Apart from RBR and CBR, filtration
based approaches, such as corbased filtration86] and collaborative filtration

[87, 89 are also popular in the area of recommender systems for online shopping,
product selection, and healthcare services. Prefetwassd recommender systems
are used in-@pplications such as@mmerce to offer alternative or cresalling
products to cusmers[89].

In the healthcare domain, hybrid reasoning approaches havdrégeently used. In
treatment planning for adolescent early intervention, hybrid CBR that uses RBR and
fuzzy theory has been implement¢8l0]. For supporting physicians for the
management of diabetes mellitus, integration &RC RBR and modédbased
reasoning (MBR)[91] and webbased CBR[92] has been proposed. For cancer
decision support services, CBR has been integrated with RRRCBR part is used

to adapt the production rules for decision maKBtgj. A recentresearch studj93]
integrates rough set theory and correlation analysis in a hybrid model, called H2RM,
that predicts the diabetes type and manages patient observations for future trend
analyses. Other similar studies can be found fibhats on heart diseagé6] and
oncology[77], among others.

In the wellnesslomain the knowledge acquisition and reasoning engine (KARE)

[94] is used in activity awareness for humamgaged wellness applications
(ATHENA) [95] to promote active lifestyles. KARE uses the hybréhsoning
methodology by integrating the Random Forest, Naive Bayes, and IB1 approaches.
KARE generates food, physical activity, and music therapy recommendations for
ATHENA users. For the elderly, an intelligent personalized exercise
recommendations sysn is proposefP6]t hat ut il i zes the user 6
and preference information. Similarly, a hybrid CBR/RBR approach has successfully

been used for designing nutritional mef@ig].
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All of these methodologies have the common basis of being used in an exclusive
manner. They do not guantee a minimization of the shortcomings of RBR and CBR,

which are discussed as follows:

1 Conventional RBR systems lack the capability of specializing recommendations
for individuals. In general, to deal with specific requirements of users and provide
user-centric specialized recommendations, it is necessary to gradually increase
the number of rules in the knowledge base. This approach not only results in
knowledge base intractability problem, but also causes maintenance and
combinatorial explosion issu¢33].

1 Standard CBR systems provide solutions for new problems using a large and
unbiased case base as implicit knowledd@wever, the requirement of a large
case base is a difficult task and associated with a number of other issues, such as
physical storage, proper indexing and computational compleXi@ls The
preparation of the query cases to feed the CBR cycle for generating physical
activity recommendations is a challenging task.

1 Ther have been significant improvements in the integration of these
methodologies in hybrid systerfi0]; however, a number of challenging issues

still need to be resolved for applying integration in the wellness domain.

2.3.3. Trade-off criteria for evaluating heuristic approach for classifiers
selection

To evaluate whether theeuristicbased approach adopted for the evaluation of
classifiers and other recommendation methods and algarighefificient or not, the

following set of criteria can be usgtD1].

1 Optimality: When severahlgorithmsexist for a gven problem, does the
heuristic guarantee that the bedgorithm will be found? Is it actually
necessary to find the best solution?

1 CompletenessiVhen severabest algorithmexist for a given problem, can

the heuristic find them all? Do we actually nedidsolutions?
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9 Accuracy and precisior€an the heuristic provide a confidence interval for
theclaimedalgorithn? Is the error bar on the solution unreasonably large?

9 Execution time:ls this the best known heuristic for solving this type of
problem? Someduristics comerge faster than others. Some heuristics are

only marginally quicker than classic methods.

By analyzing the evaluation criteria of the heurisigsed algorithms performance
analysis it tells thatselecting the appropriatdgorithm based othese criteria may
not ensure the right algorithm.

2.4.  Summary

This chaptehas summarizestateof-the-art techniques, methodologies, approaches,
frameworks toolsand models that are used for the selection and design of accurate

cl assi f i er scatibne irhand.&iestry,sh@ relavant literature oranking

of classifiers and selection of suitable one based on multiple performance criteria is
presentedTheal gori t hms 6 empi ri cal perfor mance
techniques and methodoleg arecritically analyzed and compared. Secondly, the
literature on metdearning based classifier selection methods is evaluated and
described. Lastly, relevant literature on the classifiers used in medical and wellness
applications is analyzed and debked in detail that finally lead to theeuristicbased

selection and design of two rough set and CBR classifiers for diabetes predictions and

physical activity recommendations.
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Chapter 3

Machine Learning and Classification: Technical
Preliminaries

3.1. Overview

This chapter is about to describe the key concepts used in this thesis. The basic
concepts of data mining, machine learning, classification, classifiers, performance
evaluation, decision making, muttriteria decision makin@nd theirtechniques
metalearning and reasoningre provided for easy understanding and grasping the

idea presented in the subsequent chapftetss dissertation

3.2. Data mining

Theprocesof discovering interesting patterns dawwledge fromargeamounts of
datais termal as data minin§L02]. The source$or datacanbe databasegjatasets
in different formats (e.g., text file etcwarehouses, Web, streamed data.

3.2.1. Technologiesused in dcata mining

Data miningis aninterdiscplinary research area that uses maeghniquesrom
statistics, machine learning, pattern recognition, datalamse data warehouse
systems, information retrieval, visualization, algorithms, higperformance

computing, and manapplication domaingL03].

3.3.  Machine learning

Machine learnings one of the importardrea of research irartificial intelligence
that tries to makeomputer programaitelligentto automaticallylearnfrom large
volume of historical data andecognize complex patterrisr making intelligent
decisionqd104].
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3.3.1.Supervised learningis the type of machine learning in which the learning
process from the training data igoported by the labelled examplesslasynonym
for classification.

3.3.2.Unsupervised learningis thelearning procesm which theinput

examples are not class labelds asynonym for clustering.

3.4. Classification

The task of machine learning presethat findsa classificationmodel(or fundion)
for distinguishingdata classesf the categoricalor nominal typesThe modelis
created on the basis ahalysisof the training examples in thiining datawhich is
usedto predict the class label oeéw examples witinknownlabels[105].

3.4.1. Classificationtechniques

3.4.1.1. Decision tree induction

Decision tree is a family of classificatioralgorithms, which buildlowchartlike
treesmodelsfrom a labeled trainingdatasef106]. The internal nods of the tree
represent conditions of a rules and teaf nodes represents decisions. The most
commonly used techniques for selecting the attributes for the node of the tree are:
Information Gain, Gini Index Minimum Description Length (MDL),and
Multivariate Splits used[106]..

3.4.1.2. Bayes classification methods
Bayesian classifiers arstatisticalearnersbased othewell-knownBay es 6 ,t heor e
thatlearn prior probabilities and likelihoods from the training dataset to estimate the

posterior probability and predict tlekass labels for unclassified test exampl€s3]..

3.4.1.3. Rule-based classification
Rule-based classifierss the family of comprehensible and interpretable classifiers
which learntraining data using thesequential coveringlgorithm and the rules

generatedrerepregntedin the form oflF-THEN rules[103].
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3.4.1.4. Meta-learning or classifiers ensemble methods

Classifiers ensemble or mdgarning algorithms ensembbe series ofk learned
models usng some combination methodith the aim of creating an improved
composite classificatioomodel [107]. The individual model is termed adase
classifiers Whena newunresolved casis given to the model for classificatiotine
model collects decision from eatiase classifierand combine them to a single
unified decisionSome of the most popular methods aagding,boosting,stacking,
voting andrandom foreststc.

3.4.1.5. Case-based reasoning for classification

Casebased reasoning (CBR) classifiers usgetof resolved cases as the training
dataset for solving new problengasesusing the similarity measuwseapproaches
[108]. The similarity, among theenv case and the resolved historical cases (called
case basép measured usinguclideandistance When a new casis providedfor
classfication, a casébased reaster takes over the control and checks iftentical
cases using the similarity functionin the casebase If exact match is fouth the
solution part of the matched case is providethaslassification or recommendation

decision, otherwise the closesteoto thanput case is suggested as the class label.

3.4.1.6. Rough sets classification

Rough set theoris one of the most powerful toaked for classification to discover
structural relationships withimprecise vague andnoisy datahat hagough classes
boundaries [7]. Before applying the process of classification, it applies the
discretization process to therginuousvaluedattributes because the theory works
well on the discrete informatiomn reatworld data, somef the classes cannot be
differentiated based on the availala#ributesset Rough setgheory isused to
roughly estimate such classes by using the concepté lower and upper
approximation. The lower approximatioonsists of all those example of the training
dataset whichare certairly belongng to a particular claswith no ambiguity[7].

Similarly, the upper approximation consists ofththse instances that dot certainly
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belonging to the class of upper approximatiBough setheoryapproximateghe
classes thatannot balistingush certainlybasedn the availableonditionattributes
into rough setd~orm these approximated classas;igsion rulesaregeneratedavhich

are then used during the online classification process.

3.4.2. Evaluation and slectionof classifiers

The situation, whre more than one classifieare available ande want to choose
t he folt efshend, we need to perform classifiers evaluation process, which is

referredasmodel selectiomr classification algorithm selectigh03].

3.4.2.1. Metrics for evaluating classifier performance
To evaluate performance of classifiers, a set of evaluation criteria are used that are
referred as performance evaluation metrics. The most commonly used metric is the
predictve accuracy, which can be measured using a specific formula that consumes
the following set otomicevaluation metrics.
1 True positives (TP): These refer to the posithaancegorrectlyclassified
by a classifier.
1 True negatives (TN): These are thegativeinstancegorrectlyclassified
by aclassifier.
9 False positives (FP): These are the negatiseancesncorrectlyclassified
by a classifieas positive
9 False negatives(FN): These are the positigeances misclassified by the

classifieras negtve
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Table 3.1. Confusion matrix of thelassifiergperformance evaluation metrics

Predicted class

Yes No Total
Yes TP FN P
Actual class
No FP TN N
Total P6 N 6 P+N

In addition tothe accuracybased measures, cld@sgis can also be compared with
respect to additional characteristics such as speed, robustness, scalability,

interpretability and space complexity etc.

3.4.2.2. Cross-validation

Crossvalidation is a rotation estimation process in which a model built is validated
for assessing how the results will be get generalized for an independent test dataset
[103]. In k-fold crossvalidation, the data are randomly partitioned into k mutually
exclusivedatases called foldsi.e., D1, D>, é «, With approximately equal size. In

first iterationi, dataseD; is reserved as tedataset, and theestdatasets, B € ,«, D

are usedstrain datasets for thmodelcreation In thesecond iteration DDs, é ,«, D

are usedhs train datasetnd » as the test dataset. This process is repeated for each
fold/dataset and finally the average is taken as the collective result of the model

3.5. Binary and multiclass classification

Classification algorithms that have the capabilibéslassifying data only in two
classes are referred to as binary classifiers, whiedthat canclassify data into
multiple classes are multiclass classifi¢t®3]. Support vector mdgnes is an

example of binary classifievhile J48is an example of muktlassifier.

3.6. Decision making process

The study ofdentifying andselectingalternativesolutionsalgorithm(s)based on the

actual performance results of takernativesdlgorithmsand the preferences athe
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decision makég) is called decision making for algorithm selectibne objective of
decision making is choosing the best out of the available alternative algorithms which

best fitsthe goals, objectives, desiraglues, and son of the domain exper{d09].

3.6.1. Multi -criteria decision making

The decision making process made on the basis of multiple criteriketo the best
option from the available multiple alternatives is referred asi+oteria decision

making. It is also termed as mudtitribute decision making.

3.6.1.1. Analytic hierarchy process

Analytic hierarchyprocess (AHP]17] is a multi-criteria decision makingpproach
usedto convert subjective assessments of relative importance ta afsaverall
scores or weights and evaluate the alternatiVhe. nethodology of AHPprocess

follows the procedure gbairwise comparisons
3.6.1.2. Technique for Order Preference by Similarity to Ideal Solution

Technique for Order Preference by Similarity to Id8alution(TOPSIg [110] is
another multcriteria decision making method thabrks on theidea of ranking
alternatives based on the shortest distance from the ideal solution and farthest distance

from the negativédeal solution. The distanéecomputed usingeuclidean distance

3.7. Meta-learning for algorithms selection

fiMeta learning is a subfield ofanhine learning where automatic learning algorithms

are applied on metdata about machine learning experiméfits1].

3.7.1. Meta-features of datasets and algorithms

Metafeaturesof a dataset are the aggregataracteristics ofhat dataset, such as
general, statistical, informatietheoretic, complexity and ladmarking that
represents its global qualities. Similarlyharacteristics ofhie learning algorithm

such astype of parameterstheir settings,and variousmeasuredor evaluating
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algorithms performancear e al | exampl e sfeatorés omarhegaor i t h'm
characteristic§l11]

3.7.2. Meta-learner for algorithms seledion

A learning algorithmthat learns metafeatures ommetacharacteristicoof a large
number of datasets anelatethemto themetacharacteristic(s) of a set of candidate
algorithns, e.g., predictive accuracy etc., is termed as-eataer or metalassifier
[112].

3.7.3. Meta-reasonerfor algorithms selection

A algorithm or clagfier that reasons over thaready learnednetacharacteristics
for the metdeatures of a given new learning problem (datasetpredict the
performance othe closestiearning algorithmsgs called metaeasoner Hence,a
metareasonecancorrectlysekct the algorithm best suited for the new problem, if
the induced relationship holdse., the metdearner has modeled the relationship well
in advancd113, 114]

3.8. Summary

This chaptehasprovided the basic concepts, terminologaefinitions techniques,
methodologies and toglased in this thesidachine learning is described in terms

of classification problem. The welhown families of classification algorithms are
defined. The performance evaluation of classifiers is discussed and the associated
multi-criteria decision making techniques, such as AHP and TOPSIS are dé&fieed.
concept of metdearning, metaharacteristics and metaasoner are described

which areusedto selectbest classifiesfor a new learning problesi{dataset).
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Chapter 4

Multi-criteria Decision Making for Classifier Selection

4.1. Overview

Manual evaluation of machine learning algorithms and selection of a suitable

classifier from the list bavailable candidate classifiers, is highly time consuming

and challenging task. If the selection is not carefully and accurately done, the

resulting classification model will not be able to produce the expected performance

results. In thischapter we pesent an accurate mudtiiteria decision making

met hodol ogy (AMD) which empirically eval

end users or experts to choose the top ranked classifier for their applications to

learn and build classification models for teExisting classifiers performance

analysis and recommendation methodologies lack (a) appropriate method for

suitable evaluation criteria selection, (b) relative consistent weighting mechanism,

(c) fitness assessment o f (d) tsdtidactionloh s s i f i e

various constraints during the analysis process. To assist machine learning

practitioners in the selection of suitable classifier(s), AMD methodology is

proposed that presents an expert grbaped criteria selection method, relative

consistent weighting scheme, a new ranking method, called optimum performance

ranking criteria, based on multiple evaluation metrics, statistical significance and

fithess assessment functions, and implicit and explicit constraints satisfaction at the

time of analysis. For ranking the classifiers performance, the proposed ranking

method integrates Wgt.Avg:$core, CPUTimeTesting, CPUTimeTraining, and

Consistency measures using the technique for order performance by similarity to

ideal solution (TOPSIS). Thenfal relative closeness score produced by TOPSIS,

is ranked and the practitioners select the best performanceatked) classifier

for their problems ishand. Based on the extensive experiments performed on 15

publically available UCI and OpenML datasetsng 35 classification algorithms

from heterogeneous families of classifie
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coefficient of 0.98 is observed. Similarly, the AMD method has showed improved
performance of 0.98 aver &ffcentSsgamparettanods r
to 0.83 and 0.045 correlation coefficient of the stdtethe-art ranking methods,
performance of algorithms (PAlg) and adjusted ratio of ratio (ARR)e

evaluation, empirical analysis of results and comparison with-ctdle-art

methods demonstrate the feasibility of AMD methodology, especially the selection

and weighting of right evaluation criteria, accurate ranking and selection of

opti mum performance classifier(s) for th
r educ e stime and efforts @nsl improves system performance by designing

suitable classifier recommended by AMD methodology.

4.1.1. Key Contributions

The key contributions made throutite proposed mukHgriteria decision making
methodology (AMD)for the objective of bestiassifier selectiomre summarized

as follows.

1 A list of general guidelines are defined for performance evaluation of
classifiers, based on extensive literature study of the classification algorithms.

1 We analyzed and categorized classification algostiin ev al uati on met
introduced the concept of classifiers quality mmigtrics (QMM) to construct
QMM classification model, which is useful for nemperts of machine
learning who need to make evaluation decision about classifiers selection. The
QMM model further assists users in understanding physical meanings of the
evaluation metrics.

T Proposed an e-bgsedrgto ecisiam making mathed that
assists experts to first select appropriate QMM and then select suitable
evaluation criteria,aisfying interdependence and explicit global constraints,
enforced by the objectives of the end

1 An expert groughbased relative criteria weighting technique is proposed,
which can easily quantify acegdaboatst i mat e

each evaluation criterion.
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1 A new ranking criteria, called optimum performance ranking (OPR) is
proposed, which ranks classifiers based on Wgt.A&rére,
CPUTimeTraining, CPUTimeTesting and Consistency performance metrics,
integrated using TOPSImethod.

1 Accurate statistical significance and fitness evaluation functions are defined,
which inspect algorithmsdé fitness,
candidate algorithms for ranking.

Implicit and explicit constraints are defined dffefent levels of the evaluation

process for accurate ranking of the classifiers.

4.2. Algorithm selection: multi-metric decision making process

Each machine learning algorithm performs differently on different datasets because
of different features of the datThe evaluation of these algorithms on the basis of
single criterion sometimes misleads the decision of selecting best algorithm from
a list of available candidate algorithms. For example, consider the following
scenario with four classification algonitts: multinomial logistic regression,
decision table/naive Bayes hybrid classifier (DTNB), functional trees (FT) and J48
which are tested on anneal datgddib] using 10x1€fold cross validation and
evaluated using the criteria, Wgt.AvgsEore, = CPUTimeTesting,
CPUTimeTraining and average consistency, as shown in FMdure

(a) Comparision on Wgt.Avg.F-score (b)Comparision on CPUTimeTesting
1 0891 0.992 01 0-083
2 0.99 0.98 0.984 2 0.05
G 0.98 I - I B g™ 0.001 0.002 0
4 0.97 @ — —
Logistic DTNB FT 148 o Logistic DTNB FT 148
Algorithms = Algorithms
(c) Comparision on CPUTimeTraining (d) Comparision on Consistency
=% 29.888 - 02
a 40 o
- A 01
v 20 1872 0.922  0.017 :
E 0 — g o -
Logistic DTNE FT ILE Lu Logistic DTNB FT 148
Algorithms Algorithms

Figure 4.1. Evaluation of algorithms on the basis of multiple evahratiriteria
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Figure 4.1(a) shows that FT algorithm performs well, measured in terms of
weighted average-dcore (0.992%) and is the winner amongst all algorithms.
However, it performs poor from the CPUTimeTesting perspective (0.083 second).
Similar interpréations can be made for CPUTimeTraining and the Consistency
criteria. This analysis shows that no algorithm can be declared for all criteria.

From the empirical evidence, predictive accuracy is one of the traditional
evaluation metric, estimated using eslidation [116] that focuses on
maximizing the accuracy, but ignores other criteria, such as comprehignsib
interestingness [117] and complexity. The formal measurement of
comprehensibility and interestingsemay not be possible like accuracy, but it
more relevant than accuracy when the objective is discovering accurate knowledge
[2] in medical domain for recommendation generation services. Similarly, time
and space complexities are also the key criteria for evaluating algorithms and
selecting the right algorithm for an application in hand. In situation, where the
datasets are either large or the storage space or computational power is limited
[118], the time and space complexities criteria need to be used for evaluation of the
algorithms. Thusin order to select appropriate classifiers or algorithms for such
applications we must need to evaluate algorithms performance in terms of space

and time complexities.

In light of the results shown in Figuel and the empirical evidences from the
literature, the wellknown nefreellunch theoremg6] is confirmed. Hence, we
conclude the discussion that no classification algorithms is superior on all problems
and is therefore no single evaluation criterion is always superior for their
evaluation. If one algorithm outperforms others on one criterion, it may
underperforms on other tgiia. As a consequence, the algorithm selection problem
is a multiple criteria decision making problem which requires an accurate
methodology to evaluate them properly. The rest of the study is focused to find a

solution to this problem.

4.3. Methodology i multicriteria evaluation of classifiers
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In this section, first walefinea set of general guidelines and then describe the
methodology for evaluating classification algorithms on the basis of multiple

evaluation criteria.

4.3.1. Guidelines for algorithms evaluation

For selecting suitable algorithm(s), a sequence of essential tasks need to be
performed. To efficiently perform these tasks, a set of guidelines are presented as
follows.
1 Define an unambiguous goal for which the algorithm(s) need to be selected
2 Analyze andspecify goal as either singtdbjective or multiobjectives and
specify the corresponding quality metetrics (QMM)
a. Categorize objective(s) as cost and benefit criteria
b. Define essenti al constraints on
constraints
3 Analyze the specified objective(s) and constraints against existing criteria
a. If existing criteria work, then go to step 4.
b. If existing criteria do not fit well, then go to step 5.
4 Evaluate the algorithms performances using the available criterion under
the canstraints, defined in step 2(b), and rank them for the best selection
5 Define a generic mukinetrics evaluation criteria using the following steps
a. Analyze QMM for conflict among evaluation criteria
(interdependence/fuzziness)
b. Select suitable QMM, defininthe objectives.
c. Select suitable evaluation metrics for the selected QMM
(objectives)
d. Prioritize the selected evaluation metrics
e. Rank algorithms based on the aggregate value of the weighted
metrics
f. Repeat step 5, if any of the constraints, defined in t&p i not

satisfied
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In the above guidelines, stepgl fre straightforward and can be easily followed.
However step 5 is more challenging and needs technical contributions to
accomplish the task of selecting suitable algorithm in the basis of muliigiescr
Generally, the outlined guidelines are generic, where only the domain specific
parameters, such as the goal, objectives, evaluation criteria, and weights for each
criterion need to be strictly followed while building a system. These guidelines are
mainly focused on two essential aspects of the algorithms evaluation and
recommendations systems. These aspects include (a) how to integrate multiple
evaluation criteria and (b) what criteria should be integrated. To answer the first
guestion, we designednd proposed a list of guidelines that were partially
presented b]B] and[2]. Similarly, to extend answer of the first question and find
solution to the second question, we have provided detail description in the next

section.

4.3.2. Multi -metric decision making for algorithm selection

The proposed accurateulti-metric decision making methodology (AMD) consists
of the following steps: goal and objectives definition, criteria selection and
weighting, measuring algorithm performance, ranking algorithms, and ordering

and applicatioras shown in Figure 4.2

Abstractly, the working methodology of AMD is described below.

1 Goal and objective definition:describes the final goal, its corresponding
objectives and the associated constraints to achieve the goal. For example,
the selection of optimum performance classificn algorithm for multi
class probl ems. In this statement, g
performance <classification algorithn
Amuthtass probl emso. The correspondin
can be, e.g.,I() accuracy, I( ) computational complexity, and ()

consistency.
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iy

Goal and Objectives Definition
Selecting Optimum Performance Algorithm for an Applications in Hand

d: dataset A: Algorithms

X

QMM: Quality Meta-metrics

3 Measuring Performance

2 Measuring Algorithms

Performance (10x10-foldCV )

P: PerfomanceMatrixl

\ (=1i Evaluation

EP: Experts Preferences

2)

Criteria Selection and Weighting

8 Selecting Suitable Quality

Meta-metrics (EGDM)

l Q: Quality Metrics

b) Selecting Suitable Evaluation

Metrics (EGDM)

ia: Evalvation Metrics

Weighting Criteria
(Grouped-aHp)

b) Testing Significance Metrics
(Corrected Paired t-Test)
P: Labelled Matrix L Cons:train‘rs
S : S ) >
2 Algorithmic Fitness Evaluation c)
(Fitness Function) :
‘ S: Significant Matrix W: Weights Vector
R Ranking Algorithms
(TOPSIS)
Ranked Algori‘rhmsl
5) . o
Ordering and Application

Figure 4.2. AMD methodology for classifiers performance evaluation

Criteria selection and weighting:contains a set of methods to first select

quality metrics for the objectives, then select suitable metric for each of

the quality and finally assign consistent weight to each metric.

Measuring performance: includes the tasks of generating performance

results for the selected criteria using the candidgteithms (considered

in the study) on the datasets (one at a time) and performing significance

and fitness tests. The purpose of this step is to generate significant matrix

of the algorithms performance results for the selected evaluation criteria.

utilizing their performance results and the criteria weights.

sorting the ranked algorithms and selecting thekidpr t h e

application in hand.

Ranking algorithms: is used to rank the list of candidate algorithms by

Ordering and application: consists of the trivial functions, such as

user 6s

Constraints: represent restrictions, i.e., for which family/families of

problems the methodology should be activated (single classftags),
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how expertsd preferences should be g
introduction of special criteria as constraint i.e., consistency, which is
measured in terms of standard deviation.

The proposed AMD methodology is algorithmically represented in algorithm

Algorithm 1. Selection of optimum performance algorittam the bas of multimetric evaluation

Begin
inputs: "H dataset
A APAR PA //list of n algorithms
output: R top-k algorithms; where2 P !
Let QMM = Classifiers quality metenetrics; // See sectioh3.2.1.

1 [Define Goal]
¢ T H MHA ;//where, nisthe number objectives, See sectigh3.2.
2 [Select Suitable Quality Metmetrics]
"E OA1 AA O3 OE®HEQ A Bk €ettion 3.2.1
3 [Select Suitable Evaluation Metrics]
"E OA1 AAO3 OE OO Riwheked B E.5€k section 3.2.2.
4 [Estimate Relative Weight of the Evaluation Metrics]
i AOOEI AOA2 Al fEO/KvBefe7 WK \geifild Gector. See sectibB.2.3.
5 [Generate Performance Results of the Algorithms]

"HU "I "HATHE T CHE GADIA O £fLoR1iofold CV in Weka to produce ann*m
performance matrix P for the evaluation metfdicsSSee sectiod.3.2.4.

HETHE
6 [Perform Statistical Significance Test]
"E PAOAI Oi 3 OB .Qranereadidsiiificance labelled matrix. See section
43.2.5.
7 [Perform Algorithm Fitness Test]
n 0AOM IOCT CREEXFI4 R @ERe sectiont.3.2.6, equation 8
8 [Compute Relative Closeness (RC) to Ideal Algorithm]
nA OAT E! 1 Gy E Sde bettion 3.2.7.
9 [Rank the Algorithms]
nHT "H'HET 2111, &+ 6 'R A "Ad) Afp ;
10 [Select TopK Algorithms]
n OAT AAQAN BAK, EOO
11 ADBai A AT

End

In algorithm 1, each step of the methodology is explicitly described in separate
section except stepsld. In step 9, averagankingof the relative closeness scores
2 #of the algorithms are generated using the Microsoft Excel PI9] built-in
function2 ! . & 6 ' with its generic form RANK.AVG(nhumber, rdiorder]). In

(41



Chapterd: Multi-criteria Decision Making for Classifier Sel&on

step 10, th© A1 A A OfarictBrris used to select tépranked algorithms while

in step 11, the users build his/her model using the selected algorithms and deploy

in their applications.

4.3.2.1. Selecting Suitable Quality Meta-metrics

To select amptimal performance algorithm, a machine learning (ML) user/expert
must be aware of the physical meaning of the evaluation metrics. For understanding
physical meaning of the evaluation metrics, we propose the idea to first abstract the
evaluation metricsni the form of classifiers quality metaetrics and then let the

users know to select quality metrics compliant to their goal and objectives. This
will help the users in identification of appropriate metrics and figuring out the
conflicting (fuzzy) metricsfor example comprehensibility against correctness
(accuracy)]120] and complexity121]. The conflicting criteria are interdependent
among each other and need special treatment during evaluation. The independent

(crisp) criteria are simple to evaluate and result in unbiased decisions.
a. Classifiers quality meta-metrics classification model

Classifiers can be evaluated using a number of commonly used evaluation criteria,
such as RMSE, predictive accuracy and ROC cUtM&s A general problem with
users and domain experts is that they do not know physical meaning of the
evaluation metrics. This creates difficulty for them to select suitable metric(s) for
their evaluation. To resolve thyggroblem, we define physical meaning of the
classifiers evaluation metrics in terms of quality mettrics (QMM). We defined

eight families of QMM for those evaluation metrics which are implemented in
Weka library[122]. These include: responsiveness or computational efficiency,
separability or coherency, robustness or sensitivity, consistency, correctness,
complexity or simplicity, reliability and comprehensibility or interestingness
interpretability. The definitions of these qualities along with their evidences are

given below.

9 Correctnesslt can be either measured directly from the correct cases or

indirectly from the number of errors made. We categorize it into twe sub
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groups® accuracy (6+06&omar)) .anTdhiasc cfua miclyy
metrics for binary class problems, mwdtass problems and balanced and
imbalanced data problems.

Complexity It can be measured either in terms of time spent in building

the model, i.e., coputational complexity (ccom) or the memory space
consumed to complete the process of building and accommodating the
model, i.e., memory/space complexity (scom).

Responsivenesk measures the computational efficiency of a classifier in

terms of testing oexecution time. We abbreviated itrasthat stands for
responsiveness of the model.

ConsistencyConsistency of a classifier, with respect to an evaluation

metric, can be measured in terms of its standard deviation. If the classifier
maintain a certaitevel of performance for a subsets of the main dataset

then it will be consistent otherwise inconsistent one. For example, standard
deviation of the accuracy measure of a classifier over tHeld®f a test

dataset measures its consistency in termgedigtive accuracy2]. We

abbreviated it asonin this study.

Comprehensibility, interestingness and interpretabilitys combination

of related subjective metrics that describes the nature of classifiers from

the userdéds understanding andthe nterpr
user oriented aspects, such as how w
process of decision making be underst{#]d These metrics are favored

in the knowledge acquisition scenario where understandability matters

[120]. Comprehensibility may also results in model complexity. A

complex model is intuitively more difficult to understand and interpret as
compared to a simple modél21]. Similarly, for a recommender system,

the interpretability criterion has great importance, where user needs to
understand and verify the results of a trained model. This qualitycrietri
abbreviated asom.

Reliability. This family of metrics measures how much the user can trust

on the quality of correctness of the performance results of a classifier. It
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can be measured using error metrics, which are based on the probabilistic
undersanding of the errors that measures the deviation from the true
probability, such as mean absolute error, mean squared error, LogLoss
(crossentropy), et¢123]. Similarly, informationtheoretic metrics, also
estimate the reliability aspects of classifigr24]. We abbreviated #srel

and categorized into distance or error measure (erel) and information
theoretic measure (irel).

1 Robustnesdt is a subjective measure used in diverse situations, such as
ability of the classifier to make correct predictions on noisy dataset or a
dataset with missing valug425] or have high sensitivity or true positive
rate [3]. Sophisticated AUC measures have been reported recently for
improving the quality of robustness of classifigi86]. We abbreviated it
asrob in our study.

1 Sepaability and coherency.ln the context of binary classification
problems, area under the receiver operating curve (AUC) is closely related
to the concept of separabilif$23]. AUC can best distinguish the positive
and negatives classes of a dataset. We abbreviatsdpimsour study.

A partly dmilar concept of classifiers qualities can be found fid@2i7] and[3]
with limited scope and number of qualities defined. We have proposed and defined

a classification model for these qualities, as shown in FigGre
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Examples percent correct,
precision, recall, F measure etc.

Accuracy (€or)

Correctnessar)

Accuracy (cor) - error Examples percent incorrect,
metrics FPR, FP, TN etc.
Examples Elapsed Time
, Computational¢comn) training, User CPU Time training
Complexity etc.
complex
(complex) Memory/Spacescon) ] Examples NumRules, Tree

Size,Num Leaves etc.

Responsiveness ey amples Elapsed timesssting, UserCPUtime testing

Classifiers
Quality Meta Consistency (co Examples Standard deviation
Metrics |
(QMM) Comprehensibilit Examples Measures Interestingness and Interpretability, e.g.,

Num. Rules, Tree Size etc.

InformationTheoritic Examples Entropy, entropy gain
(irel) etc.

Distance or Error Examples MAR, RMSE
Measure ére) etc.

Reliability (rel)

Examples Measure sensitivity in terms of True positive rate

Examples Graphical measures that best visualize the
results in binary classification, e.g., ROC, AUC etc.

Separability $ep
Figure 4.3. Classification model of the classifiers quality metatrics

While selecting qualities form the QMM classification model, to evaluate
classifiers, intensive care should be taken to select only those qualities which
satisfy the properties of legibilitycéntaining sufficiently small number of
criteria), operational, exhaustiveness (containing all points of view), monotonicity
and norredundancy (each criterion should be counted only once). These properties
were initially defined in articlg128]. A mathematical representation of the

proposed QMM is shown in equation 1.

1-- A | oOAI MR T IOATMAD (1)

Based onQMM <cl assi fication model , t he |

metrics are categorized, as shown in Tdhle
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Table 4.1. Categorization of classifiers evaluation methesedon quality metametrics

. . Sub- . Sub-
Id Evaluation Metric QMM QMM Id Metric QMM OMM
1 Number_correct cor +cor 27 Elapsed_Time_training complex ccom
2 Percent_correct cor +cor 28 UserCPU_Time_training complex ccom
3 Kappa_statistic cor +cor 29 measureNumRules complex, scom
com
4 True_positive_rate cor +cor 30 measurePercentAttsUsedByDcomplex, scom
com
5 Num_true_positives cor +cor 31 measureTreeSize complex, scom
com
6 False_negative_rate cor +cor 32 measureNumLeaves complex, scom
com
7 Num_false_negatives cor  +cor 33 measureNumPredictionLeavecomplex, scom
com
8 IR_precision cor +cor 34 measureNodesExpanded complex, scom
com
9 IR_recall cor +cor 35 Elapsed_Time_testing res ures
10 F_measure cor +cor 36 UserCPU_Time_testing res sres
11 Weighted_avg_true_posicor ~ +cor 37 SF_prior_entrpy rel irel
ve_rate
12 Weighted_avg_false_neccor ~ +cor 38 SF_scheme_entropy rel irel
ive_rate
13 Weighted_avg_IR_preciscor  +cor 39 SF_entropy_gain rel irel
on
14 Weighted_avg_IR_recallcor ~ +cor 40 SF_mean_prior_entropy rel irel
15 Weighted_avg_F_measucor  +cor 41 SF_mean_scheme_entropy rel irel
16 Number_incorrect cor  -cor 42 SF_mean_entropy_gain rel irel
17 Number_unclassified cor  -cor 43 KB_information rel irel
18 Percent_incorrect cor  -cor 44 KB_mean_information rel irel
19 Percent_unclassified cor  -cor 45 KB_relative_information rel irel
20 False_positive_rate cor -cor 46 Mean_absolute_error rel erel
21 Num_false_positives cor  -cor 47 Root_mean_squared_error rel erel
22 True_negative_rate cor  -cor 48 Relative_absolute_error rel erel
23 Num_true_egatives cor  -cor 49 Root_relative_squared_error rel erel
24 Weighted_avg_false_poscor  -cor 50 Area_under_ROC sep, cor -'
ve_rate
25 Weighted_avg_true_negicor  -cor 51 Weighted_avg_area_under_Fksep, cor  -'
ve_rate C
26 True_positive_rate cor, +cor -- -- --

rob

b. Selecting suitable quality metametrics

In this section, we proposed a formal expert grbaped quality metenetrics
selection method, where a group of experts participate in a closed discussion and
rate the quality metrics. We are mativt e d t o t h ebasedgeesion sd gr o

making method due to the effectiveness of nominal group technique (&)
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t hat guantifies the expertsd preference
proposed e-hages QWM sklecon pracess ipmesented in procedure
1.

Procedure 1.0A1 AAO3 OEO1LHBAI EOU

Begin
inputs: "EE Ei classifiers quality metanetrics
G1i goal
output: "E T highly rated/ranked quality metaetrics
1 [Select key qualities by each expert]
'E AGOOAAO3 AEERE; Oiherel P1 - -
2 [Vote each quality by each expert]
"E DOAI EI ET AOU 6 I'ed Avh@€11iiheliniiadligt of selected QMM
a. If "E containsConsistentjualities, then
i. "BeeeOAl AAO4 I"EN+ U-where, k represents the numbe
qualities experts are interested in
i. Hi "OA6D
b. Else
i. repeatstep 2;
3 "I "H'LTEIN
End

In procedure 1, stA&@®DORAAOSAmeEkiditosp anel u
quality metrics from QMM classification model, which are essential for the
evaluation of classifiers under the defined goal G. Thergajualities are collected

by the head expert and presented for discussion, if needed, otherwise,
DOAT EI ET AOUG6 T i©dskd)<tep @ Atd 18 Balient qualities by each
expert. For voting salient qualities, rating or ranking methods can be Tised.
output of this function is to select tdpqualities, if they are consistent. A quality

is said to be consistent if all the experts have uniformly rated/ranked it. For
example, if % of the experts rate correctness as rank 1 and only one expert rates it
negatively, then it may be due to the inconsistent rating by the experts. In this case,
re-voting is done and the process is continued till consensus are made. The final

output of procedure 1 is the list of most desirable qualities for the defined goal.
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4.3.2.2. Selecting suitable evaluation-metrics

Once suitable qualitie&, are selected, the next step is to select suitable evaluation
metrics. However, in case of classification algorithms, for dachlarge number

of metrics are available (a few are shawable4.1).

The selection of suitable metrics (i.e., metrics to integrate) depends on the scope of

the classifiers under analysis, which is defined in terms of the number of families

of classifiers taken under consideration. A few of the commonly @satids of
classifiers, i . e., probabilistic family,
family, decision tree family and melaarners family, are implemented in Weka

[122], which are focused in this study. Apart from the scope of the classifiers, the
domain/application requirements also influence the selection of suitable metrics.

To resolve the metrics selection problem, we adopt the idea of expertshgreegh

decision makig, motivated by the NGT129]. The methodology used is
algorithmically represented in procedure 2.

Begin
inputs: "ET highly rated/ranked quality metaetrics
¢ T goal
output: 1| 'Beidaighly rated/ranked evaluation metrics
Let "l I "H'HAT "HA"l | EpetifidatiotHof evaluation metrics. See Tahle

1 [Select salient evaluation metrics (SM) from egdlality metric]
NE AGOOAAO3AIEAIOHAKSOBEAS EH1i "HI
2 [Vote each evaluation metric by each expert]

H'E POAI Ei ET AOUG T ;0vhere3;-- idiitial fishabselected metrics

a. If n E contansIndependentnetrics, then

i. n'EeeOAl AAO4T b+ § B O/wAcERBE AR - and k
is the number of metrics

i. H "OA6D

b. Else
i. "l"HI "BA D

3 "I "H hIE;eae
End

In procedure 2, stA@OaAACDMERRNSGESAp an el

those quality metrics from, which qualify the goal G. The salient evaluation
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metrics from each quality are extracted by utilizZd® A A! 1 C % Gée-TdROE A O
4.1). This process is completed in step 2 by uBiMA T Ei ET AOUBA®A! C¢C- A
For voting the same method as described in previous section is used. The output of

this function is to select telp metrics, if they are crisp/independent. An evaluation
metric is said to be independent if it is not duplicate with other metrics. For
example, percent accuracy and percent incorrect/errors are interdependent
evaluation metrics and both should not be included in the evaluation metrics. The
final output of this procedure is the list of selected suitable evaluation n8trige s
which arethe main ingredients of the generic multetric criteria Our focus is to
select metrics that have the following features: (a) easily computable, (b) perform
best on all types of datasets, (c) coherent with the final decision, (d) non
conflicting/independat of each other, (e) same representation with same scale, (f)
guantifiable/measurable and (g) related with the algorithms evaluation. While
selecting metrics, preference should be given to those metrics that qualify
maximum of these qualitig430].

4.3.2.3. Consistent relative criteria weighting

The selected evaluation metrics are the final ingredients of the evaluation criteria
that play their corresponding roles in achieving the final goal. The roles define the
preference or priority or weight of the metrics, which should be firshattd and

then used during evaluation. Stafiethe-art algorithm evaluation and
recommendation studies, discussed in literature, follow absolute or partial relative
weighting techniques that support limited number of criteria. The weights are
assigned byexperts, utilizing their own knowledge of the domain. In order to
resolve shortcomings of the existing work, we proposed the idea of group decision
making for consistent relative weights of the criteria. For this task, we are
motivated by the AHP weightinmethod131], which has the ability to quantify

expertso preferences i n t heairwisewismm o f we
compari sons procedure wutil [132] shgwndaat yos
Table4 2.
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Table42.Saat yds pr ef erwsacenparison @ ¢veluatioo ariterma i r

. Intensity of A Intensity of
Definition importance Definition importance
Equally important 1 Equally important 1/1

Equally or slightly 2 Equally or slightly less 1/2

more important important
Slightly more important 3 Slightly less important 1/3

Slightly to much more 4 Slightly to way less 1/4

important important
Much more important 5 Way less important 1/5

Much to far more 6 Way to far less 1/6

important important
Far more important 7 Far less important 1/7

Far more mportant to 8 Far less important to 1/8

extremely more extremely less

important important
Extremely more important 9 Extremely less important 1/9

According to the interpretation of this scale, if an evaluation mi@tikextremely
more important tan evaluation metri€, it is rated as 9 and thed must be
extremely less important tha@, which is rated as 1/9. Tabk2 has all the
possible values of importance of evaluation criteria and its inverse along with their

interpretations.

For weighting the evaluation criteria, the AHP expert grbaped prioritization
mechanism is followed in the sequence: prioritizing experts, creating a pairwise
comparison matrix of the selected metrit3 ( assi gni ng expertsao
weights evaluating consistency of the individual weights and aggregating
individual 6s weights into group weights.

In step 1 of the procedure 3, an n*n comparison matrix (DMM) is designed to
estimate the decision power @ach decision maker. These weights are assigned
using functionA OO E i A O A gstey AT The weights are estimated using the
AHP pairwise comparison procedure. Each edtriy of the matrix DMM is
entered by the head expert, on the basis of his/herstadding about the expertise

of other experts (DM). Each of these values represents the superidgityDifl
relative to theE DM. If Al p, then theE DM is more influential in decision

making than th& DM, butif Al  p, thentheE DM is less influential than
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the E DM. However, if A p bothE andE DM have the same level of

importance in the decision.

Procedure 3 A OOET AO2 A1 AOEOA7AEGCEOD

Begin

inputs: 'E APAFB FA ; // selected evaluatiametrics

output: § T weights vectotet AE AT PAT B PA T ;// Group of experts
Nn"EhRSaatyods prefereld)ce scale (see Tabl ¢

GDMM = m*n O6group decision making mat
represents
decision makers
1 [Designcomparison matrix for decision makers]

AEE Al ;/lwhere, DMM is n*n comparison matrix of decision makers with
A1 is the decision weight of the decision maker relative to tte decision maker
2 [Estimate decision makersadsions weight]
a. AERH HAOOEI AOAKSEIEESD /where,$ - 7 A Ei§ & Sngle
column weights vector containing preferences of decision makers. .
equations 2 and 3
b. Checkconsistencyf A'E ] "Hi THiSde equations#
3 [Estimate netrics weights]
"H Hi  pOT AT
a. [Design comparison matrix for evaluation metrics]
AE A /lwhere, EM is m*m comparison matrix of the evaluation metrics @it
is the preference d&f metric against thE metric
b. AE{H "My TAOOETI AOA%OANR HASG RO WC OAEIE
single column weights vector for metrits// See equations 2 and 3
c. Checkconsistencyf AE 1) "Hi it //'See equations- 3
d. Insert AEH "Hi 1Ki "Into GDMM ;
End for
4 [Aggregate weights of all decision makers using group decision making]
foreach AN GDMM
n BB AER "Hi MHAHA "Hi "HI/7is aggregate weights vector

End for
5 nl "H,.l "F]“l ’i’
End
For estimating the DMlecision weights$ - - A is first transformed to the
normalized matrix,$ - - Al , where each entry&l' is computed using

equation 2 and then a column weight veGtor x is produced using equation 3,

Al Al Al (2
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X

s x
x B Aljl g » Where i & j =1 (3

X

To verify correctness of the expertso
weights assigned to each DM, consistency is checked using the eigenvector method

[17], which computes consistency ratio (CR) using equation 4

#2 #)2) 4)

where,2 Js the random consistency index value from timelcan consistency table
[132], shown in Tablé.3. Similarly, the value of ClI measures the deviation which

is computed using equation 5,

Table 4.3. Randonconsistency indices (RI) for different number of evaluation criteria

(n).

Number of
evaluation 1 2 3 4 5 6 7 8 9 10 11
criteria (n)

Random
consistency indg 0.00 0.00 058 09 1.12 124 132 141 145 149 151
(R

#) 1 i1l p, ()

where)} is the principal eigenvalue, suchlas N A 1. The eigenvalue is
computed by averaging values of the consistency véctoss shown in equation
6,

] B #O0ijl, (6)

where, each value Oof the consistency vector, is compdtby taking product of

the pairwise comparison matéx- - with the weight vector W. This relationship

is shown in equation 7,

(52)
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#O 7. (7

In step 3 (a), m comparison matrices (i%-) are created, one for each decision
maker to relatively weightllthe evaluation metrics. In step 3 (b), each decision
maker (dm) uses the functidhO OE T AOA %O A | to db<iy® &nd EsTnGd

the weight for each evaluation metric. In step 3 (c) the consistency of metrics
weights are checked using equationd.4in step 3 (d), the weight vector

%- 7 A Eigatided to the group decision making matrix, GDMM. In step 4, the
weights estimated for the evaluation metficky the n decision makers, DM, are
aggregated using the group decision making process, whicatare to the main

algorithm 1 using step 5.

4.3.2.4. Measuring algorithms performance

In this phase, first the candidate list of algorithms are selected from the pool of
freely available classification algorithms. We selected 35 multiclass classification
algorithns, from six heterogeneous families of the classifiers, implemented in

Weka[122]. The list of these algorithms is shown in Table

Table 4.4. List of Weka welkknown multiclass classifiers

SNo Abbreviation Classifier SNo Abbreviation Classifier
1 Al bayes.BayesNet 19 A19 trees.J48
2 A2 bayes.NaiveBayes 20 A20 trees.J48graft
3 A3 bayes.NaiveBayesUpdateat 21 A21 trees.LADTree
4 A4 functions.Logistic 22 A22 trees.RandomForest
5 A5 functions.RBFNetwork 23 A23 trees.RandomTree
6 A6 functions.SMO 24 A24 trees.REPTree
7 A7 misc.HyperPipes 25 A25 trees.SimpleCart
8 A8 misc.VFI 26 A26 meta.AdaBoostM1
9 A9 rules.ConjunctiveRule 27 A27 meta.Bagging
10 Al10 rules.DecisionTable 28 A28 meta.Dagging
11 All rules.DTNB 29 A29 meta.END
12 Al12 rules.JRip 30 A30 meta.FilteredClassifier
13 Al13 rules.OneR 31 A3l meta.LogitBoost
14 A24 rules.PART 32 A32 meta.RacedIncrementalLogitBoc
15 A15 rules.Ridor 33 A33 meta.RandomSubSpace
16 A26 rules.ZeroR 34 A34 meta.Stacking
17 Al7 trees.BFTree 35 A35 meta.Vote
18 Al8 trees.FT --

To rank these algorithms, A, on a classification dataset, d, using the performance

results of evaluation metrids all the algrithms (A) are executed sequentially on
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dataset d in Weka environment and the results are stored into the performance

matrix P for later use.

4.3.2.5. Testing significance of performance results

Unlike the traditional ranking methods that directly selectramk algorithm

(without considering significance tests of the results) for learning models, we
propose the idea of checking the performance results for statistical significance.
According to this idea, the performance results of the candidates algorithms A are

first tested for statistical significance and then the for the significance fitness. The
objective of significance test is to identify which algorithms perform significantly

better, which perform significantly poor and which perform similar with respect to

a reference algorithm. For this purpose, we adopted corrected padsdatith

significance of 0.05[102] implemented in Wekg122], which checks the
significance of the algorithms results
performance), or 6*6 (for wor st perfor
performance with respect to a baseline algorithm. In our, taselefinition of the

reference algorithrN ! is the algorithm which performances best as compared
to all the algorithms. The selection of the reference for each retrit is done

within its local scope rather than the global scope of all metrics

For a performance matrix D , withD as the performance valueBfalgorithm

on theE evaluation metric, the process of corrected paitedttand the production

of final labelled performance matrix B is described in procedure 5.

In procedure 5, the criteria for seleng reference algorithm is the maximum value

for a benefit metric and minimum value for a cost metric, respectively. Benefit
metric are those whose higher values are preferred, e.g., accuracy, while cost
metrics are those whose lower value is prefereggl, training time. For labeling

the algorithms as either significant, or poor or equal in performance, step 1(c) is
used. For this purpose, Weka corrected paitedttis used, which takes reference
algorithm © A Z£A O A IsiAgke levialGation metrid) and the performance matrix
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(0) together as inputs and returns a labelled malrix ® as output. Each value

Pbof the | abelled matrix is either | abel |

Procedure 5.performStatSigTest
Begin
inputs: "Ei performance matrix
outputd Ei n*m performance matrix, where n is the number of algorithms and m is the nun
evaluation metrics;
Let "H' given dataset
A APAFSEPA 1 set of classification algorithms
"E ARAFEPA 1 set of evaluation metrics
1 "Hi I HHYHEE DA O &1 Olf Ad GRAG
a i HAAT AABOEA
i CUHHHT CHTD AAT AR O 2 A AAAKOZRGT AAGRVETT CF 6 A
b. "Hi "I'"H
i CUHHHT HTD AAT AR O 2 A AEAERD AT AAGRETT Qi 6 A
c. '"E PAOA& Oi #1 OOAA O AHADHA EHDBE:OA AHO O

2 HOTHL
3 return "E
End
4.3.2.6. Algorithmic fitness evaluation
In this step, the algorithmsd fitness | e

step of evaluation. The motivation for Inding the fitness evaluation as an
additional step is to reduce the algorithm space by filtering out the algorithms that
poorly perform on all evaluation metrics on a single dataset. This is reasonable and
makes sense that not to allow poor performangeriéihms to the next stage of

evaluation. Furthermore, it reduces the chance of selection of bad algorithm.

To implement this idea, we proposed a fitness function that evaluates labels in the
labeled performance matrix B . This function can bealined as follows. Let

1 APAmPA be the set of evaluation metrics for evaluating performance

of an algorithmAn~ | on a classification datasétand0 D be the labeled
performance matrix, obtained after significance test. @tget significant matrix

3, containing the list of significantly fit algorithms, can be generated using the

fitness function,
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3 | .dAvod Av18T T 1 3ECIEEEAAT O (8

where,l T 1T 3 E C1AEigRBeNuhdtiah that determines the significareeel of
eachAn~ | for each evaluation metri&™ 1 and returns true if it either performs
significantly better or equal and add to the significant m&riXhe process is
repeated for all algorithm$ against all metricsl and the final results are
accunulated in3, which is the reduced version of the original labelled m&trir

terms of number of candidate algorithms i2E U &/ A& E U A [ IdEernally,

the functionl T 1 SECTApPEEAAE Oses the | abel s, i
values ofeach metrid~ 1, assigned by the corrected pairgést of the procedure

4. In the significant matri8, each value is represented @y whereErepresents

the algorithm andfrepresents the evaluation metric.

43.2.7. Ranking algorithms

Stateof-the-art methods for meking algorithms are based on the aggregate score
of multiple evaluation metrick, combined together in different ways, consuming
absolute weights, which are assigned by domain experts and lake appropriate
normalization mechanism for the values of th#&eda. These methods have
minimal support for extension in terms of number of metrics to be added and lack
support for implicit and explicit constraints satisfaction. Our idea is to evaluate the
candidate algorithms and rank them according to theirivelatoseness score to

the ideal algorithm with the consumption of relative consistent weights and
different constraints. To achieve these objectives, we are motivated by the
flexibility and ranking power of the TOPSIS muitiiteria decision making method

[44, 133] The TOPSISsteps used during algorithms ranking are shown in

procedure 6.
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Procedure 6.0AT E! 1 CT OEOEI O
Begin
inputs: 1T N*m matrix containing performance results of significant algorithms
Wi 1*m (single row) weight vector
output: 1 A n*1 (single column)natrix of the relative closeness score
Let "Hi dataset
‘A APAFBPA 1 set of classification algorithms
"E ARAFERA 1 set of evaluation metrics

1 [create performance evaluation matrix from S]
n 0 , + llwhere, O represents value of algorithm i for evaluation metric j

2 Define local/implicit constraints offg
3 [normalize performance evaluation matrix S]
n "ty © B O ;/where,i=1,2,..,nandj=1,2,..,m
4 [compute werghted normalized decision matrix V]
[ "t # fy; Ilwhere,7 is the weight vector
5 [compute positive ideal solution (PIS) and negative ideal (NIS) solution]
a 'EER | A® sBx# hi ED sk# O sE phtis H
b. "EE R [ ED six# hi A® sBx# O sE plBH
6 [compute separation measures usindimensional Euclidean distance]

a 'EEn B O G rE pliA

b. "EEp B O O FE pkiBH

7 [compute relative closeness (RC) of algorithms with respect to ideal algorithir
n A EEE%”FE pltf8 A ; where, RC is a n*1 matrix
8 return n A
End
The value RC |lies between 0 and 1, i

best condition of the teg algorithms selection; and if RC=0, the TOPSIS has the
worst condition of algorithm selection. Any other valuebeiween these two

values measures the appropriateness level of that algorithm.

4.3.2.8. Constraints satisfaction

The constraints used in our study can be categorized into individual level, limited
to a single metric of the evaluation criteria, and global level, applicable teeall th
metrics in the evaluation criteria. Individual level constraints are satisfied in the
preranking and ranking steps of evaluation process. These are further categorized

into explicit and implicit constrains. The explicit constraints are defined by the
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users or experts, such as userso6 relative
be, Athe accuracy meitme sc assh ocuol ndp abree df atvoo rt
The implicit constraints are the inherit characteristics of individual metrics, such

as tte value of cost criteria which should be as minimum as possible and the values

of benefit criteria should be as higher as possible. Contrary to the local constraints,

global constraints are the explicit constraints that are based on the local constraints

and applicable to the overall criteria in the fpamking evaluation process.

Examples of the global constraints are the consistency of estimated weights of the
criteria, significance of the performance results of the algorithms and consistency

in the perbrmance results of the algorithms. Figdrd shows different types of

constraints with their examples that are applied at different levels of the algorithms

evaluation and ranking process.

Constraints Can be applied in pre-
ranking steps of post-
| ranking steps
Local — Individual Global — dataset or
metric level criteria level

| Example:

g ¢ i Sigruficance and Consistency etc.

Explicit constraint

Implicit constraints  f-------mr-s--meeeoee-

{user preferences) TOPSIS
Example: Example_: . L . -
Accuracy 10X superior than irzinine Cost and bensfit metrics, 1.e., framing time should be a3 minimum

fime az pozsible & accuracy should be as maximum as possible

Figure 4.4. Categorization of cotiintsdefined overevaluation criteria

In this study, for satisfaction of the local constraints, we proposed the idea of
relative weighting using AHP process, and the idea of cost and benefits analysis of

the metrics using the TOPSIS method. Similarty, the satisfaction of global
constraints, we adopted the AHP weights consistency check methods using
eigenvector computation, and proposed the idea of patesi embedded in the
algorithmic fitness evaluation function for checking the significance hef t
algorithms performance results. The local constraints can be satisfied through the
configuration of AHP and TOPSI S met hods,
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need more advanced level uskefined functions. We measure the consistency of
algorithns in terms of standard deviation of their results. The algorithm that has

lowest standard deviation value is the consistent algorithm and vice versa.

4.4. Validation of the AMD methodology - a scenario

In order to evaluate the effectiveness of AMD methodoleeggify its potential use

in realworld scenarios and allow other researchers to confirm our results, we
perform stegoy-step process in this section with the necessary experiments. First
consider a scenario in which a user is interested in learning lasetlatith a
classification algorithm, which he does not really know. The key problem he faces
is the selection of an optimum performance classification algorithm that fits well
into his requirements and expectations, expressed in terms of goal and edsociat
objectives. In this scenario, the user is given a choice to select the best algorithm
from a list of most commonly used 35 mwdiass classification algorithms, shown

in Table4 4 for the 15 classification datasgthown in Table4.5. Due to the spac

issue, the AMD steps are described only for one dataset.

Table 4.5. Generalkharacteristics of UZCDpenML repositorieglatasets

Characteristics of Datasets

Datasets Attributes Nominal Numeric Binary Classe

Instance

Attributes  Attributes Attributes Count MIEET
abalone3class 9 1 7 0 3 4177 0
rabe-148 9 1 7 0 3 4177 0
acute-
inflammations- 6 0 5 0 2 66 0
nephr
ADA_Agnostic 7 5 1 5 2 120 0
ADA_Prior 49 0 48 0 2 4562 0
adult-4000 15 8 6 1 2 4562 88
adult-8000 15 8 6 1 2 3983 0
aileron 15 8 6 1 2 8000 0
analcatdataAIDS 41 0 40 0 2 5795 0
analcatdata 5 5 > 0 2 50 0
apnea2
analcatdata 4 5 1 0 5 475 0
apnea2
analcatdata 4 5 1 0 2 475 0
asbestos

1 Some of the datasets are used with minor modifications by changing the type of the class label to

nominal etc.
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Characteristics of Datasets

Datasets . i i i
Attributes Nominal ~ Numeric  Binary Classe

Instance

Attributes  Attributes Attributes Count il
analcatdgt& 4 5 1 1 ) o 3
authorship
analcatdata 71 0 20 0 . o .
bankruptcy
analcatdata-
birthday 7 1 5 0 2 50 0

A machine learning practitioner can use the proposed AMD methodology as follows.

Step 1: Goal and objectives definition

The goal of the study is to select an optimum performance multiclass classification
algorithmfrom the heterogeneous families of algorithms (see Tab)dor binary
and multiclass problems (see Ta#|B) that has optimum performance.

Step 2: Selecting suitable quality metanetrics

For the goal in step 1, procedure 1 is used to select the suifahlity metrics.

Four machine learning experts, i.e., machine learning and data mining expert
(DM#1), a data and knowledge engineering expert (DM#2), a scientist, researcher
and developer (DM#3) and an expert user of the classification algorithmsiigedive
application area (DM#4) were chosen to select the qualities. Using procedure 1, the
experts selected correctness (accuracy), responsiveness, computational complexity
and consistency (as shown in Tablg) as the relevant qualities that are compliant

to the goal and satisfy the heterogeneity constraint of the classifiers.

Table4.6.E x p e r t shdéisedgatirgg ofmuality metrics for heterogeneous classifiers

Quality Metrics DM#1 DM#2 DM#3  DM#4 Total
Correctness (cor) 60 50 55 70 235
Computational Complexity 5 20 15 ) 40
(ccom)

Responsiveness (res) 15 - 20 20 55
Consistency (con) 10 15 - - 25
Comprehensibility (com) - 15 - 7 23
Reliability (rel) 5 - - - 5
Robustness (rob) - - 10 3 13
Separability (sep) 5 - - - 5
Total 100 100 100 100 400

*[Each expert distributes 100 points across the qualities metrics]
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Table4.6 shows the importance score of each quality metrics. The top 4 qualities
are norconflicting and reflect the general characteristics of all the classifiers,
therefore they are selected. These qualities are represented in equation 9,

1 ATHOA RO A1 1 9)
The physical meaning of equation 2, is that the optimum performance algorithm is
the one that has high level of correctness in its results, low congmatiati

compl exity, guick response time to user:
results for a test dataset.

Step 3: Selecting suitable evaluation metrics

Procedure 2 is used to assist expert in the selection of suitable evaluation metrics,
shown by guation 10 and Tabl.7, respectively,

1 7CcdHOR (10)
OATROAS 4 ETl A4IBABIAEIN @ 4AIOIOEE GOAT Al

Table 4.7. Evaluation metrics foperformance analysis heterogeneousulti-class
classifiers

Evaluation Metrics (DM#1 - DM#5) Decision maker
Correctness(cor) Wagt. Avg. Fscore
Computational Complexity (ccom) CPUTimeTraining
Responsiveness (res) CPUTimeTesting

Consistency (con) Consistency (Stdev.)

In Table4.7, the consistency metric cannot be directly measured by any of the
metric shown in Table 1t is defined by the experts in their discussion of voting
for metrics selection. It is a global explicit constraint that helps in selecting an

algorithm that has consistent results.

Step 4: Weighting Metrics

The estimation of evaluation metrics is donmggrocedure 3 and the results are
shown in Tablet.8 andFigure 4.5 Weights of the decision power of each decision
(61)



Chapterd: Multi-criteria Decision Making for Classifier Sel&on

maker is shown in Tabk8(a). The relative weights, for each metric, estimated by

each decision maker, are shown in Tah8b-e). Thef i nal ,

weights are shown in Tab#e8(f).

Table 4.8. Analytical hierarchy process (AHBased elative criteria weighting

e xbpsed t s O

(a). Expertsd (decision make
DM/DM DM#1 DM#2  DM#3 DM#4 Di PSR
Weights
DM#1 1 3 2 5 0.49
DM#2 0.33 1 1 3 0.21
DM#3 0.50 1.00 1 3 0.23
DM#4 0.20 0.33 0.33 1 0.08
Cl: 0.009 1.00
(b) DM#1 relative weighting
Criteria F-score  TestTime* Train Time* Consistency Weights
F-score 1 8 9 7 0.70
TestTime 0.13 1 3 1/2 0.09
TrainTime 0.11 0.33 1 1/5 0.04
Consistency 0.14 2.00 5 1 0.16
Cl:0.050 1.00
(c) DM#2 relative weighting
Criteria F-score  TestTime TrainTime Consistency Weights
F-score 1 7 9 5 0.68
TestTime 0.14 1 2 1 0.12
TrainTime 0.11 0.50 1 1/3 0.06
Consistency 0.2 1.00 3 1 0.14
Cl:0.012 1.00
(d) DM#3 relative weighting
Criteria F-score TestTime TrainTime  Consistency Weights
F-score 1 7 8 6 0.68
TestTime 0.14 1 2 1/2 0.10
TrainTime 0.13 0.50 1 1/3 0.06
Consistency 0.17 2.00 3.00 1 0.16
Cl:0.021 1.00
(e) DM#4 relative weighting
Criteria F-score TestTime TrainTime Consistency Weights
F-score 1 8 9 8 0.71
TestTime 0.13 1 4 1 0.12
TrainTime 0.11 0.25 1 1/6 0.04
Consistency 0.13 1.00 6 1 0.13
Cl:0.073 1.00
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(f) Criteria weights based on group decision making

DM Decision

Weights 0.49 0.21 0.23 0.08
Criteria\DM DM#1 DM#2 DM#3 DM#4  Weight
F-score 0.70 0.68 0.68 0.712 0.70
TestTime 0.09 0.12 0.10 0.12 0.10
TrainTime 0.04 0.06 0.06 0.04 0.05
Consigency 0.16 0.14 0.16 0.13 0.15

1.00

*F-score: WgtAvgFscore
*TestTime: CPUTimeTesting

*TrainTime: CPUTimeTraining
According to the weight scores of these metrics, Wgt. Avgcdte is the most
preferable, followed by consistency, followed by CPUdirasting followed by

CPUTimeTraining.

(a) Expert-based Decision Making for Criteria Weights

0.80 ~ 0.70 0.68 0.68 0.71

© 060

S a0

Z : .09 0.16 12 914 10 0.16 12 0.13
S 020 0.04.4I 0.051 o.og,gl OOA‘I
(0]

= 0.00

DM#1 DM#2 DM#3 DM#4

Decision Maker

m\WgtAvgF-score ®CPUTimeTesting = CPUTimeTraining Consistency

(b) Expert Group-based Criteria Weights

0.80 0.70
o 0.60
=
©
g 0.40 o1
£ 020 0.10 0.05 :
9 0.00 [ — -
z O

WgtAvgF-score CPUTimeTesting CPUTimeTraining  Consistency

Evaluation Criteria

Figure 4.5. Criteria elative weights, estimated using analytic hierarchy process
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Step 5: Measuring algorithms performance

For generating real performance results of the 35 classificatgorithms, Weka
environment is used. Tabdel0, column 25, shows the results for ADA_Agnostic
datase{134]. The consistency column 5 of Talld0 is not directly measurable
using the existing evaluation metrics, therefore we compute it by averaging
standardieviations of the first three evaluation metrics, using equation 11,

.. . ~.B_30AAO

#11 OE QOA+AL— 1)

where, a represents an algorithm belonging to the algorithm space A and m
represents the number of measurable metrics (3 in this case)inkuicisy
purpose, in thichapter we use the concept consistency instead of the average
consistency. The consistency scores for a partial list of the algorithms are shown in
Table4.9 (last column).

Table 4.9. Partial list ofaverage standard deviation (average consistency) of the classifiers

P Average
Algorithms F-SCOT&"  TostTimer (Stdev) | anTime” (Stdev%-
(Stdev) (Stdev) Consistency
bayes.BayesNet 0.018 0.015 0.005 0.013
bayes.NaiveBayes 0.017 0.006 0.008 0.010
bayes.NaiveBayesUpdateable 0.017 0.007 0.008 0.011
functions.Logistic 0.015 0.019 0.002 0.012
é é é é é
meta.Vote 0.017 0.010 0.000 0.009

*F-score: WgtAvgFscore
*TestTime: CPUTimeTesting

*TrainTime: CPUTimeTraining

Step 6: Testing significance of performance maults

For checking the statistical significance of the algorithms performance results,
procedure 4 is used, whose results are shown in Batlle column 24. In this
tabl e, the reference classifiers are

statistal | y poor results are marked with

(64)
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columns, with no symbol mentioned, are either same in performance or cannot be

decided surely.

Step 7: Algorithmic fitness evaluation

The fitness function is performed on the lakellsignificant matrix of the
algorithms results, which are marked as significant,-gignificant and equally
significant. In our proposed fitness evaluation function, described by equation 8,
the nonsignificant algorithms are identified and are eithaefilout and dropped

from the next step of evaluation or leaved as they are but not considered, when
final selection is made from the ranked list of algorithms. Applying the fitness
function, the algorithms bayes.NaiveBayes, bayes.NaiveBayesUpdateable, and
meta.Dagging are identified as significantly poor on ADA_Agnostic dataset (see
Table4.10). The results of equation 8, for all the datasets, are summarized in Table
4.14.

Step 8: Ranking algorithms

To generate recommended ranking, procedure 5 is appligdeoperformance
matrix, Table4.10, columns ) with the specification of local constraints (i.e.,

Max and Min) and global constraints (i.e., consistency).

Table 4.10. Classifiersperformance and rankingased orrelative distace from ideal

algorithm

N Constraints

g Max Min Min Min =
£ <
S F-score  TestTime TrainTime Consistency PIS® NIS RC @&
<

Al 0.78* 0.027* 0.002 0.013  0.0090€ 0.03830 0.80874 26
A2 0.825* 0.013* 0.008* 0.010 0.00264 0.04180 0.94068 19
A3 0.825* 0.011* 0.01* 0.011  0.00272 0.04171 0.93882 20
A4 0.836 0.229* 0.000 0.012  0.0008& 0.04317 0.97995 4
A5 0.733* 0.232* 0.004 0.043  0.01592 0.03492 0.68672 29
A6 0.830 1.99* (ref)0.000 0.041 0.00181 0.04239 0.95905 12
A7 0.66* (ref) 0.001  0.000 0.005 0.02658 0.03309 0.55457 32
A8 0.716* 0.008* 0.004 0.012  0.01841 0.03433 0.65097 31
A9 0.645* 0.043* 0.000 0.006  0.02877 0.03301 0.53432 35
A10 0.829 1.086* 0.000 0.043 0.0019t 0.04231 0.95597 14
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Constraints

;é: Max Min Min Min g’
k= o
S F-score  TestTime TrainTime Consistency PIS® NIS RC @&
<

All 0.832 88.16* 0.004 2611 0.02792 0.03234 0.53668 33
Al2 0.825* 0.648* 0.000 0.067 0.00257 0.04180 0.94203 18
Al13 0.739* 0.014* 0.000 0.007 0.01504 0.03574 0.70380 28
Al4 0.819* 1.161* 0.001 0.057 0.00341 0.04126 0.92367 23
Al15 0.795* 0.453* 0.000 0.034 0.00687 0.03942 0.85156 24
Al6 0.645* 0.000 0.00 0.001 0.02877 0.03305 0.53463 34
Al7 0.838 0.79* 0.000 0.024  0.00062 0.04328 0.98557 2
Al8 0.827 1.38* 0.161* 0.044  0.0179C 0.03819 0.68088 30
Al19 0.828 0.221* 0.000 0.014  0.0020t 0.04241 0.95392 15
A20 0.829 0.29* 0.000 0.014 0.0019C 0.04251 0.95715 13
A21 0.833 1.676* 0.000 0.020 0.00134 0.04281 0.96967 10
A22 0.837 2.304* 0.022* 0.022  0.0025t 0.04223 0.94299 17
A23 0.791* 0.028* 0.001 0.009 0.0074t 0.03923 0.84041 25
A24 0.835 0.084* 0.000 0.012  0.00102 0.04308 0.97669 7
A25 0.836 0.713* 0.000 0.021  0.0009C 0.04311 0.97950 5
A26 0.822* 1.074* 0.001 0.021  0.00293 0.04176 0.93440 21
A27  (ref) 0.842  0.753* 0.000 0.013  0.00014 0.04373 0.99681 1
A28 0.824* 0.013* 0.107* 0.010 0.0120¢ 0.03861 0.76154 27
A29 0.828 0.215* 0.003 0.013  0.00207 0.042B 0.95323 16
A30 0.832 0.065* 0.000 0.009 0.0014€ 0.04282 0.96697 11
A31 0.835 1.948* 0.002 0.058 0.00121 0.04267 0.97245 9
A32 0.82* 0.062* 0.001 0.012 0.00322 0.04166 0.92833 22
A33 0.837 0.412* 0.001 0.012  0.0007t 0.04322 0.98299 3
A34 0.834 0.724* 0.001 0.014  0.0011€ 0.04292 0.97318 8
A35 0.835 0.076* 0.000 0.009 0.00102 0.04310 0.97676 6

RW 0.69520 0.05067 0.10097  0.15315
PIS 0.12296 0.00874 0.01776  0.02647

NIS 0.09419 0.00000  0.00000 0.00000

*F-score: WgtAvgFscore *RW: relativeweights
*TestTime: CPUTimeTesting *P|S: Positive Ideal Solution
*TrainTime: CPUTimeTraining *NIS: Negative Ideal Solution

*Algorithms: See Table 4.4

The relative closeness score (RC) (8th column) is produced for which the
corresponding ranking is gengrd in the 9th column. This column is the
recommended ranking for the algorithms. According to this ranking,
meta.Dagging, trees.BFTree and meta.RandomSubSpace are ranked first, second,

and third, respectively, on the ADA_Agnostic dataset. For evaluaficghese
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results, an evaluation criteria and methodology is used, which is described in the

next section.

4.5. Experiments and evaluation

45.1. Classifiers and datasets

We performed the experiments on 35 most commonly used -clasts

classification algorithms, showin Table 4.4, which are implemented in Weka

machine learning library122]. These algorithms belong to six heterogeneous
familiesd of <cl assi fi er snctionsbaded l€ainery : prob
decision trees learners, ruleased learners, melearners, and miscellaneous

learners. The metelassifiers, i.e., Adaboost M1, Randomspace, and Voting are

used with REPTree as the base classifier. Similarly, Dagging and Stackinged

with Naive Bayes as the base classifier. The rest of algorithms are used with Weka

default parameters. Similarly, 15 classification datdssit®wn in Tablé .5, from

UCI machine learning repositof$15] and OpenML repositorigd 34] are used.

4.5.2. Evaluation methodology and criteria

To empirically evaluate the recommended ranking, the follows three steps
methodology32] is used, which ipictorially depicted inFigure 4.6

i.  build a recommended rankirfgr a dataset using the proposed AMD
method
ii.  build an ideal ranking for datasgtand
iii. measure the agreement score between the two rankings

2 Some of the datasets are used with minor modifications by changing the type of the class

label to nominal etc.
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All Datasets
Test Dataset: Test Dataset:
one at a time one at a time
Step 1 : N Step 2
List of Algorithms 5 List of Algorithms
ML Performance using
10-foldCV
Relative Performance
Closeness Score o Matrix
A 4 o Y
Ranking Relative | Normalization and
Closeness Score i Ranking
Ranked Ranked
Algorithms Algorithms
v
Recommended ldeal Ranki
. ! ea ing
Recommended Ranking i Ideal o
Ranking i Ranking :

Step 3: Measuring Agreement Score

R,: Spearman’s Rank Correlation Coefficient

Average Spearman’s Rank Correlation Coefficient for All Datasets

Figure 4.6. Evaluation methodology of recommended ranking against ideal ranking

In step (i), the recommended ranking is obtained from the relative closeness score,
which is computed using the proposed AMD method. In step (ii), the ideal ranking
(IR) are constructed by applying ranking operation to the average score of
algorithms perdrmances, obtained by taking average of the weighted sum of
normalized performance results of all the algorithingn datase® We proposed

the weighted sum average mugtiteria ideal ranking method (WAMR), described

in equation 12 and 13, where the steps performed follow the sequence: (a)

performance results for each metric are estimated @eis prodwced) using
10x1Gfold CV, (b) normalized performance (i.8.3 ) is estimated using equation

13, (c) weighted performance, i.€.,2 03 is computed, (d) weighted sum, i.e.,
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B 7 z03 , results are generated for all the metrie), 4verage of the

weighted sum score is taken, and finally (f) ranks are generated. This process is

described as follow,

.. .B 7203 (12)
) 2 OAT B—r— f

where,7 is weight vector of evaluation metrid@3, & is the number of evaluation
metrics and0 3 is the normalized performance value of tfealgorithm for

Q evaluation metric, computed using equation 13,

63 —— (13

wherei=1,2,..gandj=1,2,..4.

The rank operatiorof equation 12 is described in algorithm 1. Similarly, in
equation 13, the valu® is the performance of algorithm for’Q evaluation
metric, obtained using 10x40ld crossvalidation strategy (CV). Moreover the
variables¢ and a represents number of algorithms and number of evaluation

metrics, respectively

In literature, different methods are used to compute ideal ranking, such as N
orderings, average correlation (AC) and average weighted correlation (H\B34;)

136]. In N orderingsmethod[32], first 10fold CV results are generated for all the
algorithms on a single dataset and a -page comparison using statistical
significance tests is performed. The algons are ordered based on their
significance results score. In the average correlation method, ranks are computed
for each fold of the 1old CV results which are then averaged to get the ideal
rank. All the algorithms are arranged based on their averagelation score.
Similarly, in the AWC method, weights are assigned to the ranks of individual folds

and are then averaged together for get the final ranks.
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The motivation for proposing the new ideal ranking generation method, so called
WAMR, is that t is designed for multipleriteria rather than single criterion, where

the following essential steps take place prior to ideal ranks generation, such as
normalizations of the criteria values, weighting the normalized value for uniformity
with the AMD metlod, aggregating the weighted performance of all the criteria
and taking average to get global performance results.

In step (i), the agreement score, which is the mean agreement between the
recommended ranking and the ideal ranking, is measured usilgyghe ar man & s
ranked correlation coefficierfii37, 138] The final value of the agreement is a

measure of the quality of the recommended ranking and proves the level of
correctness of the proposed AMD method. The formula fa@a &g mands r ank

correlation coefficient is shown in equation 14.

T (14)

where,) 2and 2 2 are the ideal and recommended ranking of algorithm i,
respectively, and n is the number of algorithms to compare. If the vafue=df,
it represents a perfectagreememdif2 = 1T 1, it represents a pe
If 2 = 0, then both the ranks are not related. Significance of Spearman rank
correlation can be determined by looking in the table of critical values faith
different levels of signifia n c e , i .[189]. Simildrly,uhe bverall result for
all the datasets is evaludtesing the average Spearman rank correlation coefficient
(! O C)2This is shown by equation 15,
1 0G2 wﬁ

A (15)

where2 A i s the Spearmandés rank AandAisel at i on

the total numberfadatasets.
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4.5.3. Experiments and analysis of the results

In this section we perform a set of experiments and analyze the results from diverse
perspective to validate the proposed AMD methodology. The set of experiments
includes: (a) correctness check usingavage Spear manés correl a
(b) generalization power check using sensitivity and consistency, and (c)

significance fitness evaluation.

4.5.3.1. Correctness: average Spearmanés rank co

To estimate correctness level of the propo&el D , average Spear mal
correlation coefficient is computed for all thatasets, using the proposed AMD
methodology The average of recommended rankings for all the datasets is shown

in Table4.11. The weights used for generating the recommendedncpmke:
Wgt.Avg.Fscore (0.69520), CPUTimeTraining (0.05067), CPUTimeTesting
(0.10097), and Consistency (0.15315). In the second step, ideal rankings for all the
datasets are generated by taking average of the weighted sum of the normalized
values of thes evaluation metrics. Finally, ti# is computed using equation 14

and thd O C B calculated using equation 15.

Table411.Aver age Spear manoés r arnkclagsificationedhtasétds on c o e

Dataset ID Dataset Name Ny
1 abalone3class 0.988
2 rabe-148 0.985
3 acute-inflammations-nephr 0.994
4 ADA_Agnostic 0.990
5 ADA_Prior 0.991
6 adult-4000 0.983
7 adult-8000 0.975
8 aileron 0.979
9 analcatdataAIDS 0.983
10 analcatdataapnea? 0.932
11 analcatdata-apnea?2 0.963
12 analcatdata-asbestos 0.973
13 analcatdata-authorship 0.999
14 analcatdata-bankruptcy 0.983
15 analcatdatabirthday 0.969

AT "RA 0.979

The! O Calue is very close to 1, which demonstrates correctness of the ptopose
AMD methodology. It accurately ranks the algorithms and thus assists experts in
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the selection of accurate algorithms under the specified criteria. The statistical

significance

test

Spear manos

T X @8 statistically significant at the level of 0.001, with {3533) degree of

freedom (df), because the average correlation vaue( s far greater than the

critical value of the correlation, i.e., 0.55% show the process of calculatigg,

results for the abalor@class dataset are shown in TadblE2.

Table 4.12.ComputatiomofSpear mandés rank correl
Algorithms RR IR (IR-RR) (IR-RR)?
bayes.BayesNet 16 17 1 1
bayes.NaiveBayes 19 20 1 1
bayes.NaiveBayesUpdateable 20 21 1 1
functions.Logistic 1 1 0 0
functions.RBFNetwork 25 24 -1 1
functions.SMO 13 13 0 0
misc.HyperPipes 34 34 0 0
misc.VFI 31 28 -3 9
rules.ConjunctiveRule 33 31 -2 4
rules.DecisionTable 11 11 0 0
rules.DTNB 32 33 1 1
rules.JRip 26 26 0 0
rules.OneR 9 8 -1 1
rules.PART 30 30 0 0
rules.Ridor 29 29 0 0
rules.ZeroR 35 35 0 0
trees.BFTree 24 22 -2 4
trees.FT 27 32 5 25
trees.J48 8 7 -1 1
trees.J48graft 12 12 0 0
trees.LADTree 15 15 0 0
trees.RandomForest 23 27 4 16
trees.RandomTree 18 16 -2 4
trees.REPTree 5 5 0 0
trees.SimpleCart 21 19 -2 4
meta.AdaBoostM1 17 18 1 1
meta.Bagging 4 4 0 0
meta.Dagging 22 23 1 1
meta.END 14 14 0 0
meta.FilteredClassifier 3 3 0 0
meta.LogitBoost 28 25 -3 9
meta.RacedIncremenéalLogitBoost 10 10 0 0
meta.RandomSubSpace 6 6 0 0
meta.Stacking 7 9 2 4
meta.Vote 2 2 0 0

)2 22 88
Ay 98 )2 22 0.988

rank
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The interpretation @ result is the same as we did for th® C.2\ pictorial view
of the results of recommended and ideal ranking for the ab8ldass dataset is

shown inFigure 4.7

Comparision of Ideal Ranking (IR) with Recommended Ranking (RR)
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Figure 4.7. Comparison of recommended ranking (RR) and ideal ranking (IR

This figure shows that the recommended ranking of AMD is closed to the ideal

ranking.

45.3.2. Generalization of AMD: sensitivity and consistency analysis

In multi-criteria decision making, the choice and number or weights of the criteria
affect the final recommended rankif&®, 140142]. It has been demonstrated that
the choice of criteria or thehange in weights transforms the final recommended
ranking[22, 140] In majority of the algorithms ranking cases, it is hard for the
decision magrs to agree on the final ranks generated by a ranking method and is
therefore required to perform sensitivity analy$i3, 144] The significant results

of the ranking method under varying paraenetdemonstrates generalization

power of a ranking method. In our case, the scope of sensitivity analysis is limited
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to the change in relative weights of criteria. We change the weight of each criterion,
i.e., Wgt.Avg.Fscore, CPUTimeTesting, CPUTimeTraigiand Consistency, one

at a ti me, and compute the Spear manos
how the proposed AMD behaves with the changed weights. For the criteria
Wgt.Avg.Fscore, CPUTimeTesting, CPUTimeTraining and Consistency? the
results generated by the proposed AMD methodology using weights
(0.70,0.05,0.10,0.15), (0.05,0.70,0.10,0.15), (0.05,0.10,0.70, 0.15) and
(0.05,0.10,0.15,0.70) are shown in TalES.

Table 4.13. Sensitivity analysisf clasifierswith varying criteria weights

Sensitivity Analysis

Ny

I o~ R y- TestTime U] o7 il ifliste Consistency
ID Dataset Name (0'70060‘05’0“(0.05,0.70,0.10,0.15 (0.05,0.10,0.70, (0.05,0.10,0.15
,0.15) 0.15) 0.70
1 abalone3class 0.454 0.913 0.523 0.999
2 rabel48 0.904 0.758 0.500 0.992
g acute 0.858 0.798 0.501 0.979
inflammationsnephr
4 ADA_Agnostic 0.880 0.368 0.819 0.433
5 ADA Prior 0.295 0.943 0.565 0.985
6 adult4000 0.276 0.890 0.599 0.979
7 adult8000 0.488 0.792 0.670 0.943
8 aileron 0.946 0.223 0.806 0.563
9 analcatdatsAIDS 0.654 0.766 0.500 0.995
10 analcatdateapnea?2 0.107 0.844 0.652 0.986
11 analcatdatapnea?2 0.158 0.936 0.618 0.972
12 analcatdatasbestos 0.508 0.838 0.500 0.999
13 @nalcaidaw 0.880 -0.265 0.738 -0.074
authorship
14 2nalcatdata 0.945 0.863 0.543 0.998
bankruptcy
15 analcatdatdirthday -0.506 0.777 0.618 0.990
AT RA 0.523 0.696 0.610 0.849

*F-score: WgtAvgFscore
*TestTime: CPUTimeTesting

*TrainTime: CPUTimeTraining

In Table4.13, the2 value for each set of the weights of the evaluation criteria is
computed (using equation 14) and evaluated in the same way as in previous section.
However, in this case, the ideal ranking is computed for the individual criteria and
compared with the recommended ranking. In each set of the weights, more

preference, i.e., weight 0.70, is given to only one criterion and thus algorithms are
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preferred with respect to that criterion, which is natural. In T4lld, the2

values showrnn bold demonstrate negative/weak correlation with respect to the

ideal ranking. Thé O C @or all datasets, computed using equation 15) in all the

cases are positively correlated to ideal ranking, which demonstrate that the AMD

is a generalized andonsistent methodology that performs well in varying

conditions. The

stati

st

cal significanc

coefficient for the Wgt.Avg.fscore shows that the correlation value 0.523 is
statistically significant at the level of 0.005002, with (352=33) degree of

freedom (df), because it is greater than the critical value 0.482 foBimilar

interpretations can be made for the rest of criteria.

4.5.3.3. Significance fitness evaluation

The results of equation 8, which identifies significantly poor algorithms for the

datasets are shown in Tadld4.

Table 4.14. Analysis of significantly poor algorithmssingsignificant fitnesgunction

. . adult- adult- _. analcatdata

Algorithm ADA(FQr?kr;OS“CAD(rAa—ni;'Or 4000 8000 "E‘:'aer:ﬁ; authorship
(rank) (rank) (rank)

bayes.BayesNet* 26 4 2 7 27 4
bayes.NaiveBayes* 19 11 12 21 30 7
bayes.NaiveBayesUpdateabl¢ 20 10 15 20 31 8
trees.FT* 30 32 32 32 25 2
trees.RandomForest* 17 25 23 24 17 6
meta.Dagging* 27 18 21 26 32 30

These results show that the classification algorithms

bayes.BayesNet and

bayes.NaiveBayes get dhier ranks (4 and 7) on the analcatdatthorship,

however their performance on this dataset does not remain significant for all the

criteria. Hence, prior applying the ranking process, the significance fitness function

is required to execute to filter binsignificant algorithms from the competition.

The values presented in bold represent the rank of algorithms on the dataset shown

in the columns.

4.5.4. Comparison with existing methods
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In this section, we compare the results of AMD methodology with twekmelvn
methods: adjusted ratio of ratios (ARRR] and automatic recommendation of
classification algorithms based on data set characteristics, abbreviated as PAIlg
[40]. These methods evaluate and rank classification algorithms on the basis of

accuracy and time.
The equation of ARR ranking methodold@®] is shown in equation 16,

32

32
122 8

L4
pez||%

(16)

The accuracy is represented as the ratio of success rates of algorithm ap to
algorithm ag on a dataset d as the numerator of the ARR. The time, which is the
total of training and execution times, ish is represented as a ratio of times is used

as the denominator. To enforce preferences on the criteria, parameaser
introduced with its valué = 0.1, 1, and 10 to specify 10% preference of the
accuracy on time, equal preferences of both the accuaadytime and 10%

preference of time over the accuracy, respectively.

In the algorithm selection articJé0], the performances of algorithms are evaluated
using equation 17, where accuracy and total time are directly used instead of their
ratios. The setting fdt is the same as that of the ARR method.

I AAOOAAU (17)
p 8zl TTA4ET A

As these two methods are only based on accuracy and execution and training time
(T/RTime), therefore to create a fair comparison, we formulate our EFdpos
criteria accordingly. We picked Wgt.Avgdeore, CPUTimeTraining and
CPUTimeTesting and omitted the Consistency criterion. The values of
CPUTimeTraining and CPUTimeTesting are averaged to get the uniform value for

T/RTime, used in equation 16 and 1%&pectively. For simplicity, we performed
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experiments only fo? = 0.1 with three different sittings, such as ranking for all
35 algorithms (k=35), ranking for only top 5 algorithms (k=5) and ranking for top
3 algorithms (k=3). The weight for accuracy (Wgt.Avggore) and T/RTime, in
our proposed AMD method, were takas 0.55 and 0.45, which are compliant to
6 =0.1.

We performed comparison experiments on the same 15 datasets and the results
generated are shown in Taldl45 and Figure.8(ac).

Table 4.15. Comparison oAMD method with stee-of-the-art methods

AMD PAlg ARR

Aywi t h U=0-Aywith U=0-
Id Dataset Score=0.55, Score=0.55,
Rtime=0.45) Rtime=0.45)

k=35 k=5 k=3 k=35 k=5 k=3 k=35 k=5 k=3

nwith 0=0-:
Score=0.55, Rtime=0.45

1 gtc’f:;”e 0.9720 0.9978 1.0000 0.8473 0.99260.9944 0.6012 0.9769 0.9842
2 rabe-148  1.0000 1.0000 1.0000 0.9900 1.00001.000C 0.5200 0.9450 0.9520
acute
3 inflammation 1.0000 1.0000 1.0000 0.9641 1.00001.000C 0.5199 0.9940 0.9908
s-nephr
ADA_Agnost
ic
ADA Prior 0.9899 0.9992 0.9993 0.8081 0.96990.986 0.4966 0.8975 0.9515
adult-4000  0.9922 1.0000 1.0000 0.8314 0.97150.9851 0.3482* 0.8641 0.9342
adult-8000  0.9824 0.9997 1.0000 0.7028 0.9556 0.9697 0.2529% 0.8871 0.9158
aileron 0.9882 0.9986 0.9997 0.7541 0.97240.986C 0.5646 0.9956 0.9987
analcatdata
AIDS
10 Zgig:;dat& 0.9916 1.0000 1.0000 0.9748 0.99871.000C 0.5162 0.9799 0.9910
11 Zgigédat& 0.9955 1.0000 1.0000 0.9501 1.00001.000C 0.5292 0.9636 0.9854
1p naleatdata ) o214 1 5600 1.0000 0.9706 1.00001.000C 0.4764 0.9359 0.9410
asbestos
13 analcatdata 5 9954 0 9992 0.9993 0.5070 0.91640.9637 0.2524* 0.7271 0.7921
authorship
14 analcatdata 50001 5000 1.0000 0.9756 0.99971.000C 0.4574 0.8694 0.9185
bankruptcy
analcatdata

15 birthday 0.9854 1.0000 1.0000 0.9728 0.99771.000C 0.5298 0.9107 0.9567

AT RA 0.9886 0.9993 0.9997 0.8372 0.97940.989z 0.4559 0.9143 0.9426

0.9852 0.9974 0.99890.3187* 0.91710.9521 0.2696* 0.8752 0.8865

© oo ~NO O b

0.9801 0.9985 0.9987 0.9908 1.00001.000C 0.5039 0.8929 0.9399
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The performance results of the proposed AMD method are significantly better than

the results of the PAIg and ARR under the three different setup: all (k=35)
algorithms, top k=5 algorithms and top k=3 algorithms. For the pespoethod,

the statistical significance test of Spe
that the correlation value, T@oY Y @ 2 T8y W and2 TBY W QO X

for k=35, k=5 and k=3, respectively, are statistically significant at the level of

0.001, with (352=33) degree of freedom (df). Similar interpretation can be made

for PAlg method. However, this method producasks for the algorithms (with

k=35) on the ADA Agnostic dataset, which is statistically insignificant with

respect to the ideal ranking. Similarly, the results of ARR method are significantly

poor as compared to the proposed methods under all the oosdifi k=35, k=5

and k=3. Under the setting, k=35, the ARR results are significant with respect to

the critical value o2 at the level of 0.0D.005 with 33 degree of freedom. Using

t his met hod, four dat aset s, represent ec

significantly poor and not correlated to the ideal ranking.
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(a) Speaman's Rank Corelarion Coeffecient (rs) Comparision of the Three

é Ranking Methods for the Selection of Top k=3 Algorithms
©
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(c) Speaman's Rank Corelarion Coeffecient (rs) Comparision of the Three
Ranking Methods for the Selection of Top k=3 Algorithms
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Figure 4.8. Comparison othe AMD method with stat®f-the art methods

Figure 4.8hows that AMD performs significantly better as compared to the state
of-the art methods under all the settings of top k=35, top k=5 and top k=3
algorithms.
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45.4.1. Statistical significance test for comparison of ranking methods

To test whether the results produced by AMD methodology are statistically
significant or not as compared to the comparing methods, we performed
Fr i edmalis. sirstwe set the following hypotheses:

1 HO: There is no difference in the mean average correlation coefficients,
I O C,Zor the three ranking mettle (AMD, ARR and PAlg with all the
datasets).

1 H1l: There are some differences in the mean average correlation
coefficients,! O C,Zor the three ranking methods.

For illustrating Friedmanés test process
the three ranking methods (i.e., j = 1, 2, 3) on the 15 datasets. All the steps are

shown in Table4.16(ac). The steps are performed as follows: (a) rank the
correlation coefficients for each dataset, i.e., RR, (b) calculate the mean rank for

each method, i.e2 2 B 2 2j 1, where n is the number of datasets (15 in this

case), (c) calculate the overall mean rdnk) across all the methods, i.&.,2

& pjc¢ ¢, where misthe number of methods to compare (m=3 in this case),

(d) calculate sum of the squared differences of mean rank for each method and the

overallmeanrank,i.e3, B 22 12, and (e) calculate Fri

- pgTj3EE »p

The calculation of these steps is shown in Tablé(ac), for all the fifteen

datasets, and the results are summarized in #able In the example of Table

416, where n = 15 and m = 3, the critical value C is 10.99 for a confidence level

of 95%. The Friedmandéds test values (M) f
therefore the null hypothesis is rejected, which means 0.083 second that the average
performance of the three methods is not similar and hence AMD is significantly

better tharstateof-the-art methods in comparison.
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4.6. Limitations of AMD method for Classifier Selection

The proposed AMD method performs well as compared to the existingp$tate
the-art methods, described in comparison section, however it comesthgith

following shortcomingghat need proper research in future to overcome

1. As described earlier, for ranking classifiers, correct criteria, based on
suitable metricss required. In the proposed AMD methodology, the
criteria selection s depended o nsedemedandisyseemd s go a
levelconstraints and specially the expe
and the available candidate algorithtighe information are not available
the proposed methodology will not be wekploited for suitable classifier

selection.

2. The proposed method has provided minimsupport for the automatic
criteria selectionA partially automatic solutionn the form of classifiers
guality metametric classification models provided,howeverit is not
enough t o r educ andttilhesTo msolpeethistissuan e f f or t
advanced met hod i s r eqtimeangdffortsby mi ni mi
introducing a semautomatic analysis method for analyzing the classifiers
performance metrics against the goal and constraints defined by the end

user for his/her application

3. The AMD methodology uses relativateria weightingmechanism which
is a semrautomaticway requiting expert® preferencedor quantifying
their opinion in the form olveightsHowe ver , expertsdé avai
always beguaranteed, therefore some other mechanism need to be

designed to estimate criteria weight.

4. The proposed method is based on exhaustive search mechanism to rank
algorithms and finally select a single ofee the application in handA
hierarchical searchingiechanism is required to filtewt the most unfit
algorithms from the competition and reduce the search scope for

recommending suitable algorithm.
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Table4.16.F r i e d mastegste compare tanking methods for statisticgrsficance
(a) Friedmandés test steps fo

Dataset dy d, ds ds ds ds d; ds do dio di1 dio dis d1a dis
Method\Rsf Rs |[RR| Rs RR| Rs RR| Rs |RR| Rs |RR| Rs |RR| Rs |RR| Rs |RR| Rs RR| Rs RR| Ry RR| Rs [RR| Rs [RR| Rs [RR| Rs [RRRRj| (RR-mR)?
AMD  0.972(1.0[1.000(1.0{1.000(1.0/0.98541.0/0.98941.00.99271.00.98241.00.98841.00.9802.00.991¢1.0/0.99541.000.971]1.00.998(1.000.99741.0[0.98541.0{1.1|0.87111111
PAlg  (0.84732.0/0.990(2.0/0.964]2.00.31872.000.808]2.0/0.83142.0[0.702¢2.0/0.75412.0/0.99041.0[0.974{2.0[0.95012.0/0.97042.0/0.507(2.000.975¢2.0{0.972§2.0{ 1.9|0.0044444 4

ARR 10.60143.00.520(3.00.51943.00.269¢3.0[0.496¢3.00.34843.00.25243.00.564¢3.00.50343.00.51643.00.52973.00.47643.00.25243.00.45743.00.52943.0/3.0 1
S |1.87555555

(b) Friedmands test for cc
Dataset d; dz ds ds ds ds d; ds de dio du di2 dis dia dis
Method\Rs Rs [RR| Rs [RR| Rs [RR| Rs [RR| Rs |RR| Rs [RR| Rs |[RR| Rs [RR| Rs |RR| Rs |RR| Rs [RR| Rs [RR| Rs |RR| Rs |RR| Rs |[RRRRj (RR;-mR)?
AMD  |0.997§1.0/1.000(1.5[1.000(1.5/0.99741.00.99941.0/1.000(1.0/0.99971.00.998¢1.00.99842.0{1.000(1.0[1.000( 1.5[1.000(1.5/0.99941.0[1.00@1.0{1.000¢1.0{ 1.2 0.64
PAlg 10.99242.0[1.000(1.5[1.000(1.50.91772.000.96942.00.971%2.00.955¢2.000.97243.0[{1.000(1.00.99872.0{1.000(1.51.000(1.500.91642.000.99972.0[0.99712.0{1.9(0.01777777

ARR  |0.97693.0[0.945(3.0/0.994(3.0[0.87%3.000.89743.00.86413.0/0.887:3.000.995¢2.00.892¢3.00.979¢3.000.963¢3.00.93543.00.7273.000.86943.000.91013.0{ 2.9/0.87111111
S 11.52888888

(c) Friedmands test for cc
Dataset dy d, ds ds ds ds d; ds do dio du diz diz dis dis
Method\Rs Rs [RR| Rs [RR| Rs [RR| Rs [RR| Rs [RR| Rs [RR| Rs |[RR| Rs |RR| Rs |RR| Rs |RR| Rs [RR| Rs [RR| Rs |RR| Rs |RR| Rs |[RRRRj (RR;-mR)?
AMD  |1.000(1.0[1.000(1.5[1.000(1.5/0.99891.00.99931.0/1.00@)1.0/1.000(1.0/0.99971.0/0.99872.0[1.000( 1.5[1.000(1.5[1.000(1.50.99991.0[1.000(1.5(1.000¢1.5[ 1.3 0.49
PAlg 0.99442.0[1.000(1.5[1.000(1.5/0.95272.0/0.98632.0/0.98512.0/0.96972.000.98693.0[1.000(1.0{1.000(1.5{1.000(1.5[1.000(1.5/0.96372.0[1.000( 1.5/1.000(1.5{1.8|0.05444444
ARR  (0.9843.000.952(3.00.990¢3.0/0.886%3.0/0.95153.0[0.9343.00.915¢3.00.99812.00.939¢3.0/0.991(3.00.98543.00.941(3.00.79213.00.91853.00.95613.0/2.9/0.87111111
S |1.41555555

Table4.17.Summar y of Fresuls bmoampdrisgankirg snethods

Fri edman S M C Myvs. C Interpretation

Top-K=35 1.876  28.133 10.99 M>C M(28.13) > C(10.99A null hypothesisisrejectelt t he confi dence |
Top-K=5 1.529 22,933 10.99 M>C M(22.93)>C(10.99A nu | | hypothesis is rejected a
Top-K=3 1416  21.233  10.99 M>C M(21.23) > C(10.99A null hypothesis is rejected at the confidence ¢el U = 0.0
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4.7. Summary

Inthischapter,if r st |l y, we i ntroduced t hemetritshcept s
(QMM), describing physical meaning of the evaluation criteria, and developed a
classification model with the help of extensive literastralyto assist experts in the

selection of suitable evaluation criteria for comparison of the classifiers. Motivated
from t he ex plased soinat groupee rechnigsle, we proposed a

experts grougpasedmethod for the selection of suitable evaluatietrics from a

large set of evaluation metrics and satisfying the constraints defined by the

users/experts at the goal and objectives definition time.

Secondly, we estimated consistent relative weights for the evaluation metrics using
the expert groufpased decision making using the analytical hierarchy process. The
expertso6 preferences on the criteria are
checked for consistency. We have analyzed performance of classification algorithm
using statistical signif@nce test and our proposed fitness function to filter out
algorithms, which are statistically insignificant on all the evaluation criteria. For
ranking the algorithms, we computed the relative closeness value of all the algorithms
with respect to the ideahnking, using the AHBased estimated weights and local

and global constraints on the evaluation criteria. The local constraints on criteria are
used to encourage and discourage some of the criteria based on the categorization as
cost and benefit criteai The global constraints are imposed in the form of consistency
measure that takes the standard deviation of all the criteria and consider an aggregate

value to evaluate the quality of the selected/recommended algorithm.

Finally, we evaluatethe AMD methodology by conducting a series of experiments
on 15 different classification datasets using 35 classification algorithms. We
compared the results of AMD with two stEtthe-art methods. Results shows that
the proposed AMD methodology performing signifitgretter than statef-the-art

methods and produce good results.
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Chapter 5

CBR-based Meta-learning and Reasoning for Accurate
Classifier Selection

5.1. Overview

In machine learningirea, darge number otlassificationalgorithmsare available

that carbe used fosolvingthe problems oprediction and classification in different
domains.These classifierperformdifferently on different learning problemBor
example, if me algorithm performbetter onone dataet the same algorithm may
performbadlyondifferentdatasetThe reason is that each dataset has different nature
in terms of its local and global characteristi8imilarly, the number of candidate
algorithms are also large in number and it is very hard, even for a machine learning
practitiorer or expertto know theintrinsic behaviors of differenalgorithms on
different datasetand are therefore unable to select a right algorithm for his problem
in-hand One way of determining the behavior of each algorithm on different datasets
is to perbrm algorithms performance analysis on the results generated using cross
validation strategyOnce the results are generateohkingis performed orthe final
scoreand the top ranker is selected is #pplicable algorithm. In Chapter 4, AMD
methodologyis proposedhat performs the same tastowever thiproposed idess
complex due to the exhaustive search and anglystesof the resultsTo support

the AMD methodologywith some automatic search mechanisam automatic
classifier selection methodmly is required. Thisautomatic electon of suitable
classifier for buildinga data mining applicatioior a used problemin-hand,is one

of the mosimportanttasks in machine learningpplications developmesince the
appliedalgorithm ¢lassifie) has great impact on the overall performances of the
resulting classifierHowever, this automatic selection of classifier is a challenging
task in computer sciencbecause the algoritre@xploit the structure of the input

data problem under consideratidinis makes the problem of algorithm selection as
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a domain and application dependent task that requires knowing the characteristics of
data and the objective of the user. Thus the automatic algorithm selestian

basically a thredold processnodel| as described below.

® Definition of the application specific goal and objectives by the user of
the algorithm for his learning problem

(i) Determining a representative suitable set bfracteristics of the
available datan the form of aggregated global featsiralsotermed as
metafeatures

(i)  Designing an efficient and accurate integration method to correctly map
the user goal and characteristics of data hence recommend right

algorithm for thegivendata

The goal is the meteharacteristic(s) of the classiftein which the user is interested,

e.g., the selected algorithm should be accurate and consstemmpared to the
candidate list of algorithm<Chapter 5 has discussed this issue of determining the
goal and analyzing the algorithms performances basethai goal usingmulti-
criteriadecision The characteristics are mdematuresof the datasethat represents
different behaviors of the dat&achdataset can be viewed as mudlitnensional

based on type of characteristic they own. The integrationesktimetdeatures or
characteristic of the data with the goal of the user can be represented by building a
metalearning modelTherest of the chapter describes the whole process of analyzing
the classifier perfor manc euithbk seofdnetan t he
features, building a &eBase forcasebased reasoningdC8R) methodologyand

recommending classifier for a new dataset.

In this chapter, we are presenting the idea of automatic classifier selection using CBR
based mettearning methdology that automatically selects a right decision tree

classifier from a set of nine candidate classsfienplemented in Weka library

5.1.1. Key Contributions
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As discussed in Chapter 3, a large number of methods, models, frameworks and
methodologies have beproposed for automatic algorithms selections, however they
have their limitations that have been analyzed in Chapter 3. The key contributions

made through the propose®8R-based metéearning approachre enlisted below.

® Proposed a flexiblandincrementametalearningand reasoninbased
framework using CBRbased methodology integrated with multi
criteria decision making, for classifier evaluation, and data
characterization using multiew metafeatures extraction.

(i) A newmulti-metrics criteriais propogd for theevaluationof decision
tree classifiesto select the bestassifier axlass labefor the cases in
trainingdatasefi.e., resolved casén the proposed CBR methodology).
Classifiers are analyzed based on tpe@dictive accuracy and stamda
deviation called consistendyp select the best classifier as clagzel.

(iii) The idea ofmulti-view learningis proposed to learn the dafi@m
multiple perspectives, with each perspectamresentingsetof similar
metafeatureghat reflects one kihof behaviors of the datBachsetof
features is called a family that forras/iewof dataset

(iv) Proposedx multi-level multi-view metareasoning methodology with a
flexible and incrementallearning model integratingCBR with the
classifies conflict reslving (CCR) methodto accuratelyrecommend
the most similar case as the suggested clasdifieagiven new dataset
For the CBR retrieval phase, accurate similarity matching functions are
defined while for the CCRmethod weighted sum scorand AMD
method (presented in Chapter 4) are proposed.

5.2. CBR-based Meta-learning and Reasoning (CBR-MLR)
Framework

In this section, tharchitecturalview of the proposed frameworkshown in Figure
5.1, is focused and each module is described with the rationales liishise in the

framework This framework is motivated from thiRice framework[146] initially
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desgned for the algorithm selection problem based onthe data and algorithm

characterization

5.2.1. Definition of Algorithm Selection Problem

Based on the Rice modé&l6], given a problenp as input, a set of candidatecision

tree classifierdA that can learn the sanmewith different performance, ynd and
select a decision tree classifeéer A that can lemn p with best possible performance.

Now, we formally deyne the algorithm sel e
we will use throughout this paper. Let P denotes a set of historical proflems
classification datasets; in this cagédh F as tle feature vector for representing the
metafeatures of each problemydP® and A is a set dflassificationalgorithms that

can solve P with some performance Y.

5.2.2. Architecture of CBR-MLR Framework

An abstractarchitecture othe proposed CBRMLR frameworkis shown in Figure
5.1. As outlined in theoverview the problem of algorithm selection asdecision
making problemwith three main processeshe corresponding framework also

consistof threemodules These includes:

® Dataset andlassifiers characterizah (DCC)
(i) Algorithms selection model creation

(iii) Multi-level Multi-view MetareasoningMIv Mr)
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Figure 5.1. CBR-basedmetalearning and reasamj framwork forclassifierselection

In the high level abstracted view (Figui®l), the proposed framework for the
automaticclassifierselectiorbased on mukview metalearningconsists ofwo main

phasesoffline phase and online phases, described below.

5.2.2.1. Offline Phase: Creation of Classifier Selection Model

This is the offline phasefdhe process of automatic classifier selection, where a
model is developed that works as a knowledge model fomeddl recommendation

of a suitable classifier for a given new learning problirfiurther consists of datasets

and classifiers charactesitton and model creation processes, as described below.

9 Datasets and Classifiers Garacterization (DCC): is the process of
characterizing historical data problethandclassifiersd and mapping them
against each other in way that the best clasgifier assigned the feature
vector'O Thisproduceresolved cases/instances ti@iningpurposehat are

usedin later step of model creation. Thi®mponent is responsible for
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extraction of metdeatures’Ofor each datasé® and relating/aligninghe
feature vectomgainst the best classifieé™ 0. The best classifietdin this

case is computed usirige multi-criteria decision making methodology (see
Chapter 4), utilizing predictive accuracy and consistency measures from the
classifiers performance ape @. In the data characterizatioprocess
different metafeatures belonging to different families, such as simple
statistical, advanced statistical and information theqretie extractedto
enable multiview learning for best classifier selectionodt multiple
perspectives

Model Creation: is the process of buildingjassifiersselection model from
thetraininginstances produced by the DCC as outiath training instance

is a resolved case with mef@atures as the problem description part and the
best applicable classifier as the solution part or class [@bil.model can

be created using differemachinelearning algorithms, howevétr is very

hard tobuild such model using traditional learning methods due to the small
number of training instaces. To overcome this issue, we adopt the traditional
CBR model with some enhancements in the case base creation and retrieval
phasesin the proposed framework, output of the model creation is a case
base of resolved cases that will be used in the opliaese for realvorld

recommendation of right classifier for a given new dataset.

5.2.2.2. Online Phase: CBR-based Multi-level Multi-view Meta-Reasoning

(CBR-MIVMr)

This is theonline phase of the process of automatic classifier selection, where a

suitable classiér is recommended to the end user for his given new ddtdsether

consists ofmetafeatures extraction of the new dataset, application of the standard

CBR methodology for selecting tdpsimilar cases from the case base (created

model: case base) amésolving the conflict, if more than 1 similar classifiers are

recommended by the CBR methodology. The detail are described as follows.

1 New Case Preparation (Multi -view Meta-features Extraction): To

recommend a classifier for a new dataset, first areanlved case, consisting

(89)



Chapters: CBR-based Metdearning and Reasoning for Accur&tassifier Selection

only feature vector, is prepared. For this purpose the same dataset
characterization mechanism is used as described in the offline phase.
Multiple families of metdeatures, such as simple statistical, advanced
statistical and infonation theoretic features are extracted in which each
group represents a different view of the dataset. This makes the process of
algorithm selection as a muitiew learning process.

CBR-basedMulti -viewsMeta-reasoning to recommend mosuitabletop-

k classifies for a newlearning problem, represented as a v meta
featurescase a customizedCBR methodology with the retrieve, reuse and
retain steps is usedccurate local and global similarity functions are defined
that search the algorithm setion modeli(e., thecase base of the resolved
case) and returns tdp(with k=3) similar classifiers. If no classifier is the
winneramong k=3, then the classifiers conflict resolver step is activated prior
to retain step to enable mulével metareasoning

Multi -level Metareasoning (Classifiers Conflict Resolver). is enabled
when the firstlevel, CBR, reasoningrecommends classifiers with similar
performance scoréAt this secondlevel of metareasoning, the classifiers
metacharacteristicare usedather than the data characteristics to break the
tie with a best decision. A weighted sum aggregate score computation criteria
is proposed that consumes the classifiers charactersiatsas decision tree
length, number of rules, depgic.,as inputand returns aaggregate scoite

rank the tie classifier. The classifisvith highest rank is selected and
suggested to the end user for building his/her data mining application.
Retain New Case (IncrementaEvolutionary Learning): is used to adthe
metafeatures vector along with the recommended classifier as a new
resolved case to the case base to improve quality of the system for future
recommendations. One of the rationales behind the use of-b@B&d
methodology for classifier selection is the apiliof CBR system to
incrementally learn the domain and improve quality of the model with

passage of time.
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5.2.3. Methods of CBR-MLR BasedClassifier Selection

This section describeke methods used in each step or module of the proposed CBR

MLR framework.

5.2.3.1. Multi-view Data Characterization - Meta-Features Extraction

To design an accurate classifier, the selection of a best classifier is required. As
described earlier, the selection of a best classifier is a-faattrs problem, where
multiple parameters need to bensidered. For example, how the classifier produce
results, measured using various performance evaluation metrics? How the
performance is affected by the nature of the data, which can be described in terms of
data characteristics. The performance ofsifiers varies from data to data. If the
characteristics of data are accurately mapped against the performance of classifiers,
it will help in understanding the relations of data to classifiers and ultimately will
assist in the selection of a best classifor a problem in hand. These characteristics

of the data are termed as mé&tatures and the resulting model is called rheganing
model.Each dataset can be represented as a set ofeattiaes, grouped into various
families, representing a diffareview of the dataset. A multiew analysis of the
dataset during classifier selection process enables the resulting model to best map the
data, using all its characteristics, against the best clas3ifiergeneral concept of

multi-view data characteration for classifier selection is shown in Figure 5.2.

*General
characteristics

+Information-
theoretic
characteristics

Learning
Problem (p)
OR Dataset

+ Advanced
statistical
characteristics

Basic
statistical
characteristics

Figure 5.2. Multi-view representation of classification datdsased ormetacharacteristics
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In stateof-the-art metalearning methods for algorithm selection, the asialyor
automaticalgorithmselection model creation is basedwamioussingle view meta
features which then recommends algorithms by considering only those specific
features of the model for each given new dataset. A few exampsichviews are
statitical, information theoretic, complexity, landmarking and mdideled[21]

[40], that have beeanalyzed inChapter 3In this study we propose a newulti-

view metafeatures based classifier selection model utilizihgenty nine
characteristics from thgeneralpasic stastical, advanced statistical and information
theoretic viewf the different available views of characterist&as shown in Tabke
5.1:54.

Table 5.1. Generalview (metacharacteristigsof classificationdataset

Meta-Feature ID Description
Generall InstanceCount
General NumAttributes
General3 ClassCount
Generakt NumBinaryAtts
Generab NumNominalAtts
Generab NumNumericAtts
General? NumMissingValues

Basic view consistof simple measurements or general ddtaracteristics of the
dataset andare computed for the whole dataset, representing a global view using the

aggregated values.

Table 5.2. Basic statistical view (metaharacteristics) of classification dataset

Meta-Feature ID Degription

Basic Statistic 1 PercentageOfBinaryAtts

Basic Statistic 2 PercentageOfNominalAtts
Basic Statistic 3 PercentageOfNumericAtts
Basic Statistic 4 MeanSkewnessOfNumericAtts
Basic Statistic 5 MeanKurtosisOfNumericAtts
Basic Statistic 6 Dimensionality

The basicstatistical view consiss of measurementsepresenting the statistics

regarding the dimensionality and ratios of different kinds of attributes in the dataset.
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Table 5.3. Advanced statisticaliew (metachamcteristic} of classificationdataset

Meta-Feature 1D Description

Advanced Statistic 1 MeanStdDevOfNumericAtts
Advanced Statistic 2 MeanMeansOfNumericAtts
Advanced Statistic 3 NegativePercentage
Advanced Statistic 4 PositivePercentage
Advanced Stattic 5 DefaultAccuracy

Advanced Statistic 6 IncompletelnstanceCount
Advanced Statistic 7 PercentageOfMissingValues
Advanced Statistic 8 MinNominalAttDistinctValues
Advanced Statistic 9 MaxNominalAttDistinctValues
Advanced Statistic 10 StdvNominalAttDiginctValues
Advanced Statistic 11 MeanNominalAttDistinctValues

Table 5.4. Information theoriticssiew (metacharacteristics) of classificatiatataset

Meta-Feature 1D Description

InfTheory 1 ClassEntropy

InfTheory 2 MeanAttrbuteEntropy
InfTheory 3 MeanMutuallnformation
InfTheory 4 EquivalentNumberOfAtts
InfTheory 5 NoiseToSignalRatio

Every dataset is a combination of continuous and symbolic data features, therefore to
best analyze the data for algorithm selection, thefssymbolic metdeatures are

also extracted, which are collectively termed as informatieoreticfeatures. These
features are based on the entropy that measures the purity level of the data with
respect to the class label.

The rationales behind tisglection of only these three views of mdéatures are: (i)

they are the global features representing every kind of classification data and (ii) can
easily be computed on the fly to support building-weatld application development

for data mining appliation. These metkeatures are computed usi@penML[134]

data characteristics (DC) open source library, available on GitHLH.
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5.2.3.2. Multi-view Classifiers Characterization i Multi-criteria Performance
Analysis

In the proposed study, thaassifiers performance analysis procesddsigned to
determine best parfmance classifier amongst the candidate classifiers and make it
class label of the resolved case, in the case base/training dataset. The AMD
methodology, described in Chapter 4 used to performthis analysis The
performance results, for each data§gt are generated using the candidateofet
classifiers (A) with a standard setting of 10xf6ld cross validation in Weka
experimenter environmefit22]. In this study, weisedninedecision tree classifiers
implemented inWekalibrary, with their defaultparametersTable 5.5 shows the list

of these classifiers.

Table 5.5. List of Decision Tree classifiefsom Weka library

Decision Tree Classifier ID Name of Decision TreeClassifier
DT1 trees.BFTree
DT2 trees.FT
DT3 trees.J48
DT4 trees.J48graft
DT5 trees.LADTree
DT6 trees.RandomForest
DT7 trees.RandomTree
DT8 trees.REPTree
DT9 trees.SimpleCart

In each experiment, on each datdpgtresults argenerated by all the classifidis)
mentioned in Table 5.5The results are stored into Performance Matfip.
determine, the applicab(best)classifier for the datasép) underconsiderationwe

use performance metrics, predictive accuraayasureth terms of Wgt.Avg.Fscore

and standard deviatiqi$tdev)in a sequential manner. Prior to this analysis, we use
statistical significance test with significance level 0.05 to filter out those classifiers
which are statically insignificant witl.05 level of significance.The algorithm

procedure used fdahis processs pictorially shownin Figure5.3.
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Classification Datasets Decision Tree Classifiers
p Classifiers Performance A
P{p: Pz - Do} P Measurement (10x10-fold |« Afag, ay, ..., 2}
cv)

Performance Matrix: |{ Wet. Avg. F-score, Stdev}
Y
Perform Statistical
Significance Test
(significance 0.05)

iz No
Significant?
Yes
Significant Performance Matn'x:‘ Wat. Avg F-zcore, Stdev}

» Filter out a;

Determine Applicable (Best)
Claggsifier

ves Applicable (best)
L Clagsifier
a;

max(Wagt. Avg. F — sore(a;))
1

No: Smntint.Avg.F-score

Determine Applicable (Best)
Clagsifier

ves Applicable (best)
—» Classifier

a;

ml_in(Stdev(al-))

No: Same Stdev

Multiple
Applicable (best)
Clasgifiers
AB a

Figure 5.3. Multi-criteria based classifiers perfromance evaluation method

In figure 53, the processes of applicable sddier(s) identification is sequentially

shown bllowing the steps as described below.
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() Performance matrix is computed ngi10x10fold cross validation

(ii) Statistical significance test is performed to filter out insignificant classifiers
and reduce the abgithmsspacé r om A t o AOD

(i) Applicable classifier is determinedor m t h asind thesnaximAid
Wogt.Avg.Fscore sorting function. If more than one classifiers have same
Wgt.Avg.Fscore, step (iv) is used

(iv) Applicable classifier is determined using thénimum Stdev function. If
more than one classifiers have same Stdev values, step (v) is used

(WMultiple applicable classifiers (A00)

based on the considered performaneetrics Wgt.Avg.Fscoreand Stdev

only.

For further conflict resolution amongst these classifiers, other critariabe used.
However, in this study, we build the casase only on these two metrics and use
additional conflict resolution criteria at the later stage of online recommendation of
best clasifier for a given new dataseFor this purpose, i.e., conflict resolution
amongst similar classifiers, the characterization of classifier is done from another
view as well, where the characteristics of classifiers comprehensibility and

interpretability ae exploited See reasoning section)

5.2.3.3. Model Creation i Feature-vector (Propositional) Representation

Once the dataset and classifiers are characterized, as described in previous sections,
they are alignewith each otheri.e., applicable classifier(s) aassigned to the set of
metafeatures (e.g.,’"O° GA [ & QOGO A6 wsing | a'BEO | alignment
function to produce one single instance of training dataset. The mapping of features
versus classifiers forms resolved cases for a CB$sifier. We adapt, propositional

case representation schenj@é48], where a casés represented as a proposition
containng keyvalue pair format. In our proposed algorithm selection scersacase
containgdata characteristi@.e., extractenetafeatures) as probledescriptionand
applicable algorithm name as solutiordescription A generic structure of our

proposedtasebase, usindeaturevector representatiotis shown in Figure 5.6
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Table 5.6. Casebase structure and featwwector representation of resolved cases

Classifier

Problem or Dataset Description/Characterization o
Characterization

Case Meta- Meta- é Meta- Applingle-
ID Feature 1 Feature 2 Feature 29 Classifier
1 MFv1l MFv1 é MFv29 Classifer
2 MFv1l MFv1 é MFv29 Classifiet
é é é é é é
100 MFv1l MFv1 é MFv29 Classifies

*MFvi: represents metigature value fothei®" metafeaturein the CaseBase

The metdfeatures 129, shown in Table B, are the multipleviews of data
charactestics given in Tables 5:5.4. Similarly, the Applicableclassifier (last
column)is the Bbel of one or morebestdecision tree classifigs), from Table 5.5
determined using the methodology described in Figurelbssize of thecasebase

is 100 resolved casesauthored from 100 freely available classification datasets from
UCI [115] and OpenML[134] machine learning repositorieshe descriptions of
these datasets given in Table 5.7.

Table 5.7. Datasets used in CaBase creation with their breif descriptions

General Characteristics

]

)
[&] [%]
c (O]
g £ g =)
ID DatasetName " Z Z 2 4 * g
9 © 2 < 9] = 8 [=))
2 £ © 2 8§ = c £
2 E € & 9 g ke 2
£ <] S £ K] 3] %) 2
< z z m (@) = £ =
1 abalone.arff 9 1 7 0 3 0 4177 0
2 abe_148.arff 6 0 5 0 2 0 66 0
3 acuteinflammations.arff 7 5 1 5 2 0 120 0
4 ada_agnostic.arff 49 0 48 O 2 0 4562 0
5 ada_prior.arff 15 8 6 1 2 88 4562 88
6 adult 4000.arff 15 8 6 1 2 0 3983 0
7 adult 80000.arff 15 8 6 1 2 0 8000 0
8 ailerons- 5840.arff 41 0O 40 O 2 0 5795 0
9 analcatdata_aids.arff 5 2 2 0 2 0 50 0
10 analcatdata_apneal.arff 4 2 1 0 2 0 475 0
11 analcatdata_apnea2.arff 4 2 1 0 2 0 475 0
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General Characteristics

0
8 0
n o 5 s
ID DatasetName " g b @ § " T>u
L B £ < 9 = 3 o
2 £ © =2 & £ = £
: § 5 £ 8 8 g§ &
< Z =z @ O < £ =
12 analcatdata_ashestos_ciupdate 4 2 1 1 2 0 83 0
13 analcatdata_authorship.arff 71 0O 70 O 4 0 841 0
14 analcatdata_bankruptcy.arff 7 1 5 0 2 0 50 0
15 analcatdata_birthday.arff 4 2 1 0 2 30 365 30
16 analcatdata_bondrate.arff 12 7 4 1 5 1 57 1
17 analcatdata_boxingl.arff 4 3 0 1 2 0 120 0
18 analcatdataboxing2.arff 4 3 0 1 2 0 132 0
19 analcatdata_braziltourism.arff 9 4 4 1 7 49 412 96
20 analcatdata_broadway.arff 10 6 3 1 5 6 95 9
21 analcatdata_broadwaymult.arff 8 4 3 1 7 18 285 27
22 analcatdata_chall101.arff 3 1 1 0 2 0 138 0
23 analcatdata_ctianger.arff 6 4 1 0 2 0 23 0
24 analcatdata_chlamydia.arff 4 3 0 1 2 0 100 0
25 analcatdata_creditscore.arff 7 3 3 2 2 0 100 0
26 analcatdata_currency.arff 4 2 1 0 7 0 31 0
27 analcatdata_cyyoung8092.arff 11 3 7 2 2 0 97 0
28 analcatdata_cyyoung93@a2iff 11 4 6 2 2 0 92 0
29 analcatdata_dmft.arff 5 4 0 1 6 0 797 0
30 analcatdata_donner.arff 4 3 0 1 2 0 28 0
31 analcatdata_draft.arff 6 2 3 0 2 1 366 1
32 analcatdata_election2000.arff 16 1 14 0 2 0 67 0
33 analcatdata_esr.arff 3 0 2 0 2 0 32 0
34 analcatdata_famufsu.arff 4 2 1 0 2 0 14 0
35 analcatdata_fraud.arff 12 11 0 10 2 0 42 0
36 analcatdata_germangss.arff 6 4 1 2 4 0 400 0
37 analcatdata_gsssexsurvey.arff 10 5 4 5 5 6 159 6
38 analcatdata_gviolence.arff 10 1 8 0 2 0 74 0
39 analcatdatahalloffame.arff 18 2 15 0 3 20 1340 20
40 analcatdata_happiness.arff 4 2 1 0 3 0 60 0
41 analcatdata_homerun.arff 28 14 13 7 2 1 163 9
42 analcatdata_impeach.arff 11 8 2 4 2 0 100 0
43 analcatdata_japansolvent.arff 10 1 8 0 2 0 52 0
44 analcatdata_lasuit.arff 5 1 3 1 2 0 264 0
45 analcatdata_marketing.arff 33 32 o0 0 5 35 347 79
46 analcatdata_michiganacc.arff 5 2 2 0 2 0 108 0
47 analcatdata_ncaa.arff 20 15 4 1 2 0 120 0
48 analcatdata_neavote.arff 4 2 1 0 2 0 100 0
49 analcatdata_negotiation.frf 6 1 4 1 2 17 92 26
50 analcatdata_olympic2000.arff 13 1 11 O 2 0 66 0
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