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Abstract

Location determination of mobile devices can enable several applications in the modern

Ubiquitous Computing environments. Recently, the IEEE 802.11 standard network based

location determination systems have been emerging as an effective and economical indoor

location technology. The existing approaches for developing such location systems require

a laborious phase of sensory data collection to develop a radio map of the target site. The

radio map is used to train pattern classi�cation models for mapping the signal strengths

to certain locations. However, the localization capability of such classi�cation models is

faced with the prevalent noise and temporal �uctuations in the signal measurements due

to indoor multi path propagation effects. These �uctuations may cause a high degree of

overlap in the neighboring points of a signal space resulting in location estimation errors.

Another limitation of previous approaches is the rigidity of the underlying location model.

Such methods distribute the target environment into an in�exible and monolithic Euclidean

space or grid of cells. The resulting location determination system reports location of

a mobile terminal as (x,y) coordinates of the cell containing the device. However, many

indoor location based applications require: i) semantically meaningful location information

instead of coordinates, and ii) customizable resolution of the location model.

This thesis proposes an integrated middleware infrastructure, named Ababil, to realize

indoor location systems. Ababil (arabic name of Swallow) is known to have the location-

awareness [36] and location based adaptability [35] faculties akin to the ideas presented in

v



this thesis. The ababil bird can localize itself on the �y with the help of landmarks, e.g.

mountains and rivers, as well as the magnetic �eld of earth. Similarly, the Ababil middle-

ware utilizes radio beacons and their signal strength signatures for mobile device localiza-

tion. A new rapid development life cycle is introduced along with the tools and subsystems

to support each phase of this cycle such as: i) sensor data collection and analysis system,

ii) pattern recognition methods for custom resolution and �exible location determination

system, and iii) a re�ective component framework for delivering location based services to

the mobile stations.

A key result of this research is the improvement in overall accuracy of the system by

utilizing the temporal signal detect-ability information. A novel methodology is proposed

to incorporate this information into the design of a pattern classi�er. This approach not only

improves the localization performance but also enables easy manageability of a large scale

complex system. This method is implemented as an integrated Radio Map Data Analysis

and Decision Support System which provides automated support for sensory data prepro-

cessing, visualization, and modularization and classi�cation complexity analysis. On top

of the modular approach, an online, incremental learning method, ConSelFAM, is pro-

posed which does not require creation of a radio map; thus reducing the time to develop

a system. This method can learn to classify the input sensory data to the corresponding

locations in real time without any lab time training and evaluation phase. Besides the �ne

resolution localization, a new methodology is presented for development of coarse resolu-

tion, semantically meaningful location systems in multi-�oor buildings. This methodology

is composed of an Election algorithm for real time discovery of location-to-signal asso-

ciations and a novel signal-to-location translation model. It is demonstrated via extensive

experiments in real life environments that the proposed methods provide signi�cantly better

accuracy compared to state-of-the art location determination systems.
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Chapter 1

Introduction

Emerging mobile computing application and ubiquitous computing environments are re-

quired to provide location sensitive behavior to the end users. Consequently location sys-

tems are on the verge of becoming a part of daily lives of the end users in smart envi-

ronments like shopping malls, campuses and airports. Advances in sensing technologies

have resulted in several novel positioning techniques to support many potential location

based applications. Location aware computing space is de�ned mainly by these three com-

plementary technologies as shown in Figure 1.1. Until recently, the indoor localization

has been subject to costly infrastructure and special hardware devices mounted on the ob-

jects of interest [62, 63, 53]. However, signal strength based location estimation is an

attractive choice because of its economic viability and pervasive availability of Wireless

LANs i.e. WiFi. Such indoor positioning systems can enable several location based appli-

cations in future ubiquitous computing environments. Although such location awareness

is desirable, but the accuracy of such systems have been a subject of intensive research

[30, 51, 13, 12, 34, 37].
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Figure 1.1: Location Aware Computing Space

1.1 Signal Strength Based Positioning: Basic Concept

The fundamental assumption underlying RSS based location estimation is that received

signal strengths of different access points, or signal sources, exhibit complex but distin-

guishable patterns at a particular location. If these patterns could be captured at each loca-

tion then pattern recognition machines can be trained to learn the relationship between RSS

�ngerprints and each target location. From a pattern recognition standpoint, a particular set

of access points constitute n-dimensional input space which is often referred to as a Radio

Map(see for e.g. [26, 30, 64]). Suppose that n access points de�ne a signal space Rn which

covers target location space L, then this relationship can be represented as

F : Rn → L (1.1)
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More speci�cally,

lj = f(xn) (1.2)

where lj ∈ L and xn ∈ Rn.

The creation of the Radio Map, also called Site Calibration, involves capturing this

information and storing observed signal strengths vectors in a data store as shown in Fig 1.2.

Figure 1.2: Basic Concept: the relationship between signal and location space

Once the Radio Map feature space is created, it is used to develop a mapping function,

given in Equation 1.2; between jth target location lj and respective signal strength patterns.

This function is later employed to estimate location of a device with given RSS values.

1.2 Motivation and Goals

The main focus of this research is to provide end-to-end middleware support for indoor

location aware computing. This support includes providing novel positioning methods to
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overcome limitations of existing approaches as well as a framework to develop location

aware adaptive applications.

As the optimality and feasibility of location estimation using radio signal of modern

wireless network, especially IEEE 802.11, is well established [61, 64]. This provides am-

ple opportunity for location aware computing to become pervasive because of no special

requirement of the infrastructure which was conventionally perceived as a bottleneck. How-

ever the realization of such location systems faces sever limitations in terms of scalability,

extendibility, repair-ability and long development time. Secondly, the metric de�nition

of sense of location is not required by many location dependant applications. Instead the

de�nition of location is often determined by the semantics of target environment. On the

positioning end, this thesis strives to device ef�cient positioning methods complacent to

these requirements.

In addition to the development of positioning methods, the service layer of location

aware computing puts forward a core requirement to the end user applications, which is

the adaptability. The location aware applications and environments are expected to adapt

and recon�gure their behaviors in order to achieve certain contextual goals. However, this

adaptability incurs prohibitive computational resources and time. To this end, an ef�cient

and generic adaptive framework is presented to lower the time and computational costs of

behavior switching.

1.3 Scope and Methodology

Indoor Location Aware Computing research spans three main areas: i) systems support,

ii) Infrastructure, and iii) positioning methods. Here a succinct description of the scope of

the proposed Ababil is provided to prepare the didactic design of the rest of the thesis. A

general research taxonomy is shown in Figure 1.3 in which thick-bordered blocks are the

exact topics where contributions of this thesis lie. A prime concern of Ababil is to integrate
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previously disparate topics into a coherent middleware infrastructure. In this taxonomy,

the �lled arrow heads indicate the sub topics and empty arrow heads indicate the targeted

integration among related topics.

Figure 1.3: Indoor Location Aware Computing Research Taxonomy

Modularity is an effective and natural solution to overcome complexity. It simpli�es

a complex system by enhancing the understanding of interdependencies and dynamics of

the system. Besides, it allows systematic growth in system and localize the reconditioning

and repair. It is hypothesized that it can bring these bene�ts to location systems as well.

Research methods applied in this thesis are:
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• Literature surveys and reviews.

• Qualitative comparison of classi�cation and prediction methods and algorithms based

on their declared and/or determined properties.

• Quantitative comparisons of methods and algorithms based on quality measures.

• Design of models and architectures based on requirements and results obtained from

literature studies.

• Design and implementation of algorithms and protocols.

• Evaluation of the proposed concepts and methods via prototype implementations.

1.4 Thesis Contributions and Signi�cance

The contributions this thesis together with its signi�cance in the context of contemporary

Signal Strength based Positioning systems are as follows:

• Due to the multi-path, Non Line of Sight propagation effects: a temporal or perma-

nent loss of radio signals at some areas is a common occurrence. The Ababil in-

corporates this information into the design of the classi�cation method such that the

overall location recognition performance improves signi�cantly compared with other

systems. Ababil discovers subsets of all access points which are maximally-covering

as well as separating the target locations in term of Visibility Clusters. These clusters

guide the design of the location estimation system as detailed in the Chapter 3. This

approach reduces the error in estimated compared with previous approaches as well

as facilitate the development process of a large scale location system.

• Ababil incorporating online and incremental learning classi�cation to reduce the de-

velopment time of a location systems. A modi�ed version of Adaptive Resonance
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Theory based pattern recognition system, Fuzzy ArtMap is proposed for this purpose.

In this system, the sense of sub-spaces in the Radio Map feature space is modeled

as a Context-�eld. Resulting learning system provides comparable accuracy and, on

top of that, the capability to develop a location system without the prior requirement

of a radio map. This capability enables a rapid development life cycle in contrast to

the conventional ones.

The conventional approaches to Signal Strength based Positioning follow a labori-

ous development life cycle. In fact, the accuracy of location estimates is directly

related to the amount of signal samples which require intensive human effort. This

thesis provides a rapid development life cycle which not only reduces the time to de-

velop a positioning system but also provides competitive accuracy compared to other

systems.

• The discovery of maximally-covering and separating subspaces is realized via a brief

site survey instead of a detailed Radio Map. Thus, the output of this survey becomes

an input to the above mentioned systems as well as provide a region level location

information to several applications such as group oriented location based services.

This thesis provides a new methodology to achieve both objectives. This capability

eliminates the limitations of a rigid, in�exible location model from location system

development by allowing the target applications to de�ne the locations and areas

according to their semantic requirements.

The requirement of location information may vary from application to application [2].

However, the grid-based location model of the existing positioning systems is rigid

and monolithic; targeting speci�c applications. This is because of the sequential na-

ture of the classic development life cycle, which forces creation of the location space

long before an application is developed. The Ababil middleware enables creation of

a �exible location model which is created as part of application development process.
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• The Ababil middleware infrastructure puts forth a new system development life cycle

which guides the developers through well de�ned development phases and provide

support of realizing the concepts into actual system. The rapid development life

cycle is based upon application driven methodology contrary to the conventional

approaches. It enables on demand, incremental location system development and an

integrated component framework for performing the development activities.

• An end-to-end development support is provided for realizing an indoor location-

aware computing system. For each phase of the development life cycle, the Ababil

offers tools, components and design patterns for implementing the deliverables for

next phase. These include: i) a distributed, collaborative sampling system, ii) a radio

map data engineering toolkit for analyzing the data characteristics and selection of

appropriate classi�ers, iii) component libraries for embedding variety of classi�ers as

objects into the applications, and iv) re�ective component framework for adaptivity

in location-aware applications.

1.5 Results Evaluation

Within the scope of this thesis, a conceptual framework for applying pattern recognition

methods to location systems has been developed, based on the idea of capturing the unique

patterns the wireless signal exhibit on different locations. By recognizing these patterns

and analyzing the device trajectory, it is possible to localize and track mobile objects in

the indoor settings. This general concept has been re�ned into a �exible, custom resolu-

tion location system development middleware for ubiquitous computing environments. It

is based on six steps: sensor data acquisition, feature extraction, preprocessing, labeling

and classi�er training and localization. In these steps, recognized location information is

inferred from low-level received signal strength sensor data. To demonstrate its �exibility
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and suitability for wide range of location based applications, it has been implemented in

a component-based, layered architecture which supports both distributed as well as self-

contained applications.

An evaluation of the middleware and its implementation has been done with an exten-

sive sensor data set collected in a realistic scenario. For both the training and testing step,

different methods have been compared quantitatively on the same data set to select the best

algorithms for this scenario. Because not all of those algorithms are currently available

as modules in the framework, some have been evaluated using Matlab and other available

toolkits. Most of the methods have been implemented using Matlab and then component-

ized in C#. A real location based application, The Smart Meeting Manager, was also de-

veloped on top of the Ababil. It incorporates locations of the `presenters' to manage a

conference meeting. Upon arrival of the meeting chair and a presenter, it launches the ap-

propriate power point presentations and send noti�cations to the interest attendees who are

not present in the meeting.

1.6 Organization

The proposed middleware and subsystems presented in this thesis are coherently interfaced

with each other. In fact, the organization of this thesis is guided by the default interconnec-

tion of the subsystems involved in Ababil. A holistic architecture of the Ababil Middleware

is shown in Figure 1.4. In the following a precise description is provided regarding the in-

dividual subsystems and how they are interfaced with other.

Location Based Applications In a Location-aware Computing system, the indoor appli-

cations reside at the top layer to provide the location-driven services to the end users. Ar-

chitecturally, these applications can be deployed on mobile devices or on high end server

machines in a distributed manner. In both cases, these application are interfaced with the
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Figure 1.4: Global Architecture of the Ababil Middleware Infrastructure

middleware subsystem via a simple protocol of seamlessly feeding signal reading to the

lower layers and, depending upon the response, actuating appropriate functions for the

user.

Location-aware Application Adaptation A primary capability of any Location-based

application is to autonomously adapt its behavior depending upon the location of carrier

mobile device. This layer can also be deployed on single machine or on server. Besides

adaptation, its responsibilities include to broker the location application and remotely de-

ployed positioning systems by hiding networking details and, if necessary, users identity.
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The components residing on this layer receive signal readings from application layer and

pass them down to the appropriate positioning systems in terms a `Location Query'. Upon

receiving the reply of this query, the adaptation takes place [10]. The requirement of loca-

tion information can vary for different application. These requirements can be divided into

two main categories as follows.

Fine Resolution Positioning The �ne resolution positioning system resoles a location

query into a metric sense of location. Ababil's realization of this requirement has two

further facets. The components of this layer are interfaced with the application adapta-

tion layer for exchanging the signal readings, e.g Location Query, and resulting Location

information.

The ViMax Model: The ViMax model for localization provides a novel methodology

to improve the localization capability of the classi�cation machines. This model is ap-

plied to a variety of pattern classi�cation methods to evaluate the generalizations of the

performance. As detailed in Chapter 2, this model can effectively resolve a location query

into (x,y) coordinate of querying mobile device. However, like other location �ngerprint-

ing based positioning methods, the ViMax model requires extensive site calibration, pre-

processing and provides location information in terms of coordinates in a rigid Euclidean

location space.

The ConSelFAM Model: The ConSelFAM system enables radio map free, online,

incremental learning methodology for developing positioning systems. The Chapter 3

presents this methodology as well as its additional advantages. Similar to the ViMax model,

it receives location query from adaptation layer, resolves the query and provides the loca-

tion information back. As is demonstrated in Chapter 3, incorporating the ViMax model

improves the localization performance. However, contrary to the aim of rapid development,

the ViMax requires the radio map prior to the learning starts.
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Low Resolution Positioning Besides the �ne resolution positioning methods, Ababil

provides a coarse resolution but semantically meaningful location awareness scheme, namely

Beacognition, which is presented in the Chapter 4. The Beacognition also have similar in-

terfaces with the upper layer as �ne resolution positioning layer. However, it does not

impose any special structure on the location query and provides back a region-grained lo-

cation information.



Chapter 2

Related Work

Most of location aware computing middleware research differs with respect to target ap-

plication scenarios but agrees on a common set of features that are required by a broad

range of location aware applications. These features include support for several positioning

techniques, trajectory tracking, publish subscribe support for spatial messaging and group-

ing and modeling and representation of physical space inside middleware. Middleware

approach allows separation of developing location technologies from developing location

based applications. Due to this logical exclusion most work in Location Aware Computing

research has focused on location awareness in either of two dimensions i) Location esti-

mation or positioning systems ii) Location based applications. This separation of concerns

bene�ts in designing generic middleware architectures by using off the shelf location tech-

nologies. At the same time it limits the provision of integrated framework that allows both

development of positioning system and location based services.

13
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2.1 Location Systems

Recently, 802.11 wireless network based location systems have gained a signi�cant atten-

tion from the research community [30, 32, 33, 65, 38, 8] as well as industry [26, 25]. This is

mainly due to the pervasive availability of 802.11 in indoor environments and proliferation

of wireless network enabled commodity hand held devices. The WiFi location systems can

be broadly categorized based upon: i) the resolution of location estimate and ii) location

inference method.

These system can also be divided based on the underlying location estimation methods

present in both coarse grained and �ne grained systems. The low resolution systems often

incorporate simple inference methods such as k-nearest neighbors [60]. However the �ne

resolution systems employ more complex classi�ers such as statistical modeling [38, 65,

33], vector quantization [50] or neural networks [6].

2.2 Fine Resolution Localization

There has been several efforts to develop RSS based location systems. Several pattern

classi�cation and machine learning methods e.g. bayesian classi�cation and �ltering[13],

k-nearest neighbors[30],[51] , GPS like triangulation[57] and kalman �ltering[37] have

been employed for this purpose.

Nearest Neighbors based pattern recognition technique and its derivatives have been

used in pioneer works on RSS based location estimation. Microsoft's RADAR system re-

ported 2.65 meter distance error [30]. K. Pahlavan et al. used K-Nearest Neighbors and

achieved 2.8 meter distance error[51]. Nearest Neighbor and its variants require a database

of sample RSS readings at the estimation time for pattern matching. As the area and num-

ber of target locations grow, the size of the database dramatically increases prohibiting

suf�cient scalability.
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Some research works have also employed GPS like triangulation method for location

estimation. Asim et al achieved 4.5 meter location estimation error in a target area of 60

square meters[57]. Triangulation methods work on the assumption that signal strength de-

cays only as function of distance of receiver device from sender access points. Nevertheless

signal strength decay is a function of several factors of the indoor environments which un-

dermine the validity of this assumption. Such deterministic localization techniques face

dif�culty while applied in the indoors. As noticed by [30, 51], the �uctuations in the RSS

values make it hard to model the propagation and requires detailed environmental informa-

tion.

Probabilistic approaches like Bayesian networks have also been employed for such sys-

tems but are computationally exhaustive and dif�cult to scale. Andrew et al reported 1.5

meter average distance error but only for 30 square meter area test bed [13]. As the area and

number of target locations and wireless access points increase, the complexity of bayesian

structures grow and become computationally expensive.

Battiti et al. have reported their research on using feed forward back propagation neural

network on small scale (624 square meter area using 3 access points) location estimation

system [12]. Learning Vector Quantization networks were used to develop location estima-

tion system for 350 square meter area using 5 access points[50].

2.3 Coarse Resolution Localization

Coarse resolution location systems, such as Intel's Place Lab [26], provide 20 to 30 meter

accuracy in the outdoor scenarios, whereas �ne resolution location systems claim up to

three meter accuracy in the indoor environments. The �ne resolution systems model the

physical space into geometrical grid [30] or topological cells [38]. Such systems require

high density sampling, referred to as radio map, of target environment which provides the

basis for developing a mapping function between physical space and signal space.
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The BeaconPrint [40] employs GSM and 802.11 beacon response-rate signatures to

learn and recognize places in an outdoor environment. The Nibble [32] system builds a

bayesian network to capture the dependencies between signal to noise ratio (SNR) and

corresponding locations. It supports incremental development of a system, however prior

knowledge of beacons and training data is required for of�ine calculation of the condi-

tional probabilities. The NearMe [45] system provides rapid development without radio

map scheme. It is a proximity server which provides a list of neighboring devices based

upon similarity of their beacon signatures. The SkyLoc [60] system speci�cally addresses

�oor recognition problem in multi story buildings. It improvises GSM (Global System for

Mobile communications) beacons instead of 802.11 access points.

Figure 2.1: Related Work: a feature comparison

2.4 Middleware Support for Location Aware Computing

There have been several research efforts both in academia and research community to build

novel positioning systems e.g. Infrared based [62], ultrasonic positioning [63]],[53],[59]

and radio signal strength based [30]. Similarly, with respect to location based service de-
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velopment, several middleware solutions have been proposed to provide necessary services

that support location based applications. Bohn presented middleware architecture for super

distributed RFID tag infrastructure for location awareness [14]. This middleware abstracts

underlying RFID infrastructure from applications and enable several interesting location

sensitive applications but resulting systems is required to have dense tag deployment (39

per m2) and location aware devices need to have RFID reader and antenna mounted on

them. Murphy et al used LIME middleware for Location Aware computing [49]. LIME

is a coordination Middleware for mobile computing that helps decoupling behavior from

communication in mobile applications. Authors discuss how physical context, particularly

location, of mobile device can also be incorporated into LIME to support location aware ap-

plications. An interesting application is built on top of this middleware to track mobile crew

in a disaster scenario. This work has limited scope as it supposes that location is already

available, through GPS or other technology, and deals only with application aspect of loca-

tion awareness in coordination middleware. Ying Chin et al presented a location operating

reference model (LORE) middleware infrastructure for location aware computing [19]].

LORE facilitates fusion of multiple location sensors, tracking of moving objects and spa-

tial queries. In later work, Authors integrated Location Based Service (LBS) Middleware

with multimedia services to develop location based messaging application [20]. Gianpaolo

et al introduced the idea of a location aware publish subscribe middleware in [21]. This

middleware solution offers location based noti�cations to subscribers. Subscription can be

made with respect to location of both subscriber and publisher and both in terms of absolute

or relative locations of subscriber or publishers. Like previous solutions, focus of this mid-

dleware remains restricted to location information service �oor. MiddleWhere proposed

by Ranganathan et al provides middleware infrastructure that provides several desirable

features including incorporation of multiple sensing technologies, spatial database repre-

sentation of physical world and statistically handling temporal nature of location informa-

tion [54]. MiddleWhere performs fusion of different location estimates from multitude of
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sensors and develops spatial probability distribution of target object's location. It employs

desktop login, �nger print logins, card swipes, RF badges and UbiSense ultra wide band

location technology [59] to build location reasoning engine. Bottazzi et al presented mid-

dleware architecture Allocation and Group Aware Pervasive Environments (AGAPE) [28]

for location aware environments. This middleware targets novel application of location

awareness for dynamically grouping mobile objects according to their physical neighbor-

hood. AGAPE provides primary constructs and artifacts to build location based groups in

pervasive computing environments. Authors used WLAN based location technology for

building proof of concept prototype on top of AGAPE middleware.



Chapter 3

A Modular Classi�cation Model for
Localization

3.1 Introduction

WiFi radio signals follow a complex propagation model because of multi-path effects.

These are caused by building structure and environmental factors such as human activ-

ity and neighboring devices. These factors as well as the distance between transmitter and

receiver contribute to the loss of a signal in certain areas. The signal availability of a partic-

ular access point at a given location is referred to as its visibility in this chapter. Previously

several pattern classi�cation methods have been reported, as explained in chapter 1, for

RSS based indoor location determination. However most of the previous results consider a

small scale location estimation problem. Nevertheless, scaling up the target area introduces

the visibility issue such that signals of some access points are not detectable at certain loca-

tions. This phenomena introduces missing values in radio map feature space. This chapter

discusses an alternative visibility modeling approach which effectively improves the RSS

based location determination accuracy despite missing values.

19
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3.1.1 Optimality of Signal Strength Based Positioning

The optimality of using signal strengths can be evaluated analytically as shown by Mechael [61].

Given a signal space of n access points, the set of signals xn observed at distinct locations

L is de�ned as Rn = f (L) := {f (l) |l ∈ L}. Thus, for any location l, a signal vector

X = [x1, x2, x3...xn] is available. Inversely, a set of locations where xn is observed can be

denoted as

L = f−1 (Rn) := {l|l ∈ L, f (l) ∈ Rn}.

The inverse image of X is the set of locations Ll where same signal is observed. As

shown in Fig. 3.1, the elements of Ll are not distinguishable solely based upon the X .

Therefore, for each X , the corresponding set of locations can then be used to estimate the

distance error as suggested by [61].

Figure 3.1: Functional Mapping Between Signal and Location Space

A signi�cant characteristic of indoor radio wave propagation is the �uctuating nature

of the signals due to multi-path effects. A deterministic model, as described above, of

localization problem cannot provide applicable solution to the real life environments. In

order to incorporate the �uctuations in signal strengths, the X is represented as

onv:= {(min,max) |min,max ∈ Rn, |mini −maxi| ≤ v, 1 ≤ i ≤ n}.

The X ∈ Rn compliant to theonv will comprise all �uctuations observable at a location.
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The inverse image of X then represents all those locations which are indistinguishable such

that,

Lonv
l := {p|p ∈ L, f(p) onv f(l)}.

Fig. 3.2 illustrates the scenario of location error in case of signal �uctuations. The

�uctuation model provides the worst case distance error estimate because it is supposed

that all observable �uctuations are equally probable to take place. However, the �uctuations

occur in a probabilistic fashion in the real environments. These propagation characteristics

are discussed in the next section using large number of signals from a real environment.

Figure 3.2: Mapping Between Signal Fluctuations and Locations

3.1.2 Real Environment Data Characteristics

After conceptualizing the expected location estimation error, it is worthwhile to analyze the

characteristics of Signal Strength data in a real environment. An elongated Signal Strength

measurement experiment is presented here to show the noisy and probabilistic nature of

signals in an indoor environment. The experiment was conducted in a hall-like laboratory

which is partitioned into small desk-cabins for twenty people. The environment re�ects

a typical of�ce settings, obstructions and noise factors. At each location, signal strength

of four access points were collected for four hours. The access points, signal sources,
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are deployed outside the lab. The used access points belong to a public network operator,

KTF Korea Telecom, therefore their deployment can not be manipulated in any way to

affect the signal measurements in the observation laboratory. Four points were designated,

approximately 3 meters apart from each other, for taking the observations. At each location

36000 scans were performed for an extended period in working hours.

Fig. 3.5 shows the signal strength plots of each access point at different locations. The

same experiment was repeated two more times after 30 days and 40 days respectively.

These data plots illustrate the noisy nature of indoor radio wave propagation. The range

of signal strength may vary even for a stationary device as wide as 20 40 dBm. These

�uctuations form a major component of the error in the location estimates. From location

estimation standpoint, some important observations can be noticed as follows:

• Fluctuations and the Sources: Despite the signal sensing device is stationary, the

received signal strengths often �uctuate. This is due to the obstacles and noise preva-

lent in the indoors as well as the sensing hardware. Another important source of

variation in the RSS is the distance between APs and the sensing device. Increasing

the distance between signal source and receiver reduces the RSS even though the

exact relationship between distance and RSS is concealed by the �uctuations.

• Signal Strength Patterns: It can be seen that at different locations the range of �uc-

tuations changes, which means that at different locations the signal strengths form a

different pattern. This interesting pattern can be observed via plotting their statisti-

cal properties such as mean and variance. Fig. 3.6 plots the variance of �uctuations

observed at one location as vertical bars. Connecting the average signal strength of

each bars show the underlying pattern which re�ect the discriminatory information

contained in the signal strengths.

• Location Discriminating APs: The really discriminating access points are fewer
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Figure 3.3: Day 1: Position of the access point 4259 is right outside the observation
room. The other three access points are situated in adjacent corridors of the neigh-
boring �oors.
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Figure 3.4: Day 2: Visualizing Signal Strengths of WiFi APs in a Real Environment.
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Figure 3.5: Day 3: Visualizing signal strengths of WiFi APs in a real Environment.
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Figure 3.6: Three graphs showing Received Signal Strength patterns on three dif-
ferent days. Each graph shows the pattern as mean and spread of signal strengths
(Y-Axis) created by four APs (X-Axis) at four neighboring locations in a lab room.



27

among all the available signals at two or more neighboring locations. This is an im-

portant property which can guide the design of the underlying classi�cation method.

• Quasi-stability in Time: The Fig. 3.6 plots show that even though observations are

made at distant time points (40 days) apart, the Signal Strength Patterns exhibits

quasi-stable traits. This is very important and required characteristic from location

estimation stand point.

• Overlapping Boundaries: However, despite the distinguishable information, it is

quite obvious that there is a considerable overlap in signal strength values at dif-

ferent locations which, from a pattern recognition algorithm standpoint, results in

non-linear and complex class boundaries. Moreover, due the high noise levels, it

is dif�cult to capture the all possible RSS values within short time. Therefore the

time-difference between training and test patterns should be used to assess a realistic

expected location estimation error.

• Multi-model, Non Uniform Densities: At a unique location, the probability density

of the RSS is formed according to the particular surrounding environment which is

often unique. This is because the pro�le, shape of the probability density function,

of the signal strengths of an AP received at location `x' is not necessarily identical to

the one received at location `y'. Therefore, assuming a generalized density formation

for RSS at all locations is naively simplistic.

3.2 Limitations of Previous Approaches

Previous approaches assume that all input signals are available at every location, mainly due

to small problem area of their location system. This assumption leads to the monolithic,

large and complex classi�cation machine for location estimation. The classi�er learns to
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estimate all locations, or classes, using whole radio map feature space. This approach is

referred to as all-classes-one-classi�er in literature [55]. It is observed that in many com-

plex pattern classi�cation tasks where the number of classes is large and input space is

noisy, the all-classes-one-classi�er either may not learn pattern-to-class function or may

take very long to learn[55]. Due to intermittent visibility of the WiFi radio signals, all

access points are not accessible at all target locations all the time. It is hypothesized that

this phenomena imposes a primary limitation on performance of all-classes-one-classi�er

approaches. Since a particular access point corresponds to one dimension of the radio map

feature space , therefore invisibility of signals introduce missing values in RSS features.

Previous approaches handle this situation by representing unknown values with very low

RSS such as −100 dBm; however, this practice causes redundancy in the feature space.

Redundant RSS values contain little information to in�uence the discrimination ability of

feature space; instead they can negatively effect performance of classi�er in two ways.

First, redundant features increase sample size to dimensionality ratio. It is well known that

classi�cation error is mainly determined by ratio of training sample size and feature space

dimensions [42], [23]. Second, unknown features do not compactly represent the target

locations in terms of signal measurements. Non-representative features reduce the ef�-

ciency of classi�er and contribute to increase computational complexity as well as memory

requirements.

3.3 Modular Classi�cation Model for Location Estimation

Modularity is principally proven to be an effective method for improving performance in

many pattern recognition problems (see [55]). However no single approach suf�ces for ev-

ery problem. Each modular design is mainly guided by the speci�c nature of the problem

and related goals. An intuitive approach to overcome the limitations mentioned in Section

4.2 is to decompose the location estimation task into several sub-tasks based on a priori
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knowledge about visibility of signals in the target area. This can be achieved by partition-

ing the input signal space into several feature spaces and training individual classi�cation

modules to learn the association between signal strengths and respective locations. Let

RSSd represent input signal space

RSSd = (rssi1, rssi2, rssi3 . . . rssid) (3.1)

where i is the ith input vector and each input vector is composed of signal strength values of

d access points. This signal space provides connectivity to mobile device in a �nite output

space A which is divided into m disjoint locations.

A = {l1, l2, l3 . . . lm} (3.2)

The learning procedure of RSS pattern classi�er requires a training data set τ containing

pairs of n input vectors and corresponding output locations.

τ = (RSSd
i , lj)

n,m

i=1,j=1 lj ∈ A (3.3)

In previous approaches a single large classi�er is trained to learn signal-to-location associa-

tions using τ . This thesis proposes to partition both input as well as output spaces based on

visibility properties of radio signals in a way that the input space is divided into an arbitrary

collection of nonempty subsets which constitute the actual RSSd once combined

RSSd = (RSSc
1 on RSSc

2 on RSSc
3 on . . . RSSc

q) (3.4)

such that c < d and q is total number of partitions in the input space. The output space is

partitioned correspondingly and each subset RSSc
i de�nes a region R which is a nonempty

set of locations in the output space.

Ri = {li1, li2, li3 . . . lil}∀lil ∈ A (3.5)

and

A =

q⋃
i=1

Ri
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This partitioning of the input and the output spaces is driven by visibility properties of

access points in the area.

Separate classi�cation modules can be employed, based on visibility dependency be-

tween (3.4) and (3.5), such as a subset of access points de�nes the input vector of each

classi�er and the locations in each corresponding region Ri become its outputs.

(Ri ←→ RSSc
i )

q
i=1 (3.6)

Fig. 3.7 shows schematic diagram of modular classi�cation system for RSS based location

estimation. This approach leverages several desirable features of location systems which

Figure 3.7: The Modular Classi�cation Model

cannot be realized using previous approaches.

1. Insulation refers to separating the concerns by localizing the learning and recognition

of related patterns and classes into individual classi�ers.
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2. The high dimensions and low sample size contributes to learning and generalization

ability of the classi�er [42]. Signal strength based location estimation faces the is-

sue of small sample size because only �nite number of samples can be collected at

calibration time.

3. Parallelism is a common trait of modular designs which allows faster training of clas-

si�cation systems. Since a large and complex problem is divided into several simpler

sub-problems. It take lesser time to learn pattern-class associations. Moreover sev-

eral classi�er modules can be trained in parallel, which further reduces training time.

3.4 Visibility Modeling

It is needed to inspect the visibility properties of radio signals in order to support the propo-

sitions made by modular classi�cation model in the previous section. This point is eluci-

dated with the help of visibility data of 10 access points deployed in a real life environment

shown in Fig. 3.8. The proposed visibility modeling approach captures visibility informa-

tion about radio signals in the form of a visibility matrix. The visibility matrix provides a

systematic way to select more representative features from the radio map feature space and

then design separate classi�cation modules using those features.

3.4.1 Visibility Matrix and Clusters

As mentioned in Section 4.2, in certain locations the signal strength of an access point drops

to undetectable levels, e.g. less than -100 dBm. Suppose that at jth location, the signal

scanning operation is performed Nj times and the signal of ith access point is detected pi

times. Then the visibility probability of a given access point i at location j is written as

Pij =
pij

Nj

(3.7)
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such that Pij = 0 implies no visibility and Pij = 1 shows always visible signal. In Fig. 3.8,

the target locations are listed on the edge of each graph and Pij is shown as shaded area

from center (which represents no visibility) to the edge (representing always visible) of

each graph. The visibility probabilities of d access points at m locations can be combined

into an m× d matrix.

V isibilityMatrix := (Pij)m×d 0 ≤ Pij ≤ 1 (3.8)

This visibility matrix resolves each location lj into the corresponding visibility probabilities

of all access points.

[Pij]
d
i=1 = V isibilityMatrix(lj) (3.9)

The visibility probability of each access point at all target locations is calculated as part

of site calibration process as explained in section 3.5.1. Notice that, locations 11,12,14,20

and 34 are missing in Fig. 3.8 graphs because of restricted access. Careful observation of

the visibility graphs, shown in Fig. 3.8, reveals that among total d access points there exists

q subsets or clusters of c access points which are visible at different regions. Let RSSc
i

denote ith cluster of c access points which belongs to the whole input space RSSd. Let

Ri denote the corresponding ith region where members of RSSc
i has desirable visibility

probability. Then, the Visibility clusters de�ne all the visibility associated pairs of access

point clusters and their corresponding regions such that

[RSSc
i ]

q
i=1 = V isibilityCluster([Ri])

[Ri] = V isibilityCluster(RSSc
i )

(3.10)

where [RSSc
i ]

q
i=1 ∈ RSSd and [Ri] ∈ A as mentioned in equations (3.4) and (3.5). Notice

that all visibility associations among signal space and location space, as formulated in

(3.10), are de�ned over the visibility matrix.



33

Figure 3.8: Top: Experimental site map, Bottom: Visibility of eight APs in the exper-
imental site
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3.4.2 Extracting Visibility Clusters

Once a visibility matrix is available, then it is desirable to automatically extract i) those

access point clusters which have more visibility probability than certain threshold Pτ and

ii) all locations where members of each cluster are visible. Let c denote the desired number

of features in subspace and r denote the set of locations in corresponding region. Even

though c can vary across different access point clusters but, for simplicity of discussion,

suppose that c remains constant for all clusters. Algorithm 1 extracts these clusters from

the visibility matrix given c and Pτ .

Even though formation of visibility clusters tends to vary in different sites due to the

speci�c physical layout and environmental conditions at each site. Some general heuristics

are presented here which largely effect this formation. Combination of three parameters

in�uences the selection of �nal members of visibility clusters; , a) Pτ visibility probability

threshold b) c features in subspace c) d the total number of features in the radio map, in

three respects;

1. Total number of visibility clusters denoted as q. For an admissible visibility Pτ ,

smaller values of c and larger values of d produce several access point clusters to be visible

at similar or overlapping regions. This is because if there are n access points visible in a

region and c < n, then n!
c!

different combinations of access point clusters can become visible

in that region. As described in Equation 3.6, since each visibility cluster de�nes inputs and

outputs of the classi�er module, it is desirable to generate less number of modules in order

to reduce overall complexity of the modular classi�cation system.

2. Total number of omitted locations that can not be covered by any of the clusters.

Notice that even though c can take possibly all values less than d, nevertheless any arbitrary

access point cluster does not necessarily provide enough coverage in terms of the number

of locations.

3. Separability of new subspaces de�ned by access point clusters. It refers to those



35

Algorithm 1 Algorithm for Extracting Visibility Clusters from Radio Map
L[j]: Collection of all target locations

i, j and k: Index of access point cluster, a target location and an access point respectively

AP[k]: Collection of all access points

pkj: Visibility probability of a kth access point at jth location

R[i]: Collection of regions

RSS[i]: Collection of access points clusters

APSet: temporary collection of access point

for Each Location j in L[j] do
Initialize i, k, newAPset, and APSet

for Each Access Point k in AP[k] do
if pkj satisfies Pτ then

Add AP[k] to APSet

else
Move to next access point AP[k+1]

end if
end for
if APSet has c elements then

set newAPSet �ag to true
for Each access point cluster i in RSS[i] do

if APSet is member of RSS[i] then
Add L[j] to R[i]

set newAPSet �ag to falseand quit

else
Move to next access point cluster RSS[i+1]

end if
end for
if newAPSet is true then

Add new APSet to RSS[i]

Add L[j] to R[i]

end if
end if
Move to Next Location L[j+1]

end for
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ambiguous vectors in feature space which belong to more than one locations or classes.

Neighboring locations often receive similar signal strengths especially when situated in

one room or a corridor. A straightforward solution to this issue is to incorporate more

access points into feature space. Nevertheless the exact number of access points required

to achieve separability depends on a particular site. The separability of training samples is

measured as the ratio of separable samples and total samples representing one location.

sq
i=1 =

m∑
j=1

Tj −Oj

Tj

(3.11)

where Tj denotes the total samples and Oj represents the number of overlapping samples

in the feature space for jth location. Summation of these ratios at every location in ith

region gives separability of ith access point cluster. Fig. 3.9 shows separability of different

visibility clusters.

In order to further explain above heuristics some example visibility clusters, which

exist in one of our experimental sites, are presented here. Effect of changing total number

of access points used to de�ne the radio map feature space is shown in tables 3.1 and 3.2.

It is evident from these clusters that increasing features, 8 access points in table 3.1 and 11

in table 3.2, results in increased number of visibility clusters q. Three locations are omitted

in this clustering. Nevertheless only three features may not result in completely separable

signal vectors. Table 3.3 shows visibility clustering results with different parameters. In this

case q is 5 and omitted locations are 3. This clustering produces no overlap in training data

of different locations as can be seen in Fig. 3.9. This shows that adding more access points

to the feature space enriches discrimination information by making all sample training

vectors separable. However acceptable values of visibility probability Pτ restrict subspace

dimensionality c to 4 and further increment of access points in c results in no visibility

clusters. Consequently the total number of access points d were increased to 12. Table 3.4

shows visibility clusters where c = 5 in 12 access point radio map. Although this clustering

results in only 3 clusters and completely separable training samples but 16 locations are
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omitted.

Table 3.1: Visibility Clusters A: d = 8, c = 3,Pτ = .55

Access Point Clusters Regions

AP7195AP9239AP5659 3,19,23,24,28

AP7195AP5659AP9235 16,17,18,19,21,22,23,24,25,28

AP7195AP7199AP9239 2,3,5,6,7,10,23,26,27,28,29,30,31,35

AP5551AP7199AP9239 2,6,7,8,23,26,27,28,29,30,31,32,33

AP7195AP8195AP5823 2,3,6,7,9,15,17

AP7195AP7199AP5659 3,22,23,25,28

AP7195AP5551AP7199 2,6,7,22,23,26,27,28,29,30,31

Table 3.2: Visibility Clusters B: d = 11, c = 3, Pτ = .55

Access Point Clusters Regions

AP5551AP7199AP9239 6,7,8,23,26,27,28,29,30,31,32,33;

AP7195AP5551AP7199 6,7,22,23,26,27,28,29,30,31

AP7195AP7199AP9239 2,3,5,6,7,10,23,26,27,28,29,30,31,35

AP7195AP8195AP5823 2,3,6,7,9,15

AP7195AP5659AP9235 16,17,18,19,21,22,23,24,25,28

AP7195AP7199AP5659 3,22,23,25,28

AP7195AP5659AP8135 16,17,21,22,23,24,25,28

AP7195AP9239AP5659 3,19,23,24,28

So far it is con�rmed that low values of visibility probability Pτ introduce redundant

features in the radio map. This reduces the location estimation accuracy and increases the
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Table 3.3: Visibility Clusters C: d = 11, c = 4, Pτ = .55

Access Point Clusters Regions

AP7195AP5659AP9235AP8135 16,17,18,19,21,22,23,24,25,28

AP5551AP7199AP9239AP6079 6,8,28,29,30,31,32,33

AP7195AP5551AP7199AP9239 2,6,7,23,26,27,28,29,30,31

AP7195AP7199AP9239AP6079 3,5,6,10,28,29,30,31,35

AP7195AP8195AP5823AP5535 2,3,6,7,9,15

Table 3.4: Visibility Clusters D: d = 12, c = 5, Pτ = .50

Access Point Clusters Regions

AP7195AP7199AP9239AP6079AP5535 3,5,6,10,29,35

AP7195AP7199AP9239AP8195AP5535 2,3,5,6,7,35

AP5551AP7199AP9239AP6079AP9207 6,8,28,29,30,31,32,33

complexity of the classi�cation system as shown in experimental results. On the other

hand, low values of c correspond to decreased discrimination ability of access points in

each cluster and higher values render either no clustering or result in a large number of

omitted locations.

Since visibility clusters correspond to a set of access points which are visible at a set of

locations, this information is used to develop binary decision rules, as shown in table 3.5, to

invoke a speci�c classi�er module for a particular signal input. In this table the availability

or absence of signal from a particular access point is represented as either 1 or 0 respec-

tively. The gating module shown in Fig. 3.7 receives a d-dimensional input feature space

vector rssd, presented in Equation 3.1, and converts it into appropriate sub-space vectors,

Equation 3.4, based on visibility status of access points. This converted input vector is then

routed to appropriate classi�er module depending upon the decision rules in table 3.5.
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Figure 3.9: Separability of the Visibility Clusters

Table 3.5: Binary Visibility Decision Rules
7195 7199 9239 5551 8195 5823 5659 9235 Module

1 1 1 0 0 1 0 0 m1

1 1 1 0 1 0 1 1 m2

1 0 0 0 1 1 0 0 m2

1 0 0 0 0 0 1 1 m4

1 0 0 0 1 0 1 1 m5

3.5 Experimental Design

In order to evaluate modular classi�cation model in real life environment; several experi-

ments were conducted in a campus building. The selected sites were located on 3rd �oor

of computer engineering department. This �oor has a versatile environment containing

class rooms, labs and of�ces. The MATLAB Neural Network Tool Box [47] was sued for

training the location classi�er. Nevertheless, in order to actually deploy trained classi�ers

onto mobile devices, component-based software libraries CompoNet [1] were developed



40

to encapsulate arbitrary size and structure of neural networks into a software object which

can be invoked as a function from other programs. Experiments were carried out using a

public network of 3COM IEEE 802.11 (a, b, g) WiFi access points at two different sites.

In order to actually scan signal strengths, two types of consumer devices with built in WiFi

Network Interface Cards (NIC) were used for RSS scanning: 1) HP iPAQ Pocket PC run-

ning Windows CE and 2) Toshiba M30 Laptops running Windows XP. Fig. 3.8 show map

of the target site with target locations marked as small �lled circles. Akin to typical pattern

classi�cation tasks, RSS based location system development is divided into feature-space

creation, preprocessing, classi�er training and testing phases. The experimental design and

test setup is discussed in following sub sections.

3.5.1 Sensor Data Collection

Site calibration phase involves scanning RSS patterns at discrete target locations. Signal

strengths of access points can be scanned passively and actively. In former case each ac-

cess point periodically broadcasts an announcement packet. Mobile devices can parse that

packet to know the signal source Basic Service Set Identi�er (BSSID) and signal strength.

The BSSID contains MAC address of access point which is used to identify different ac-

cess points. In active scanning case, the mobile device broadcasts a query signal to access

points. In response to the query signal each access point sends a reply signal back to

querying device containing its BSSID. The active scanning method is used for scanning

signal strengths. For each type of devices, customized software modules called Calibration

Agents were developed to access NIC hardware. Calibration agent invokes the scanning

process on an adjustable frequency and parses response signals of each access point. As

presented in section 3.4, a visibility matrix is developed during calibration phase in addi-

tion to the radio map. This is actualized through a histogram based data collection method.

Apart from hardware interfacing, the calibration agent builds a histogram data structure
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in its memory to store scanned data. Sensor measurements contain pairs of access point

BSSID and Received Signal Strength Indicator (RSSI) values Od
i=1 = [BSSIDi, RSSIi].

Calibration agent parses each pair O from radio signals and establishes a separate histogram

for individual access points. The visibility probability of access points is computed such

as for N signal scan observations at jth location, each histogram provides the total number

of times the signal from ith access point is detected pji =
∑n

i=1 xi. The ratio of N and pji

gives visibility probability as explained in (3.7).

Prevalent method for site calibration uses a network card interface to extract RSS values

from hardware and a graphical program with image map of site which allows developers

to pinpoint their location. This practice is tiring for suf�cient calibration of large sites. In

order to alleviate the required labor for data collection task, a distributed site calibration

system is developed which allows multiple devices to simultaneously calibrate site in short

time [9]. RSS based location estimation is directly affected by the degree of how closely

sample signal data represent the real life radio signals. Therefore un-customary efforts were

undertook to gather sample signal strengths. Instead of creating the radio map at one time

and then dividing it into training and test samples, the target site was calibrated for seven

days and at different timings of each day. Each target location was calibrated multiple

times by different people and devices. Data of alternate days was used for, respectively,

training and testing the classi�ers. During sample data collection routine activities were

taking place which are peculiar to typical indoor environments such as lecture rooms, labs

and admin of�ces.

3.5.2 Location Estimation Error Measures

Each location is identi�ed in two ways: a) unique identi�cation number (ID) and b) carte-

sian coordinates on xy-plane. The former was used for classi�er training and later for error

analysis. For classi�er training, class labels or target locations are assigned in the range of
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1 to 35. This ID is then encoded into sparse array which has all 0-valued elements except

the one at the index of ID which contains 1. This array has zero values in all elements

for the location which was not accessible for calibration. The location estimation error is

measured in two aspects:

a) Absolute deviation of location estimate from actual location is measured as Mean

Absolute Error (MAE)

|MAE| = 1

N

N∑
i=1

∣∣∣li − l̂i

∣∣∣ (3.12)

where N is the total number of training or test patterns, li is the estimated location and

l̂i is the true location of ith pattern. Deviation between li and l̂i is calculated as euclidian

distance

4i =
∣∣∣li − l̂i

∣∣∣ =

√
(xi − x̂i)

2 + (yi − ŷi)
2 (3.13)

where (xi, yi) are corresponding coordinates of li location estimate of ith pattern and (x̂i, ŷi)

is the actual location.

b) Relative deviation of location estimate, denoted as er, is measured relative to some

tolerable error threshold denoted as Γ. It implies that relative error re�ects severity of error

in location estimate by allowing some deviation which is not more than Γ. An estimate is

less severe if it is relatively closer to actual location than the one which is farther away.

Thus Er gives a percentage of total N estimates in which 4i is admissible or less than Γ.

Er =
1

N

N∑
i=1

[(4i ≤ Γ)] (3.14)

where threshold Γ3
i=1 produces three severity of error values averaged over all locations.
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3.5.3 Selection of the Classi�cation Methods

It is observed that the performance of classi�cation methods is closely related to the char-

acteristics of the underlying data [58]. Therefore an appropriate selection of these methods

should be considering the RSS data characteristics detailed in the Section 3.1.2. The choice

of classi�er is mainly determined by two factors; i) the capability to approximate non-linear

and complex class boundaries and minimize the classi�cation error, ii) no requirement of

certain density assumption in the data, and iii) learn the relationship between points in

location space and signal space with limited number of samples.

K-Nearest Neighbors Algorithm

The k-NN is one of the most popular nonparametric method which does not make any den-

sity assumptions. Different variation of this method are applied to the location estimation

problem as reported in the literature [30, 51, 46]. In this method certain distance measure,

often Euclidean formulae 3.15, is calculated between the measured metrics, RSS, and all

training samples in the Radio Map.

d =

√√√√
n∑

i=1

(AP Trg
i − AP Tst

i )2 (3.15)

The location estimate is determined to be the one associated with the minimum distance

d. Despite its robustness to the noisy measurements and competitive performance, the

simple k-NN method can become computationally expensive when the size of the Radio

Map increases due to larger area of coverage. Besides considering other more sophisticated

pattern classi�cation methods, we have adopted a heuristic approach for applying k-NN in

order to keep it computationally light weight. This heuristic is derived from the fact that a

mobile device can move only to the next possible location from a given current location. A

priori information about the next possible set of locations reduces the search space for the

algorithm as shown in Fig. 3.10.
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Figure 3.10: Reducing the Search Space for k-NN.

The reduction in the search space needs less computational resources, however it re-

quires a detailed modeling of the location space and the simple location determination

becomes a location tracking task. The memory requirements of such setting requires both

the reference entities: i) whole sample radio map and ii) the location model to be available

on the mobile device. Due to the resource constraints, this solution may not be feasible

for most of the devices. Therefore, this heuristic is best applicable in distributed settings

where a back end server keeps both the reference entities. However, this setting might not

be deemed suitable for the privacy sensitive applications.

Learning Vector Quantization

Learning Vector Quantization (LVQ) classi�er employs non-parametric nearest neighbor

pattern recognition algorithm based on Kohonen's self-organizing-maps [43]. Fig. 3.11

shows application of an arbitrary structure of a Learning Vector Quantization (LVQ) net-
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work for location estimation. The classi�er takes individual components of RSS vector as

input and produce an estimate of most likely location of the device which is reporting these

RSS values.
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Figure 3.11: Employing Learning Vector Quantization for Location Estimation

The design of LVQ network speci�es three layers of neurons. Input layer contains as

many neurons as components of input vector I . Hidden layer contains competitive neurons

to represents subclasses and output layer consists of neurons which represent actual classes

in the input space.

The hidden or competitive layer learns to classify input vectors in much the same way as

the competitive layer of self-organizing-maps. Input neurons and competitive layer neurons

are interconnected through IW weights. When an RSS input is applied to the network;

the distance between each hidden layer neuron and input vector is computed. Then Winner

Takes All (WTA) competition is applied to �nd the closest subclass, the winner, neuron

IWw. Once the input vector is classi�ed at hidden layer the third layer, also called linear
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transformation layer, transforms the output of competitive layer into target classi�cation

vectors. Learning occurs by adjusting the IWw weights in such a way as to move it closer

to input vector if classi�cation result is correct

IWw = IWw + α(I − IWw) (3.16)

or farther if input is incorrectly classi�ed.

IWw = IWw − α(I − IWw) (3.17)

Learning rate of the network is determined by the parameter α. Number of hidden layer

neurons in�uences the learning as well as generalization capability of Learning Vector

Quantization networks. Several Learning Vector Quantization networks were employed

with different hidden layer neurons. Table 3.8 lists the training results of best performing

LVQ classi�ers. Analogous to the naming convention of multi layer perceptron experi-

ments, modular networks are denoted as mLV Qi and non modular ones are denoted as

LVQ in results tables.

Multi Layer Perceptron

MLPs are general-purpose, �exible models which can, given enough number of hidden

neurons and samples, approximate any non-linear function of arbitrary complexity with

high degree of accuracy [41, 58]. This classi�er is chosen for its ability capture the non-

linearity in the signal to location mappings without imposing any density assumptions on

the input data. Another attractive feature of this method is that the domain knowledge can

be incorporated into the design of an MLP by means of architectural choices such as hidden

layers, units, transfer functions so on [24]. Previously, the application of MLP for location

estimation is reported by Battiti et al. in [12]. Fig. 3.12 shows an arbitrary structure of a

Multi Layer Perceptron (MLP) network for location estimation. Network takes individual
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components of the RSS vector as input and produces an estimate of most likely location of

the device which is reporting these RSS values.
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Figure 3.12: Employing Multi Layer Perceptron for Location Estimation

3.6 Experimental Results

The Radio Map feature space is used to train location classi�ers. During training phase,

preprocessing of feature space is one important step to encode inputs and outputs into a

format suitable for classi�cation method. The range normalization is applied on the Radio

Map feature space as shown in Equation 3.18.

rssnorm = 2((rss− rssmin)/(rssmax − rssmin))− 1 (3.18)

where rssnorm is normalized signal strength. RSS values fall in the range of -100 dBm

to -10 dBm [52], these values were used as global minima rssmin and maxima rssmax for
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normalizing all features. Separate multi layer perceptron based location estimation systems

were trained for the target site. For the sake of comparative analysis both the non-modular,

represented as MLP, and modular, represented as mMLPi, location estimation systems

were trained. The radio map has 11 dimensions access points for training MLP and for the

mMLP classi�ers the training data was extracted using tables 3.3 visibility clusters.

Several multi layer perceptron networks were trained with different parameters such as

hidden layer neurons, learning function, transfer functions and training epochs. Training

results of only the best performing networks for the target site are represented in Table 3.6

shows training results of for site 2. Detailed discussion of the effects of different parameters

on location estimation performance is given in [4].

As results tables show in 'Training Function' column, two training algorithms were

employed to learn pattern-location pairs: i) Levenberg-Marquardt (LM) developed by Ha-

gan et al.[39] and ii) Moller's Scaled Conjugate Gradient (SCG) presented in [48]. In our

experiments, LM algorithm achieved nearly zero training error in fewer iterations but its

requirement of computational resources is prohibitive for training large networks. On the

other hand SCG achieved comparable performance and does not require excessive compu-

tational as well as memory resources during training.

Topology column contains structure of respective neural network which is represented

as I − H − O where I is input neurons, H is hidden layer neurons and O is output layer

neurons. Epochs column shows number of training iterations that respective network took

to achieve Mean Absolute Error (MAE) which is listed in last column. One common prop-

erty that all networks in our experiments share is the choice of transfer functions which is

logsigmoidal function logsig(n) = 1/(1 + e−n) at hidden layer neurons and tansigmoidal

function tansig(n) = 2/(1 + e−2n)− 1 at the output neurons.
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Table 3.6: Training Results of Multi Layer Perceptron Classi�ers
Module Training Function Topology Epochs Training MAE

MLP SCG 11-70-35 2000 0.021

mMLP1 LM 4-20-10 88 0.021

mMLP2 LM 4-20-8 80 0.082

mMLP3 LM 4-25-10 86 0.0184

mMLP4 LM 4-20-9 50 0.0047

mMLP5 LM 4-15-6 45 0.009

Table 3.7: K-Nearest Neighbors Algorithm using Visibility Clustering
Visibility Cluster MAE Er ≤ 1 Er ≤ 2 Er ≤ 3

VC1 0.96 0.72 0.88 0.98

VC2 0.32 0.95 0.96 1

VC3 0.09 1 1 1

VC4 0.12 0.97 0.99 1

VC5 0.88 0.78 0.94 0.99

VC6 0.25 0.96 0.96 1

Modular classi�cation, mMLP and mLVQ, results are shown in Tables 3.9 and 3.10.

Both classi�ers exhibit similar performance, in terms of absolute and relative errors, except

module 3 and 5.

Overall performance of modular classi�cation system is compared with non-modular

classi�er in Table 3.11. In this site MLP performed better than LVQ classi�er both in terms

of absolute and relative error. However LVQ bene�ts from modularity signi�cantly more

than MLP with respect to absolute distance error. The mMLP and mLVQ produced relative
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Table 3.8: Training Results of Learning Vector Quantization Classi�ers
Classi�er Learning Function Topology Epochs Training MAE

LVQ lvq1 8-100-35 150 0.018

mLVQ1 lvq1 5-30-10 45 0.03

mLVQ2 lvq1 4-30-8 20 0.009

mLVQ3 lvq1 4-25-10 40 0.027

mLVQ4 lvq1 4-25-9 25 0.057

mLVQ5 lvq1 4-15-6 15 0.048

Table 3.9: Modular Approach Results of Modular MLP
Classi�er Test MAE Er ≤ 1 Er ≤ 2 Er ≤ 3

mMLP1 0.4140 85% 90% 91%

mMLP2 0.7286 91% 92% 94%

mMLP3 0.4957 81% 95% 96%

mMLP4 0.556 91% 92% 99%

mMLP5 0.9806 68% 88% 88%

positioning error Er ≤ 1 for 84% and 80% times respectively. On the other hand, non-

modular MLP and LVQ achieve similar performance if Er ≤ 3. Which means that severity

of error of modular classi�cation system is 3 times better in this site than monolithic coun-

terparts. As the tolerable error threshold relaxes up to 3 positions, the modular classi�cation

system consistently provided superior results in comparison with non-modular approach.

3.7 Summary

The location estimation performance is compared with monolithic, non-modular classi�ca-

tion approach using two famous neural networks 1) Multi Layer Perceptron and 2) Learning
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Table 3.10: Modular Approach Results of Modular LVQ
Classi�er Test MAE Er ≤ 1 Er ≤ 2 Er ≤ 3

mLVQ1 0.5571 87% 91% 91%

mLVQ2 0.7214 91% 91% 92%

mLVQ3 0.9760 66% 92% 93%

mLVQ4 0.4087 93% 95% 95%

mLVQ5 1.25 61% 78% 94%

Table 3.11: Summarized Results
Classi�er MAE Er ≤ 1 Er ≤ 2 Er ≤ 3

MLP 1.00 70% 78% 85%

mMLP 0.63 84% 92% 95%

LVQ 2.40 54% 68% 78%

mLVQ 0.78 80% 90% 93%

k-NN 0.73 77% 80% 86%

k-NN(VC) 0.43 84% 90% 95%

Vector Quantization. Same neural networks were employed to realize the modular classi-

�cation model. Comparative results show superiority of modular approach in terms of

both absolute error and relative error across different sites. The note worthy improvement

in location estimation accuracy is observed consistent across different sites. With respect

to absolute error measure compared to non-modular approach the accuracy of modular ap-

proach is improved 1.58 and 3 times respectively for MLP and LVQ classi�ers. All methods

bene�t from modular approach in terms of relative error in the same way. On the basis of

extensive experimental results, it is concluded that modular classi�cation model achieves

signi�cant improvement in location estimation accuracy as well as enables systematic ex-

pansion in coverage area of location systems.
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Figure 3.13: Right: Relative Distance Error, Left: Absolute Distance Error



Chapter 4

A Rapid Development Approach

4.1 Introduction

An end-to-end development life cycle of RSS based location system can be divided into

two major stages and �ve different phases. Fig. 4.1 shows general schematic of devel-

opment life cycle. It comprises two stages, in bottom-up direction, containing different

development phases and respective subsystems. A vertical line is shown which again di-

vides the subsystems into two modes of development. Of�ine mode subsystems require lab

time for data collection, preprocessing, classi�er training and optimization etc. Whereas

online mode means that subsystems can be made with plug in components as described in

[7], [10] and [5].

One of the major draw backs of existing approaches is that it requires extensive and

laborious sensor data collection or Site Calibration. Partly due to this problem, existing

systems focus on evaluating classi�cation methods on small scale location systems while,

as discussed by [3], development of large scale location system presents certain challenges

which degrades the accuracy of classi�er. These issues are not particularly addressed in

previous work. Section 4.2 identi�es and discusses these limitations in detail.

53
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Figure 4.1: Typical Development Life Cycle of Location Systems

The design goals of an ideal approach should address these issues as discussed in sec-

tion 4.3. This chapter demonstrates the ef�cacy of online incremental learning approach

through proof of concept implementations in real environment. Main contribution of this

work is to provide succinct analysis of issues, lay down the design and implementation

of our approach for rapidly developing large scale and incrementally extensible location

systems and extensively evaluate it in comparison with previous approaches. Primary mo-

tivation of this work is to exploit 'fuzzy arithmetic' and 'adaptive resonance theory' based

online and incremental learning systems , Fuzzy Art [16] and Fuzzy ArtMap [15], for

achieving our design goals. An overview of their learning dynamics is given in section

4.4. A Context-aware, Self-scaling Fuzzy ArtMap system is presented in section 4.5. The

experimental design and test setup technical details are elaborate in section 4.6 and section

4.6.2 presents comparative results analysis.
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4.2 Limitations of Radio Map Based Approach

Despite several research results have proved the feasibility of RSS based location systems,

there are still some issues which prohibit wide scale availability of this technology. This

section offers a discussion of these issues and limitations in previous approaches.

4.2.1 Laborious Development and Reconstruction

Developing a location system fundamentally amounts to Site Calibration and Classi�er

Training phases, as can be seen in Fig 4.1, but special nature of indoor radio wave poses

reconstruction problem as well. Such environments as super markets and hospitals might

experience restructuring, even though not frequently, which most likely changes signal

strength distributions. This can potentially render a location system ineffective and require

reconstruction of classi�er even if only a small part of building is affected. Thus both

development and reconstruction of location system become a laborious task.

RSS based location estimation is a multi-class classi�cation problem which requires

extensive sensor data collection in order to create Radio Map which provides training data

for classi�cation machines to learn signal to location relationship. It has been reported by

several researchers that detailed radio map, in terms of number of samples per location,

is crucial component for �ner granularity and higher accuracy. Recently some researchers

have proposed statistical interpolation of RSS data to reduce the effort and time required for

constructing radio map. Radial basis functions have been employed by [29] to interpolate

the missing data of un-calibrated locations. [27] proposed a method of using unlabeled

samples for reducing the sampling rate at each location and number of locations. It should

be noticed that even if the actual calibration points are reduced, these techniques still need

to calibrate the area. Despite an extensive research being put into enhancing calibration

speed, construction of Radio Map has been a major hurdle in wide acceptability for this

technology.
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As the number of locations increase, pattern classi�cation task becomes harder due to

overlapping classes and imbalance in class data. Mostly, it takes several training and pa-

rameter tuning sessions in order to make a classi�er to yield suf�cient accuracy. Same time

is required to retrain the classi�er in case of reconstruction as changes in signal distribu-

tion in a small area require retraining whole classi�er. Modular classi�er approach tries

to localize this problem by portioning the location space into subspaces and train several

redundant as well as sperate modules for each subspace [3].

4.2.2 Increasing The Scope of Location System

Location systems might be required to recognize new target locations. This requirement

is reffered to as �increasing the scope of location system� which involves two aspects of

i) extensibility and ii) expansibility. Before these concepts are described in the context of

location estimation, a formal de�nition of range and scope of location system is required.

Radio wave obeys inverse-square law in free space which states that

signalstrength ≈ 1/r2

where r is distance between transmitter and receiver. Indoor environment further impose

several environmental factors which collectively reduce signal strength outside a certain re-

gion to be undetectable by the receivers. This physical property of radio signals ultimately

de�nes the range of a location system. Assume that a classi�er is trained to learn associa-

tion between signal space S and location space A, where S is composed of n access points.

Range of this system can be formalized as

S ⊇ (AP1, AP2, AP3, ...APn) (4.1)

whereas S → A.

Similarly, pattern classi�er that categorizes RSS input vectors into a set of n target
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locations (a1, a2, a3...an), the scope of a location system is an area A such that

AS ⊇ (a1, a2, a3, ...an) (4.2)

De�nition 1: Extending means to increase the scope of location system without chang-

ing its range.

According to this de�nition there could be a new set of m locations (a′1, a
′
2, a

′
3...a

′
m)

to be recognized by the classi�er which was already trained using same dimensions of the

input space for area A.

AS ⊇ (a1, a2, a3...an) ∪ (a′1, a
′
2, a

′
3...a

′
m) (4.3)

De�nition 2: Expanding means to increase the range of location system in order to

increase its scope. This implies that there could be a new set of p locations (b1, b2, b3...bp)

that a location system should learn to recognize in addition to already learned A. Whereas

these locations may or may not be within the range, Equation 4.1, of location system. Let

S' denote a new set of access points

S ′ ⊇ (APn+1, APn+2, APn+3, ...APm)

required to form additional signal space which includes these locations. Then a range

increment can be represented as

AS∪S′ ⊇ (a1, a2...an) ∪ (a′1, a
′
2...a

′
m) ∪ (b1, b2...bp) (4.4)

Notice that increasing the range necessarily increase the scope of system but not otherwise.

Although this requirement seems to be very basic capability that location systems

should posses but, so far, no such capability is improvised by previous systems. In order to

achieve this scalability, using previous approaches, Radio Map feature space is required to

be extended to include training RSS pattern-location data and then retraining of classi�er

with extended radio map. In case of retraining with new feature space, most of the of�ine
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training based classi�ers face the Stability-plasticity dilemma which states that learning

new pattern-class mappings causes erosion of previous knowledge acquired by classi�er

during early training. Another method to overcome this problem is to retrain classi�er

with whole Radio Map (that includes both old and new training data) which is tedious and

cumbersome.

4.3 Online and Incremental Learning Approach

In this chapter, a novel approach for building location systems based on ConSelFAM neu-

ral network is presented. Fuzzy ArtMap is a generalized ArtMap (also called Predictive

Art)[15] network which can handle analog input patterns and performs online and incre-

mental learning of pattern-class pairs presented in any arbitrary order. This approach effec-

tively overcomes the limitations, presented in section 4.2, as well as offers several desirable

features which cannot be realized using previous methods. Unlike previous approaches,

our approach does not require Calibration Phase and of�ine (or lab time) Training Phase

by means of online learning which shortens development time dramatically. Fig. 4.2 shows

how our approach transforms location system development life cycle.

The following sections explain how this approach meets the design goals such as re-

ducing excessive development and training time, increasing system scope and addressing

the visibility problem.

4.3.1 Rapid Development via Online Learning

Fuzzy ArtMap classi�cation system learns pattern class pairs online, which implies that

Radio Map feature space need not be created prior to model training. This property enables

such location systems that can be built without calibration phase and of�ine model training

phase. Previous approaches are based on of�ine training based pattern recognition methods
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Figure 4.2: Rapid Development Approach

which incurs long site calibration phase and training phase onto development life cycle as

shown in Fig. 4.1. By virtue of online learning capability of Fuzzy ArtMap both phases can

be removed from development life cycle, as shown in Fig. 4.2, and rapid location system

development can be realized.

4.3.2 Extensibility and Expansibility via Incremental Learning

Flexible and Dynamic expansion of location system is easy and straight forward in our ap-

proach. As discussed in section 4.2.2, by expanding location system �exibly and dynam-

ically it means to incorporate new locations thus increasing the scope, Equation 4.1,4.2,

of location system . Fuzzy ArtMap is capable of incremental learning and demonstrates

stable learning of classes when exposed to a new set of pattern-class pairs [15]. This ca-

pability allows �exible learning of new locations without requiring retraining with old and

new feature space as is the case with previous systems. Nevertheless Fuzzy Art requires

that capacity of network, in terms of number of categories (locations in our case) that net-
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work can learn, need to be �xed prior to learning. Prior �xation, of number of categories

that network can learn, means that once RSS patterns of a �xed number of locations, with

respect to the capacity of network, are learned by a network then more locations can not

be incorporated or learned by that network. This limits the application of Fuzzy ArtMap in

terms of dynamically expanding a pattern classi�cation problem or, in this case, location

system. The Fuzzy ArtMap system is extended such that it does not require prior �xa-

tion of capacity of network thus allowing network to self-scale itself as new categories are

presented to it. This solution is explained in section 4.5.1 in more detail.

4.3.3 Visibility Awareness

Previous researches have shown that Visibility Matrix based approach of modular classi-

�ers improves location accuracy. This method partitions input space as well as output space

based on visibility probability of a set of access points over a cluster of locations. Then

separate classi�ers, called modules, are trained for each partition as shown in previous

chapter. Although modular approach improves overall accuracy but, obviously, this method

increases complexity and might take longer periods of training. It is hypothesized that im-

provising the visibility information as context and enabling the classi�er to recognize RSS

patterns based on it shall enhance the localization performance. Comparative results show

that this context-awareness achieves comparable accuracy to modular approach and greatly

simpli�es the visibility-aware learning. The learning dynamics of context-awareness are

explained in section 4.5.2.

4.4 Fuzzy Art and Fuzzy ArtMap

Fuzzy Art is Adaptive Resonance Theory based self organizing neural network for real

time autonomous learning environments. Fuzzy ArtMap is composed of a pair of Fuzzy
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ART neural networks denoted as Fuzzy ARTa and Fuzzy ARTb. A brief, and sequential,

explanation of Fuzzy Art system is provided �rst and then Fuzzy ArtMap system in this

section. Fuzzy Art combines of fuzzy set theory and adaptive resonance theory (ART) [15]

to accomplish unsupervised, incremental and online learning of analog valued input vectors

presented to system in arbitrary order.

The learning dynamics and Ababil's implementation of of Fuzzy Art neural network

system is presented here. A comprehensive treatment of Fuzzy Art characteristics can be

found in [16]. Fig. 4.3 shows topological structure of Fuzzy Art.

Figure 4.3: Fuzzy Art Network Structure

It consists of two processing layers F1 and F2. Each neuron of F1 layer is linked,

through bottom up synaptic connections W BottomUp nm, to all neurons of F2 layer and

vice versa. Adaptive weights of bottom up and top down synaptic connection, denoted

as W TopDown mn, bear same value in Fuzzy Art systems. F2 layer neurons represent

learned categories in input space. Each F2 neuron is refereed to as committed (if it al-

ready represents a category) or uncommitted (it it is not representing any category). Fuzzy

Art learning is governed by a choice parameter α, a vigilance parameter ρ and and learn-

ing rate parameter β. The network initialization creates n and m neurons in F1 and F2
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layers respectively and synaptic connections get initialized. ART systems can employ a

special preprocessing method, so called complement coding, to input vector I . Orienting

subsystem determines system choice of m F2 layer categories for this input vector. This

is achieved by evaluating a choice function by F1 layer neurons. For every input vector

I = (I1, I2, I3...IM), this function produces a ranking list based on component wise fuzzy

distance T (j), between input pattern and synaptic connection weights, and a choice param-

eter α.

T (j)
n
j=1 = |I (j)| ∧W (j) /α + |W (j)| (4.5)

T (j) ranking list is adaptively fed into a Winner Takes All (WTA) �lter and result-

ing winner neuron is, tentatively, selected as category of current input pattern. Vigilance

subsystem con�rms, or dismisses, this decision based on externally adjustable vigilance pa-

rameter ρ. In case of dismissal relearning continues by reevaluating the ranking list until a

satisfactory category is found or learning capacity, denoted here as n, of system is reached.

Learning ensues once a category choice satis�es vigilance subsystem. All weights that

belong to con�rmed category J neuron are updated as following.

WJ = β (I ∧WJ) + (1− β)WJ (4.6)

One of the distinguishing properties of Fuzzy Art neural network system is that it can

output a don't know response, which means that network do not assign an input pattern to

any categories if it is very dissimilar to all categories. This capability is realized by means

of learning capacity concept. When all F2 layer neurons become committed and an input is

encountered which does not qualify to be a member of any category then network outputs

a don't know response.

The topological structure of Fuzzy ArtMap neural network is presented in Fig. 4.4.

Fuzzy ART modules ARTa and ARTb self-organize category grouping for separate input
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sets I (feature RSS vector reported by mobile device) and Y (encoded location informa-

tion). Map Field is inter-ART module that controls the learning of an associative map

from ARTa recognition categories to ARTb recognition categories. This is achieved by

connecting F2 Layer, so called F2
b, neurons of ARTb to Map Field nodes with one-to-one

non-adaptive links in both ways. On the other hand each F2 layer, referred to as F2
a, neuron

of ARTa is connected to all Map Field nodes via Wmp adaptive links. Since Map Field rep-

resents a mapping from both F2
a and F2

b, it is denoted as Fab. This map does not directly

associate feature vectors with encoded class labels but rather associate the compressed

codes of groups of I and Y .

Figure 4.4: Fuzzy ArtMap Structure

During learning of pattern-class pairs if a mismatch occurs at Map Field between ARTa

category and ARTb category then system increases vigilance parameter of ARTa so that

ARTa can categorize this pattern in different category. This mechanism allows network

to capture novel features that can be incorporated through learning new ARTa recognition

category. Activation of Map Field results in output signal from each Fab node, a vector cor-
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Algorithm 2 The Self-scaling Fuzzy Art Online Learning Algorithm
for Each Input I in RSSd do

Apply Range Normalization on I

Apply Complement Coding: I = {I, Ic}
for Each Component i in I do

Apply I to F1 Layer: F1(i) = I(i)

end for
if F2 is empty then

Create new F2 Node j

for Each Node i in F1 do
Create New Synaptic Connection S

Initialize Weight: Wi = I(i)

Connect S to i and j

end for
end if
for Each Node j in F2 do

Evaluate Choice Function: T (j) = |I(j) ∧Wtd(j)|/α + |Wtd(j)|
end for
Apply WTA(Winner Takes All): TJ = max T (j)

Orientate: WJ = TJ(W )

Calculate the Size of the Hyper box: s = |I ∧W |/|I|
if Vigilance violates: s ≥ ρ then

TJ = −1 and Goto Apply WTA:

else
Turn off all F2 Nodes except J : T (j) = 0 ∀ j 6= J

Update Weights: W (j) = β(I ∧W (j)) + (1− β)W (j)

end if
end for



65

responding to target location, that eventually becomes out put of Fuzzy ArtMap network.

Learning RSS-location pair occurs if Fuzzy ArtMap network is presented with both RSS

input vector I and target location vector Y . Location estimation occurs in case only RSS

input vector is presented to the system. Activation of Fab occurs both in case of learning

mode and estimation modes. Match tracking and orienting subsystem allows Fuzzy ArtMap

network to establish different categories for similar RSS inputs at ARTa as well as allows

very different RSS inputs to form categories that belong to same location. This is achieved

by activating orienting subsystem only when ARTa makes a location estimate that does

not con�rm with actual location provided to ARTb. This condition starts match tracking

by adjusting ARTa vigilance parameter in such a way that estimation error is removed. A

simpli�ed version of Fuzzy ArtMap is adapted, presented in [56], which employs only one

Fuzzy Art optimized for hardware implementation of Fuzzy ArtMap system. Simpli�ed

Fuzzy ArtMap exhibits same learning and recall performance as original Fuzzy ArtMap

and its learning algorithm is shown in [56].

4.5 ConSelFAM

Context-aware, Self-scalable Fuzzy ArtMap extends original Fuzzy ArtMap neural network

system in order to realize on the �y location system development and reconstruction which

is aware of visibility clusters present in signal space. On the �y development essentially

refers to capability of classi�er to learn RSS to Location association at the time a signal is

detected by mobile device.

4.5.1 Self-scaling Fuzzy Art

In original Fuzzy Art, learning capacity of system need to be �xed in order to initialize

a network. All F2 layer neurons are said to be uncommitted before learning starts and
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as soon as a new input, which was not encountered until that point, is sensed by system

an uncommitted F2 layer neuron becomes committed to represent this category onwards.

This process goes on until all patterns in input space are categorized or learning capacity

is reached. The don't know response feature of Fuzzy Art systems is realized by means

of �xed capacity. But, at the same time, �xed capacity puts extensibility limitation on

Fuzzy Art which implies that system cannot learn beyond a certain number of categories.

As discussed in section 4.2.2, extensibility is very basic function that location estimation

system should perform. The Self-scalable Fuzzy Art learning algorithm is presented in 2.

This self-scaling variant preserves don't know response feature of original Fuzzy Art but in

this scheme network capacity is externally adjustable, increment-only parameter that can

be increased as a network is required to learn more categories. Main difference in original

Fuzzy Art and self-scaling Fuzzy Art is in network initialization method. Self-scalable

Fuzzy Art algorithm initializes a network without any F2 layer neurons and include new

F2 neurons by means of self-scaling subsystem. This way if capacity is reached but more

learning is required then a neuron is incorporated dynamically. The original Fuzzy Art

is replaced with self-scalable Fuzzy Art in order to enable Fuzzy ArtMap network to learn

new RSS patterns as they appear as well as to learn new locations to achieve the extensibility

de�ned by quation 4.3.

4.5.2 Context-awareness

In order to achieve expansibility in scope, a classi�er must be able to learn different input

spaces without confusing different classes or locations as same due to similar patterns.

Moreover, a signal input space might be partitioned into several subspaces due to physical

properties of signals as described in section 4.3.3. Therefore a particular subset Mi of total

access points represents a subset of all locations, referred to as visibility cluster, where

Mi is always visible. This implies that each set of access points in Visibility Matrix is
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important context that can improve pattern recognition capability. Therefore, instead of

training a separate pattern recognition module for a each visibility cluster the ConSelFAM

incorporate this contextual information into one classi�er thus making it context-aware. By

context-awareness it means to equip a classi�er with speci�c domain knowledge such that it

can differentiate among different input spaces. This capability is realized in Fuzzy ArtMap

system by de�ning a mechanism to embed contextual knowledge, visibility cluster in our

application, into classi�er. A Context Field subsystem is introduced into Fuzzy ArtMap

neural network as can be seen in Fig. 4.5 which enables system to distinguish between

different contexts thus enhancing its learning as well as generalization capability.

Figure 4.5: Context-aware, Self-scaling Fuzzy ArtMap Structure

In this scheme two types of inputs are presented to network a) classi�cation context

code b) input pattern. Classi�cation context code is de�ned by Equation 4.2 as scope of

a location system. Thus context-code in our application is visibility status of different ac-

cess points. This information governs the further learning and recall operations of system.

Learning dynamics of Context-aware Fuzzy ArtMap are similar to original one except that
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Algorithm 3 The Fuzzy ArtMap Online Learning Algorithm
Initialize Fuzzy Art: Wnm = 1

Initialize MapField: Wmp = 1

Initialize Vigilance Parameter: ρ = r

Present RSS Input I and Location Y pair

Find F2 Node M to represent I (Algorithm 2)

repeat
if No representative F2 found then

Increase vigilance: ρ = |I ∧W |/|I|+ ε

Find F2 Node to represent I (Algorithm 2)

end if
until A representative F2 node M is found

Update Weights: W (nm) = β(I ∧W (m) + (1− β)W (m)

Update Map �eld weights: Wm(new) = Y ∩Wmp(old)

Initialize Vigilance Parameter: ρ = r
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Algorithm 4 The Context-aware, Self-scaling Fuzzy ArtMap Online Learning Algorithm
Initialize Fuzzy Art: Wnm = 1 and ρ

Initialize MapField: Wmp = 1

Present Input I , Context C and Location Y

if Context C Exists then
Load Context:

Find F2 Node M to represent I (Algorithm 2)

repeat
if No representative F2 found then

Increase vigilance: ρ = |I ∧W |/|I|+ ε

Find F2 Node to represent I (Algorithm 2)

end if
until A representative F2 node J is found

if F2 Node M is new then
Associate M with C

Update Map �eld weights: Wmp(new) = Y ∩Wmp(old)

Associate M with Y

else if Map �eld Category is not associated with M then
Increase ρ and research

else

Update Map �eld Categories

Update F2 Node

end if
end if
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it maintains contextual knowledge as a special hash table. As a particular set of access

points, visibility cluster, is detected by the device a context-switching happens inside the

network. This switching directs the network to perform choice function and vigilance check

on a particular set of F2 nodes which belong to this context. Once a particular context is

loaded next operations of learning or recall take place the associative learning of Map Field

connections ensues. The implementation of Self-scaling, Context-aware Fuzzy Art and

Fuzzy ArtMap networks is done in C# programming language and it is available as open

source [1].

4.6 Experimental Design

4.6.1 Preprocessing

Adaptive Resonance Theory based learning systems suffers from category proliferation

problem as characterized by Moore [11]. In order to overcome this problem a data pre-

processing technique, namely Complement Coding, is proposed by Carpenter et al in [16].

Besides overcoming category proliferation problem, this technique allows network to re-

duce effect of presentation frequency of an input pattern as well as order of presenting

input patterns to Fuzzy ArtMap, as explained in [15],[17]. The Fuzzy ArtMap models were

developed with and without complement coding in order to evaluate its ef�cacy in location

estimation problem. Complement coding requires input pattern values to fall in range of 0

to 1 but actual RSS values range between -10 dBm to -100 dBm. A scaling normalization

was applied on raw RSS input vector so that all values are transformed in range of 0 to

1. Same preprocessing is applied for Multi Layer Perceptron location classi�ers in both

training and test phases. The location estimation error is measured similar as described in

previous chapter.
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Fuzzy Art Map

Table 4.6.1 presents training results of Fuzzy ArtMap network with and without comple-

ment coding. Fuzzy ArtMap model trained with complement coding is denoted as FAM-CC

and without compliment coding is denoted as FAM.

Table 4.1: Fuzzy ArtMap Results on Training
FAM-CC FAM

F2 Clusters 36 167

MAE .066 .018

Unclassi�ed 0 11

Miss classi�ed .02 .006

er ≤ 1 .02 .006

er ≤ 2 .02 .006

er ≤ 3 0 0

Complement coding controls category proliferation problem and classi�es all RSS vectors

successfully but classi�cation performance is slightly affected. Training Fuzzy ArtMap

without complement coding results in higher accuracy but increases indecisiveness, don't

know response in terms of unclassi�ed RSS patterns, as well. During testing phase, This

problem aggravated and FAM could not classify 389 patterns.

ConSelFAM

For Context-aware, Self-scalable Fuzzy ArtMap experiments the visibility matrix was gen-

erated in data collection phase. Each tuple of this matrix represents a cluster of locations

where a subset of access points are always visible as described in section 4.3.3. Thus each

cluster corresponds to separate classi�cation context. Table 4.2 presents training results of

for each context of classi�cation.
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Table 4.2: ContextAware Fuzzy ArtMap Results
Context F2 Clusters Epochs Training MAE

5 20 3 0

4 27 3 0

3 36 3 0

2 29 3 0

1 26 3 0

Although ConSelFAM requires viability matrix to be known before learning starts, it re-

quires less memory resources in terms of F2 layer clusters than Fuzzy ArtMap. More

importantly it does not require radio map creation and converges to optimal error in just 3

epochs, contrary to of�ine training based methods, which takes most of development time

in previous approaches. Modular classi�er approach improves overall location accuracy but

depends on visibility matrix to be established as prerequisite. Contrary to other methods

Fuzzy ArtMap and ConSelFAM system takes only 3 epochs to achieve 0 MAE.

4.6.2 Test Results

Here comparative testing results of different classi�ers using same test radio map are pre-

senterd. Both absolute and relative error measurements for each classi�er are given in the

following.

Table 4.3 shows performance of ConSelFAM for each visibility cluster or context. The

same information for modular MLP and modular LVQ methods is provided in previous

chapter. Notice that relative error performance of ConSelFAM is better than both mMLP

and mLVQ which means that estimated location deviation from actual location is mostly

limited to neighboring locations.
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Table 4.3: ConSelFAM Results
Context Test MAE er ≤1 er ≤2 er ≤3

1 0.85 85% 90% 92%

2 0.79 83% 100% 100%

3 0.56 99% 100% 100%

4 1 95% 99% 100%

5 0.42 100% 100% 100%

Table 4.4: Summarized Comparative Results on Test Radio Maps
Method MAE er ≤1 er ≤2 er ≤3

FAM-CC 1.06 75% 81% 92%

ConSelFAM 0.72 92% 97% 98%

MLP 1.03 75% 79% 91%

mMLP 0.63 83% 91% 93%

LVQ 2.60 55% 69% 80%

mLVQ 0.79 79% 89% 93%

k-NN 0.73 77% 80% 86%

k-NN(VC) 0.43 84% 90% 95%

ConSelFAM showed best relative error performance which is consistent in training and

test phases. Although LVQ bene�ts most signi�cantly from visibility based modularity,

overall performance of this method was lesser than other methods.

4.7 Summary

ConSelFAM is suitable for several classi�cation problems which require context-awareness

and scalability. An RSS based location system in real environment is developed to con�rm



74

Figure 4.6: Right: Relative Distance Error, Left: Absolute Distance Error

the applicability of ConSelFAM pattern classi�cation system. The location estimation per-

formance is compared with other classi�cation methods such as Multi Layer Perceptron,

Learning Vector Quantization and Modular variants. On the basis of extensive experimental

results, it is concluded that ConSelFAM provides competitive location estimation accuracy

as well as leverages novel features which can not be realized using previous methods such

as 1) Rapid system development and Reconstruction 2) Flexible and dynamic expansion of

system.



Chapter 5

Semantically Meaningful Localization

This chapter presents a new methodology, Beacognition, for real-time discovery of the as-

sociations between a signal space and arbitrarily de�ned regions, termed as Semantically

Meaningful Areas (SMAs), in the corresponding physical space. It lets the end users de-

velop semantically meaningful location systems using standard 802.11 network beacons as

they roam through their environment. The key idea is to discover the unique associations

using a beacon popularity model. The popularity measurements are then used to localize

the mobile devices. The beacon popularity is computed using an `election' algorithm and a

new recognition model is presented to perform the localization task. Such a location system

is implemented in a �ve story campus building. The comparative results show signi�cant

improvement in localization by achieving on average 83% SMA and 88% Floor recognition

rate in less than one minute per SMA training time.

5.1 Introduction

Location awareness is a key enabling technology for ubiquitous computing spaces. Al-

though satellite based localization, e.g. GPS, is a defacto positioning method; many re-

75
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searches have pointed out its shortcomings such as low availability in the indoors and the

requirement of special hardware [26, 45, 44, 65]. The potential ubiquitous computing ap-

plications can be realized by embedding the sense of location into commodity devices con-

nected through the modern communication networks. There have been several branches of

this research which utilize different radio communication networks for localization such as

FM radio [44], GSM channels [18], and 802.11 access points [26, 2].

Most of these systems strive to estimate the actual location of the mobile device in

terms of geometrical distance. However, as reported in [40], the geometrical de�nition of

location is not suitable or required for many emerging indoor location enhanced applica-

tions. Instead such applications perceive a location as an `area of interest' identi�ed by

everyday names e.g. Gents Garments Section, Food Court or Customer Service Center in

a super market. The `area of interest' which can have arbitrary boundaries serves richer

semantic value and provides a de�ning block of a location system.Such an area is referred

to as Semantically Meaningful Area (SMA). Two main categories of several applications of

such localization scheme are: i) multimedia content adaptation systems, e.g. tour guides,

advertisement and collaborative games, and ii) high level activity recognition for context-

aware ubiquitous computing spaces. Some studies have demonstrated such localization

via beacon identi�cation [26, 40, 60] or using probabilistic modeling [32, 38]. However,

these methods require the prior information such as beacon positions, target locations or

propagation models to train a localization algorithm. Such a localization scheme results

in longer development time. Moreover, multi-�oor environments pose a resembling sig-

nal space phenomena [31] which renders previous approaches ineffective to distinguish

between adjacent �oors.

The main contribution is a new semantically meaningful localization methodology,

referred to as radio Beacon signal measurement and recognition (Beacognition), which

includes two components. First, an interactive, election algorithm which discovers the

best representative beacons for an SMA. This discovery is performed online by present-
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ing the beacon signatures to the algorithm. Second, a new location recognition method

which computes the most probable location of the mobile device based upon an intuitive

model. Beacognition is employed to build a semantically meaningful location system using

IEEE 802.11 standard network beacons in a real multi-�oor environment. In general, this

methodology is equally bene�cial for localization in other wireless networks.

The Beacognition targets a coarse resolution but semantically meaningful location sys-

tem in multi-�oor buildings. The salient features of this methodology are as follows: i) it

provides interactive development scheme to facilitate location system development, ii) no

requirement of any prior knowledge lowers the entry barrier for location system developers,

iii) the location to signal space mappings are discovered while a device is roaming through

the environment.

The intuitive reason behind better localization performance of Beacognition has two as-

pects: i) unlike other approaches of using all detectable beacons as references, the Beacog-

nition discovers only the best-representative beacons and their features via the Election

algorithm. Apparently, using all detected beacons as references may be suf�cient to distin-

guish different locations. However, due to the noise in indoor environments and resembling

signal space problem, this approach faces dif�culty to accurately recognize different loca-

tions, and ii) the Beacognition SMA recognition model measures the signal strength as well

as ranking similarity between the detected beacon set and the reference beacons. Moreover,

the ranking similarity measure gives weight not only to the rank of a detected beacon but

also to the missing beacons. This approach better resolves the confusion between similar

points in signal space representing different points in physical space.

5.2 Beacon Based Localization Primer

The core issue of inferring location information from radio beacons is to discover the asso-

ciation between a signal space and respective physical space. The area where the signal of
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an identi�able beacon can be detected is referred to as Signal Coverage Area (SCA). A de-

vice can infer its location whenever it receives signal from a particular beacon by searching

in a list of SCAs. The boundary of an SCA depends on several factors, e.g. propaga-

tion environment, transmitter power and frequency band. The meaningfulness of an SCA

boundary may often not coincide with the semantic requirements of an indoor location

based service.

Multiple neighboring radio beacons, typical of urban and indoor environments, create

overlapping signal space which can leverage important clues for localization. The over-

lapping signal space exhibits two important complementary facets for inferring location

information.

1. The single beacon Distinguishable Signal Coverage Area (sDSCA) is the area where

signal of multiple beacons can be detected but the signal intensity of a beacon remains

stronger than others. A device can be straightforwardly localized with the location of a

beacon with the strongest strength.

2. The multiple beacon Distinguishable Signal Coverage Area (mDSCA) is created by

overlapping signal space of more than two beacons. It represents more complex boundaries

in the physical space given that the appropriate associations between signal and physical

space are discovered. The localization is performed by comparing the membership similar-

ity between set of detected beacons v with the all mDSCAs in (mList). Then the maximally

similar mDSCA to v represents the location of the device as following.

l = arg max
i∈N

(‖v ∩mListi‖) (5.1)

It is understandable that all locations identi�able by beacons may not be the SMA for a

location enhanced system. Ideally, the semantic needs of a location based application sys-

tem should de�ne the boundaries of an SMA. The formation of best representative beacons

and their related properties is referred to as Semantically Meaningful Area Recognition

Template (smart).



79

In multi-�oor environments, beacon based localization face a resembling signal space

at vertically similar areas on adjacent �oors. This phenomenon is also observed in a cross

�oor signal propagation study for three radio frequencies in a multi-�oor indoor environ-

ment [31]. The authors identify that, in certain situations, signal levels tend to remain

quasi-constant in adjacent �oors. Furthermore, the signal attenuation for a single �oor

separation is often lower than same-�oor signal attenuation. These cross �oor propaga-

tion characteristics implicate the localization task and require special care for discovering

unique associations as well as adequate similarity measures for accurate recognition.

Figure 5.1: Example of SCA, DSCA and gDSCA
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5.3 The Election Algorithm

The algorithm views all detectable beacons in an SMA as contestants of an election, hence

termed the election algorithm. It ranks all contestants based upon the votes they `win' from

different points in an SMA. Once a valid smart is discovered, the less representative bea-

cons are pruned out so that only the winner survives. Two important operating conditions

of this algorithm distinguish it from the conventional localization algorithms: i) the signal

to location mapping is created in real-time while the device is roaming in the target area and

ii) no prior information about beacons, e.g. beacon ID, position or radio map, is available.

5.3.1 A Motivating Analogy

The intuition behind this algorithm derives from an analogy with the political election pro-

cess in the real life where multiple candidates contest for winning the representative of�ces

(smart) of a constituency (SMA). The beacons are analogous to the candidates and the indi-

vidual points in physical space are the voters. The polling results produce a ranking which

re�ects the degree of representativeness, or popularity, of each candidate such that highest

of�ce is awarded to the candidate who wins maximum votes from a sample population in

that constituency, then the next of�ce is given to the next highest winner.

The polling process of Election algorithm differs from conventional ones in the time

of voting and results computation and duplication of votes. In ordinary elections, polling

takes place simultaneously at different locations of a constituency at a given time and the

results are compiled afterwards. This polling method is applicable because all the contes-

tants know their constituencies. However, consider a situation in which candidates do not

know their constituencies but an election must be held. In the same sense, The aim is to

`discover' appropriate beacon representatives for SMAs while ID or position of any beacon

is not known. Owing to the special nature of the task, the algorithm conducts polling se-

quentially and results are compiled on the �y as the voting continues. Allowing duplicate
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votes is another deviation from the normal elections. However, since the main objective is

to facilitate end users to develop location systems, it is not possible for a developer to visit

certain pathway only once. Therefore the algorithm detects the duplicate voting internally

and only unique smart formations are created.

5.3.2 Notations Involved

A brief description of notations is required before the learning dynamics of Election algo-

rithm are explained. It concerns objecti�cation of two concepts i) a radio beacon and ii) a

set of beacons. Every object possesses some properties and provides interfaces to access

those properties. I use A[b] notation to represent each group where A is the group name and

b indexes over group members. Each group provides interfaces to perform some basic op-

erations onto the group. These interfaces are mentioned using �.� after the concerned object

such as; A.Count gives total members of the group, A.Contains(beacon) answers group

membership enquiry and A.Add/A.Remove allows adding/removing beacons to/from a

group.

An individual beacon is represented as B(d,nd,dP,x) possessing four properties. Algo-

rithmic description uses boldface to show value of any of these properties e.g. B(d,nd,dP,x)

gives value of d. The d holds total number of times the beacon is detected since learning

started, nd is number of times a beacon was not detected, dP is the detection persistence

and x is a boolean �ag which indicates the system to remove a beacon from the candidates

set.

Listing 5 shows different sets of beacons as well as related representations of computa-

tions will be explained while discussing the learning dynamics.
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Listing 5 Notations concerning Algorithm [6]
Parameters

mτ : Missing Beacon Tolerance

τ : Limit on Size of a SMART

De�ne Global

C[c]: Collection of beacons appear in latest scan

L[l]: Collection of beacons appeared in last scan

M[j]: Collection of missing beacons

T[k]: Collection of beacons trail

ChangeDetected: A boolean �ag

Sc: Scan count

m: Consistently missing beacons

5.3.3 The Learning Dynamics

The Election algorithm forms conceptual groupings of beacons and continuously performs

simple set operations on these groups in order to �nally discover the gDSCA. Membership

of these groups is bound to change as the moving device keeps on scanning the beacons

from place to place. Algorithm 6 provides an abstract description of operational �ow which

is composed of three main steps.

Scanning Beacons

In the �rst step, at an arbitrary location a the network is scanned to detect the beacons

who claim to be the representatives of that location. Upon each scanning operation, or

polling call, all detected beacons are grouped as latest scan set, C[c], and the previously

scanned beacons are assigned to another group denoted as L[l]. Objective of this grouping

is twofold; i) Detecting change in signal or location space ii) Tracking detection/absence of

an individual beacon. Detecting change in location or signal space is important from sys-
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Algorithm 6 The Election Algorithm
1: De�ne Variables (Listing 5)

2: Scan Beacons and Track Detections

{see procedure 7}
3: while ChangeDetected is 1 do
4: Determine detection/absence persistence

{see procedure 8}
5: if m > 0 then
6: Remove insigni�cant beacons From T

{see procedure 9}
7: if T.Count ≤ τ then
8: SMART ← T

9: end if
10: end if
11: end while
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tem development point of view. Considering the election analogy, for the sake of fairness,

it is necessary that at each location one beacon casts only one vote. Which requires that

equal number of scanning operations should be performed at all locations. However, it is

very unlikely that the human carrier of learning device will keep a consistent speed. The

computations can get biased towards detected beacons in case carrier stays at a location

longer than the other. However, if scanning/voting results are similar at two adjacent loca-

tions then it would not affect the �nal results. Based upon this intricacy, I repose the issue

of fairness by changing the equal vote counting condition to only dissimilar vote counting.

It means that system learns only when there is a change in signal space. This change is im-

portant even if carrier is stationary or mobile at scanning time. It eliminates the consistent

speed constraint from system developer as well as redundant operations. On the other side,

Even though location is changed but there is no change in signal space then no learning

shall take place. Machine perceives changed signal space in three cases when; i) a new

beacon appears in C[c] ii) a beacon is missing in C[c] which was detected in L[l] iii) both (i)

and (ii). The record of respective detected and absent beacons are updated once change in

signal space is found. The system maintains two other groupings as well; 'beacon trace'

T[k] and missing beacons M[j]. The T[k] is the superset which contains all beacons which

get detected since learning started. While M[j] are all the beacons which appeared at some

point but vanished later. Besides updating detection/absence record, system adds newly

detected beacon of case (i) to the T and missing beacons of case (ii) to M . Clearly, no

change in T[k] and M[j] occurs if the signal space remains unchanged.

T[k] ∪ C[c] \ T[k] ⇒ {c : c ∈ C[c]andc 3 T[k]} (5.2)

M[j] ∪ T[k] \ C[c] ⇒ {k : k ∈ T[k]andk 3 C[c]} (5.3)
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Procedure 7 Scan Beacons and Track Detections
1: if L[l] is C[c] then
2: ChangeDetected ← 0

3: Stop

4: else
5: ChangeDetected ← 1

6: end if
7: for cth beacon b in C[c] do
8: b(d++,nd,dP,x)

9: if ¬T.Contains(b) then
10: T.Add(b)

11: end if
12: end for
13: for kth beacon b in T[k] do
14: if ¬C.Contains(b) then
15: b(d,nd++,dP,x)

16: M.Add(b)

17: end if
18: end for
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Detection/Absence Persistence

In case of change in signal space, the learning continues to the second step. The distin-

guishing nature of the election method is to compile the results while voting is taking place

in a continuum. This requires watching the candidates who are always or mostly detected.

This information is captured as detection persistence dP of each individual beacon since

the �rst scan (voting) took place. The dP is a measured as the ratio of detection count and

total number of scans (or voting calls).

dP =
Detectioncount

Totalnumberofscans
(5.4)

The system computes dP for each beacon who is member of T[k] and detection count Sc

denominator is incremented for next round of voting. Notice that if the detection of change

in signal space has subtle impact on dP as well. If device stays at a location for extended

period then temporal absence of a beacon at that location can cause unfair drop in dP which

results in weakening its candidacy for becoming the representative. The temporal absence

of beacons is commonplace phenomenon especially in indoor environments. It can be ob-

served in �gure ??, which shows a snapshot of the real data about detection of beacons in

one of the target �elds. This happening can also cause abrupt removal of a beacon from

candidates set and When a beacon appears again after short absence all its previous reputa-

tion, in terms of dp, is lost. A cushion is provided to overcome this potentially perturbing

situation. The mτ is an externally speci�able parameter which allows the system to tolerate

temporarily missing beacons. Due to this mechanism an absent beacon remains in beacon

trace superset T[k] until it is consistently not detected more than mτ times. Even though

it slowly degrades beacon reputation but prohibits abrupt removal of a legitimate beacon.

Once a beacon is not detected even for extended time, system marks it as removable from

the beacon trace as a natural consequence. Besides marking, all such beacons increment

the removable beacon count m so that further procedures can take place.
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Procedure 8 Computing Detection/Absense Persistence
1: m = 0

2: if changeDetected then
3: for kth beacon b in T[k] do
4: b(d,nd,dP,x) ← b(d,nd,dP,x)/Sc

5: end for
6: Sc ← Sc + 1

7: for jth beacon b in M[j] do
8: if b(d,nd,dP,x) > mτ then
9: b(d,nd,dP,x) ← 1

10: m = m + 1

11: end if
12: end for
13: end if
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Removal consolidation

The �nal goal of �rst two steps was to segregate the overlapping beacons in two sets; i)

The beacon trace T[k] which gives a ranking of all contestants according to their reputation

measured as dP and ii) The missing beacons set M[j] which is a set of beacons who could

not qualify as legitimate candidates. When one or more beacons are perceived as missing

by the system, the removal consolidation ensues for a possible SMART formation in third

step. At this stage Election algorithm enacts four further sub groupings of beacons trace

based upon there detection (as well as absence) persistence reputation; SMART, 'To be

removed' R[i], Immature beacons iM [i], Weak beacons wK[i] and Missing beacons. The

dP divides missing beacons into two subgroups; i) 'To be removed' and ii) Conclusive.

Each of them have opposite role to play. Distribution of these groups with respect to dP is

shown in �gure 5.2.

Cautious creation

The 'to be removed' missing beacon set initiates the removal process so that the represen-

tative of�ces should be assigned to legitimate SMART. However, system takes a cautious

approach to avoid redundant creation of gDSCA where largely similar SMART represent

nearby locations. As a by product, this approach gives another chance for make up to the

temporarily absent beacons. This approach delays SMART creation until members of all

other groups are less than SMART size τ .

(iM.Count + wK.Count + R.count) ≤ τ (5.5)

Immediate creation

System can encounter a situation which calls for urgent creation of SMART. It occurs when

the members of 'conclusive set' who won majority votes (dP > .7) but are not available
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for this location onwards anymore. Therefore it immediately eventuates the creation of a

reliable gDSCA.

Figure 5.2: The Beacon Containers: decomposition of the beacon trace

The discovery of gDSCAs is governed by two parameters i) mτ missing beacon toler-

ance and ii)τ SMART Size limit.

Beacon Removal and Transitive smart

The decomposition of the Tb into beacon containers ensues the removal of missing and

less-representative beacons from the system. At this point, the system observes another

externally speci�ed constraint of maximum smart size denoted as τ :

‖Tb‖ − (‖mB‖+ ‖wB‖+ ‖iB‖) ≤ τ (5.6)

It is observed that, in many cases, fewer beacons represent large gDSCAs and more bea-

cons represent small gDSCAs [2]. This constraint further delays the �nal creation of a

smart giving another chance to the temporarily missing beacons to make up. There are two

other situations when the system creates a transitive smart: i) when a conclusive beacon

is detected to be missing, and ii) the developer intrudes the polling process to explicitly
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Procedure 9 Removal Consolidation
1: R[i]: Collection of 'to be removed' beacons

2: iM[i]: Collection of immature beacons

3: wK[i]: Collection of weak beacons

4: iC: Insigni�cant beacons count

5: for jth beacon b in M[j] do
6: if b(d,nd,dP,x) is 1 then
7: R.Add(b)

8: end if
9: end for

10: for kth beacon b in T[k] do
11: if b(d,nd,dP,x) < .40 ∧ b(d,nd,dP,x) is 1 then
12: iM .Add(b) and iC = iC + 1

13: else if b(d,nd,dP,x) < .70 ∧ b(d,nd,dP,x) > .40 ∧ b(d,nd,dP,x is 1) then
14: wK.Add(b) and iC = iC + 1

15: end if
16: end for
17: smart Formation: Procedure10
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Procedure 10 smart Formation
1: if (T.Count− iC) ≤ τ then
2: for ith beacon b in R[i] do
3: T .Remove(b)

4: end for
5: if (T.Count > τ then
6: if (T.Count− iM.Count) ≥ τ then
7: for ith beacon b in iM [i] do
8: T .Remove(b)

9: end for
10: else
11: Remove only τ − (T.Count− iM.Count)

12: end if
13: if (T.Count− wK.Count) ≥ τ then
14: for ith beacon b in wK [i] do
15: T .Remove(b)

16: end for
17: else
18: Remove only τ − (T.Count− wK.Count)

19: end if
20: end if
21: Form new SMART with the T

22: else
23: Continue

24: end if
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create an SMA. Once the second case happens, system tries to �nd the best representative

beacons and create a corresponding smart immediately. However, this intrusion is treated

as just a suggestion. If there is no corresponding distinguishable signal space, then, the

system ignores this suggestion. Ultimately, the remains of tB are the ones who have won

the election in this SMA. At this point, these beacons are referred to as transitive smartT .

Detection of a Redundant smart

In order to avoid the redundancy, before �nalizing the smartT to be a smart, the system

ensures that a similar set is not already existing. A similar smart could have been formed

previously in two cases.

Case 1. The developer is roaming in the same SMA even after detection of a valid

smart. This case can be detected by measuring the similarity between smart Sa and smartT

Sb using Dice's coef�cient [22] denoted as dC . It measures asymmetric information in

two sets which may contain dissimilar elements. The dC re�ects the weight of common

elements in two smarts, Sa and Sb, as follows:

dC =
2 ||Sa

⋂
Sb||

||Sa||+ ||Sb|| (5.7)

Case 2. The developer has reentered in an SMA which is represented by an already

valid smart. This case requires more careful treatment for the redundancy detection be-

cause only dC can cause smartT to be regarded as redundant due to the similar signal space

on adjacent �oor. The election algorithm measures this similarity as an average of sig-

nal strength con�dence and dC . Measuring the signal strength con�dence is explained in

section 5.4.1.

In either case, if the similarity between Sa and Sb is more than certain threshold, 0.70 in

the experiments, then smartT is considered to be redundant thus ignored. However, since

the device is roaming in the same SMA, the statistical information of common beacons is

updated.
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Creation of smart

After passing the redundancy check, the system creates a smart by associating the �nal set

of beacons and their statistical information with this SMA. The control shifts to scanning

state if developer wants to continue otherwise it stops at this point. The structure and

example members of a smart are shown in table 5.3.3.

Table 5.1: Structure of a smart.
smart

SMA Recognition Template

SMA name MAC SS Mean SS Variance

this SMA 4259 -47 1.3

5659 -53 2.4

9235 -69 1.1

5.4 The Location Recognition Model

The second component of the Beacognition methodology is to recognize the location of a

query beacon signature. The in�uence of the election analogy does not end at the discovery

of smarts and formation of SMAs. The �nal localization decision is again made based upon

a voting strategy. At that time, a device puts forward the detected beacons as location query

v to all representatives, smarts , for �nding its appropriate location. The member beacons

of respective smarts vote their con�dence to represent the query beacon set v. The location

recognition model evaluates the vote of con�dence of each s in all smarts S. Consequently,

the location of querying device is inferred as the SMA of the winner smart w who is most
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con�dant to represent v as follows:

w = arg max
s∈S

f(s, v) (5.8)

where f(s, v) is computed as an average of two components of the recognition model as

discussed next.

5.4.1 Signal Strength Con�dence

Signal strength of a beacon carries important clue for resolving confusion about the cor-

rect location among neighboring SMAs. A simple signal strength similarity measurement

formula is devised to compute the combined impact of all beacons in a smart on the local-

ization within [0,1] range.

svS =
∑n

i=1
1
n

where n = |s|
⇒

[
i|∀ (si = vi) ∈ (s ∩ v) and

(
|vss

i −sµ
i |

sσ
i

)
≤ 2

] (5.9)

It assumes that within an SMA, the spread of signal strengths follows a normal distribution.

By de�nition, a standard normal distribution can explain 95.4% of the variation within 2

standard deviations from the mean. Therefore, if the normalized signal strength falls in the

range [-2,2] then it is considered to be in favor of the smart s.

5.4.2 Ranking Con�dence

The ranking con�dence svR is measured on signal strength based ranking of smart s′ and

query beacon signature v′. The svR measures it in the range of 0, for no con�dence, to 1,

for high con�dence. The ranking similarity measurement needs special treatment because

of two common situations which are ignored in the previous works: i) the s′ and v′ may

contain different beacons, and ii) the number of beacons in both signatures are different.

First the difference between two sets is measured as a fraction of `excitation' and (Ex) and
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`inhibition' (In) of the differences in ranking. Subtracting the total difference from 1 gives

the ranking con�dence as given in equation 5.10.

svR = (1− Ex
In ) (5.10)

Let si and vj denote the individual beacons in s and v where i and j are their respective

ranks. The Ex is calculated as:

Ex =





Ex + |i− j| if si = vj ∈ c

Ex + 1 if vj ∈ d



 (5.11)

where c = s ∩ v and d = s− v. The In is calculated as:

In =





In + (i + j + (k − i)) if si = vj ∈ c

and i = j

In + (i + j) if si = vj ∈ c

In + 1 if vj ∈ d





(5.12)

where k = ‖s‖. The Ex is the summation of all differences in the rank of common beacons

in s and v as well as uncommon beacons. The In sums up the similarities for common

beacons to inhibit the excitement in differences. The occurrence of a beacon at the same

rank in both sets points to high similarity between them for that beacon. This event inhibits

the difference with more weight such as In = In + (i + j + (k − i)). However, the weight

of a missing element adds a constant 1 to both Ex and In, in order to avoid detection of

`0' difference for completely different sets.

5.5 Experimental Environment and Beacon Data Collec-

tion

In order to ensure that the experimental environment re�ects the settings available in com-

mon multi-�oor buildings, Three important steps were taken: i) The used WiFi access
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points belong to a public network `Nespot' deployed by Korea Telecom and the deploy-

ment and position of the beacons is not manipulated to better suit required SMA bound-

aries, and ii) the boundaries of SMA were arbitrarily de�ned independent of the access

point deployments, and iii) Multiple data sets were collected on different day in order to

evaluate the affect of the temporal variability in signal space which can cause biased lo-

cation estimation performance. Extensive experiments have been conducted in a �ve �oor

campus building which contains multiple departments as well as associated labs and class

rooms. Table 5.2 lists the SMAs de�ned in �ve �oors of engineering building and 802.11

access points deployed in respective �oors.

Actual devices used were hp iPAQ PDA model h4150 device running Pocket PC Em-

bedded 2003 version of Microsoft Windows. The PDA has in built 802.11 network inter-

face card. The WiFi signal collection system was implemented using C# in .Net to acquire

data for training and test evaluations of the system. Since signal space can exhibit different

properties at different times due to the indoor environmental factors. In order to evaluate

the effect of time on localization capability, the training and test data collection spanned

over one month at different days and times of the day. Besides time difference, the effect of

the size of the training data was also evaluated by employing different sizes of the training

set. Table 5.3 shows a listing of training data sets which were used for training the system

as well as other systems given in [60], [45] and [38]. For the sake of demonstrating short

development time, the training beacons were collected while a volunteer was walking on a

normal speed in the SMAs. For the largest training set, Trg4, the average time spent in each

SMA was less than two minutes while the device was scanning the beacons every second.

For the test data collection, total 15 hours were spent in all SMAs (on average 45 minutes

per SMA) and collected 20,000 beacon signatures. All methods were �rst trained on each

training set and tested on the extended test data set.
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5.6 Experimental Results

The Election algorithm performance is evaluated in a real indoor environment. The signal

coverage of WiFi beacons varies from place to place between as low as 2 to as high as 16

beacons. For the sake of clarity only one scheme is presented here where 4 Semantically

Meaningful Areas were de�ned as the areas or interest.

5.6.1 The Affect of Missing Beacon Tolerance

Results show that gDSCA formation depends on the missing beacon tolerance and SMART

size. In order to characterize the variance of performance, the gDSCA formation results

are presented with variation of these two parameters. Figure 5.3 bar graphs show num-

ber of gDSCA changes with respect to mτ and τ . It is interesting to note that increasing

the tolerance parameter results in lesser number of gDSCA discoveries. From system de-

velopment stand point zero tolerance can identify numerous gDSCAs in signal space but

machine requires lot of human attention at the same time. Moreover, lesser mτ values in-

crease the risk of redundant SMART s being created. The redundancy not only increases

the memory and computational requirements, it adversely affect the recognition ability of

the algorithm.

The recognition rate of Election algorithm is shown in �gure 5.6.1 bar graphs for dif-

ferent values of mτ and τ . The SMA recognition error is measured as ratio of incorrect

assignments to the total number of training or test vectors. The recognition error generally

reduces for middle order options of mτ and τ . Nevertheless for the extreme values the

error aggravates.
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Figure 5.3: The gDSCA Formations

5.6.2 Comparative Evaluations in a Multi-�oor Environment

The localization performance is evaluated in two respects. Firstly, the SMA recognition

is measured as: i) 'Correct SMA' is the ratio of correct estimates in total test signatures.

ii) '1 SMA off' is the ratio of estimates which deviate from actual SMA not more than

1 neighboring SMA in total test signatures. Secondly, �oor recognition-ability of each

method is computed as ratio of `Correct Floor', `1 Floor Off', `2 Floors Off' deviations of

estimates from the actual �oor.

NearMe

The NearMe system provides a list of neighboring devices by comparing the beacon signa-

ture of querying device with the signatures received from all other devices connected to the

system. It proposes a general heuristic for computing the physical distance of two devices

from their signatures. An elaborate description of this method can be found in [45].

In order to evaluate the SMA and Floor recognition ability of NearMe system following

test setting was created. Suppose that jth test signature T Si
j , collected in ith SMA Si, repre-
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Figure 5.4: Affect of variations in Missing Beacon Tolerance mτ and SMART size
τ (x-axis) on SMA Recognition-rate (y-axis) of SMART . The z-axis show aggregated
error for both training and test beacon vectors.
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sents the device which wants to enquire for neighboring devices. Similarly, the signatures

in the kth training beacon set Trgk are collected from devices which are located all over the

building including the Si nearby T Si
j . Let n denote the number of training signatures which

were collected from Si. For �nding the nearby devices, guided by the NearMe heuristic,

the distance of each test signature T Si
j with all the beacon signatures in Trgk is computed.

Since the exact number of neighboring devices is known to be n. Therefore nearest n dis-

tances should be the devices which are within the proximity of query device. If the NearMe

system quali�es m remote devices to the neighborhood of T Si
j then the localization error

eSi is computed as eSi = 1
N

∑N
j=1

mj

n
where N is the total number of test signatures. The

SMA recognition and Floor recognition results of NearMe system are shown in Figures

5.8 and 5.9 respectively. The SMA recognition-ability is similar across different experi-

ments. The Floor recognition results show that it can successfully localize within 2 �oors.

However the exact �oor recognition rate remains lower than 60% on average.

SkyLoc

SkyLoc system employs GSM beacons to identify the �oor of a mobile device in a multi-

�oor building [60]. It employs the k-nearest neighbors algorithm for �oor identi�cation.

The collection of GSM signatures were not possible due to the unavailability of speci�c

hardware and GSM infrastructure. Therefore, all experiments were conducted using only

the 802.11 network beacons and the SkyLoc system was implemented to evaluate its per-

formance in such environments. Detailed results for each �oor are given in Figure 5.10

and overall localization performance is shown in Figures 5.5. The main reason behind

performance degradation of SkyLoc is an essential incapability of Euclidean distance in

signatures to represent the physical distance. Incidently, if majority of the beacons in t and

v are different but a minority, or just one beacon, is similar then the distance can be mini-

mal. The possibility that a non-representative beacons may exhibit similar signal strength
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at different �oors makes this distance almost zero. Thus majority of physically distant

locations fall in k nearest neighbors of signal space. This effect is referred to as overshad-

owing of non-representative beacon over representative beacons. Due to the same reasons

the SMA recognition performance is degraded. Individual SMA recognition results are not

presented here due to space constraints.

Rice

A topological location model based localization scheme is presented in [38], here referred

to as `Rice`. It divides the target environment into cells akin to the SMAs. Like typical

radio map based location systems, it requires a priori information about the signal space

to capture the signal strength variations at different cells of the target environment. A

succinct description of their method can be found in [38]. This system is implemented for

the target environment with same data preparation and modeling speci�cations. The only

difference is the number of beacons used for training the system whereas `Rice` requires

higher density network for claimed localization. However, they have shown that lowering

the density of beacons shall reduce the localization accuracy. The implementation results

con�rm this as shown in Figures 5.11 and 5.12 respectively.

Beacognition

The performance of Beacognition is evaluated using the same data sets as used for the

other systems. Even though it is a real-time discovery method, that is, it does not require

a priori availability of training signatures, for the sake of comparisons the target device

is fed with the same training and test data sets. In [2], an initial version of the election

algorithm is presented, here referred to as 2-D smart, for single �oor scenarios. It was

demonstrated that the 2-D smart could achieve 87% accuracy in a two dimensional physical

space. However in a multi-�oor scenario its performance suffers from the resembling signal
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space problem as with the other systems. The enhanced version of Beacognition for multi-

�oor localization is referred to as 3-D smart. Two types of experiments were conducted to

evaluate the performance of the 3-D smart with the 2-D smart as well. For both types, the

values of τ and mτ parameters were chosen as 5 and 3 respectively. Figures 5.13 and 5.14

show performance of the 3-D smart.

Due to the enhanced election algorithm and similarity measurement model, the 3-

D smart signi�cantly outperforms other methods. The average correct �oor recognition

performance over all experiments is 89%. Whereas the SMA recognition is 83% for cor-

rect SMA and 86% for 1 SMA Off. Overall performance of all methods is summarized

in Figure 5.5. The requirement of minimum SMA and Floor recognition rates largely

depends on target applications. However, for coarse resolution based applications the ex-

pected base line 83% SMA recognition rate is very practical while the location information

also contains the semantic meanings. In order to sustain sporadic inaccurate estimates, a

general heuristic can be applied which utilizes: i) averaging the response of multiple loca-

tion queries, and ii) the last known location and build a graph model to estimate next most

probable location given the location estimate.
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Figure 5.5: Overall Recognition Results: averaged over all training data sets
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In order to evaluate the effect of training data size of localization performance a series

of experiments were conducted with varying data amounts. For each experiment a portion

of the training data sets Trgi was used one by one. Figure 5.6 shows the SMA recognition

performance of 3-D smart with respect to different training sets and samples sizes. The

'Correct SMA Training' is the ratio of correct estimates against total training signatures.

It re�ects that how successfully Election algorithm can create SMAs from training data.

The Floor recognition results are shown in Figure 5.7. It is noted that both SMA and Floor

recognition performance improves upon increasing the training samples. However, as can

be observed from Trg4 experiments, increasing the training signatures beyond 50 does not

have signi�cant effect on the performance. It suggests that a device needs to roam in an

SMA for less than one minute while scanning beacons every second.

Another straightforward merit of the proposed methodology is that it requires minimal

storage for storing its knowledge about location to signal space mapping. Once the win-

ner beacons are discovered, all it needs to store for an SMA S is those best representative

beacons along with their popularity information. In the experiments the size of the �le con-

taining all smarts remains less than 9 kB. Contrarily, the other systems require all training

signatures collected from S to be stored. Later at the recognition time the computational

requirements of the proposed method are also signi�cantly lower than other systems. Each

test signature, location query, is compared only with the smarts whereas other methods

compare it with all training signatures.

Even though the experiments were conducted using only IEEE 802.11 WLAN access

points, the underlying radio infrastructure does not matter as long as the joint coverage

area of the beacons is suf�cient enough for the target applications. Beacognition can be

applied to other commonly available radio signals (e.g RFID, Bluetooth, GSM, CDMA)

for indoor localization very easily. However, the short range beacons such as RFID shall

require denser deployments on large scale.
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Figure 5.6: Different training data size. The legend of Trg1 applies to all graphs.

5.7 Summary

This chapter offers a new methodology for indoor semantically meaningful localization us-

ing IEEE 802.11 network beacons. It aims at two objectives: i) short development time by

providing an real-time discovery algorithm which requires no prior knowledge about signal

and physical space, and ii) it involves end users in the system development by providing an

interactive development scheme. Both objectives serve the purpose of rapid development

of indoor location systems in a multi-�oor environment. The comparative results show that
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Figure 5.7: Different training data size. The legend of Trg1 applies to all graphs.

Beacognition achieves signi�cantly better performance, both in terms of SMA recognition

as well as Floor recognition. The smarts require minimal storage which makes it suitable

for stand alone, privacy observant location systems. In this case a device can localize itself

by passively scanning the environment without even being connected to the network. How-

ever, a centralized location system is feasible as well by placing all smarts on a location

server while mobile devices place their location queries in terms of detected beacon signa-

tures. Despite signi�cantly better performance of Beacognition, it inherits a limitation of

the beacon-based localization systems which is the requirement of fairly dense deployment
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of radio beacons. In case of a sparse deployment the boundaries of the target SMAs may

not exactly correspond to the needs of target applications.
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Figure 5.8: NearMe SMA Recognition Results
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Figure 5.9: NearMe Floor Recognition Results
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Figure 5.10: SkyLoc Floor Recognition Results



108

1 2 3 4 5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fl
oo

r R
ec

og
ni

tio
n 

R
at

e

Floors

 2 Floors Off
 1 Floor Off
 Correct Floor

Trg1

1 2 3 4 5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fl
oo

r R
ec

og
ni

tio
n 

R
at

e

Floors

 2 Floors Off
 1 Floor Off
 Correct Floor

Trg2

1 2 3 4 5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fl
oo

r R
ec

og
ni

tio
n 

R
at

e

Floors

 2 Floors Off
 1 Floor Off
 Correct Floor

Trg3

1 2 3 4 5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fl
oo

r R
ec

og
ni

tio
n 

R
at

e
Floors

 2 Floors Off
 1 Floor Off
 Correct Floor

Trg4

Figure 5.11: Floor Recognition Results of Rice
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Figure 5.12: SMA Recognition Results of Rice
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Figure 5.13: 3-D smart Floor Recognition Results
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Figure 5.14: 3-D smart SMA Recognition Results
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Table 5.2: Experimental Physical Space and 802.11 Beacons.
Floor SMAs Beacon MAC(Last four Digits)

1 Comp Physics Labs 8135

1 Photo-Electronics Labs 5139

1 Institute of Natural Sci 5035

1 Natural Sci Lec Rooms 5883

2 Robotics Labs 9235

2 Biomed Lecture Rooms 7199, 9207

2 App Biomedical Engg

2 Admin Of�ces 8203

3 Comp Engg Labs 7195

3 Radio Engg Labs 9239

3 Imp/Img Res Labs 2243

3 Faculty Of�ces 5823

4 Stdt Unions Of�ces

4 Radio Engg Rooms 5551

4 Bio-Medical Labs

4 Lecture Rooms 5535, 5543

5 Laser Engineering Labs 5659

5 Communication Labs 6079

5 Astrophysics Labs

5 Micro/Ultrasonic Labs 5559
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Table 5.3: Training beacon data speci�cation
Data Set Scans/sec per SMA File Size(kB)

Trg1 40 51

Trg2 50 62

Trg3 50 67

Trg4 100 201



Chapter 6

Conclusions and Future Work

Received Signal Strength based location systems are poised to enable indoor positioning

systems due to their economic viability. Intrinsically, signal strength based location estima-

tion is a pattern classi�cation problem. Large scale realization of these systems face with

the visibility issue which introduces null values in the radio map feature space resulting

in sparsity and redundancy. A modular classi�cation model is presented to overcome the

visibility problem by incorporating the prior knowledge about signal visibility into design

of the classi�cation system. This is achieved by partitioning high-dimensional and sparse

radio map feature space into low-dimensional but compact subspaces. Two location sys-

tems were developed for different sites in order to con�rm the applicability and robustness

of modular approach in real life environments. It is demonstrated through development of

location systems in two real life environments that signal visibility based decomposition of

radio map enables development of location systems in arbitrarily large target sites.

Although the modular classi�cation approach provides high accuracy and shorter train-

ing time still it requires both creation of radio map as well as visibility matrix of signal

sources. ConSelFAM classi�er design is inspired by modular classi�cation but the only

prior information it requires for learning is visibility matrix. It incorporate this prior in-
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formation about visibility as classi�cation context. A rapid development of classi�cation

systems can be realized driven by online, incremental,self-scaling and context-aware learn-

ing properties of ConSelFAM. Extensibility and expansibility are realized by introducing

Self-scaling subsystem in Fuzzy Art and Context Field subsystem in Fuzzy ArtMap.

The Beacognition achieves signi�cantly better performance, both in terms of SMA

recognition as well as Floor recognition. The smarts require minimal storage which makes

it suitable for stand alone, privacy observant location systems. In this case a device can

localize itself by passively scanning the environment without even being connected to the

network. However, a centralized location system is feasible as well by placing all smarts

on a location server while mobile devices place their location queries in terms of detected

beacon signatures.

There are four major future works that can be pursued. Firstly, a baseline location

determination system can be enhanced to provide object tracking and activity recognition

for smart environments. This would require investigation of existing and development

of new �ltering techniques and ef�cient methods to create location models. Secondly,

the accuracy and reliability of location estimates can be enhanced by incorporating hybrid

signal spaces such as WiFi, Blue tooth and GSM/CDMA cell towers. Thirdly, incorporation

of the Ababil middleware for pursuing the application oriented research. A very demanding

area is to develop novel location based applications for assisting business management

processes and daily living tasks to the elderly people. Fourthly, since the hosting devices

of the indoor location based applications are resource constrained, ef�cient methods for

rendering guiding maps and directions is an important future work. An XML based active

space markup language is proposed in [10] which can be enhanced to achieve this goal.
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