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Abstract

Activity recognition is becoming an important research area, and finding its way to many appli-
cation domains ranging from daily life services to industrial zones. The majority of research has
focused on recognizing some particular simple activities like sitting down, standing up, bending,
walking in a realtime or near realtime manner. In some applications, the recognition of those
simple activities is not enough. For example, in lifestyle monitoring systems, it is more important
and more interesting to detect longer activity routines, which may comprise of several simple ac-
tivities, like working at an office, having lunch, having dinner, hygiene. Also in such a system,
the realtime capability may not be a must-have feature because the sensory data can be processed
once a day or even once a week. The focus of this dissertation is to develop a system for long-term
activity data analysis.

In any activity recognition system, sensing hardware and inference engine are the two most
important components. For sensing devices, accelerometers are preferred because they are low-
cost, low-power consumption, and wearable. These characteristics enable long-term logging of
daily living activity data. The inference engine can be divided into three main components: sig-
nal processing and feature extraction, feature selection, and classification. This work utilizes the
several existing algorithms to extract features in the first component, and contributes two novel
algorithms for selecting appropriate features and classifying sequential data in the last two steps.

In the area of feature selection research, there has been a great number of proposed algorithms
belonging to three main approaches: filter, embedded, and wrapper. The first two approaches re-
quire a particular classifier to be repeatedly trained and evaluated. Therefore, they are suitable only
for systems with short-duration input and short training time. Wrapper approach is classifier in-
dependent and has a low computation cost, which is a very important consideration for long-input
systems. Hence, one of the focuses in this thesis is to develop a wrapper-based feature selection
method. The proposed method utilizes the mutual information measurement and overcomes the
well-known limitation of the existing work in this field (the relevancy-redundancy unbalance).

i



Regarding the classification step, various algorithms are available such as: k-nearest neighbors
(kNN), artificial neural network (ANN), support vector machine (SVM), hidden markov model
(HMM), conditional random fields (CRF). Among them only CRF is suitable for observable se-
quential data, which is actually the input of our long-term activity classification system. How-
ever, the existing implementations of CRF suffer from two limitations: the ability to model skip-
transitions (also known as long-range relationship), and high training computation cost. There-
fore, in this work, a novel semi-Markov conditional random fields model (semiCRF) is proposed
to overcome the first limitation, and a smart-caching training algorithm is introduced to lessen the
training cost.

The experimental results show that the proposed algorithms achieve better performance in
comparison with the existing one regarding classification accuracy as well as execution time.

Thesis Supervisor: Sungyoung Lee
Title: Professor
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Chapter 1

Introduction

At first, this chapter provides an overview of the human activity recognition research including the

goal, and the potential applications of the research in this area. Then, different existing approaches

are discussed to figure out the advantages as well as disadvantages of each particular method.

Based on the discussion, motivations behind the approach proposed in this dissertation are clearly

explained. The organization of this dissertation is presented at the end of this chapter.

1.1 Overview

The goal of activity recognition is to recognize the actions and goals of users from a series of

sensory data collected by different kinds of sensors. Since the 1980s, this research area has gained

the attention of the computer science community because of its potential in providing personal-

ized support for many different applications and its applications in different fields of study such

as medicine, human-computer interaction, or sociology.

Many different applications have been studied by researchers in activity recognition. Life

style monitoring is a good application area for activity recognition systems [12], [97]. Because

the modern life style tends to involve in more sedentary jobs, while there are growing evidences

showing the relationship between common health problems such as diabetes, cardiovascular, os-

1



CHAPTER 1. INTRODUCTION 2

teoporosis and the level of physical activity [62]. Therefore, the activity monitoring system helps

to assess and then alter the life style, this in turn could result in health benefits and reducing the

health care costs, which are reportedly increasing in recent years [18], [60], [61].

Besides the life style monitoring applications, activity recognition has been considered to be a

potential factor in improving convenience as well as productivity at work places; for example, in

smart hospitals [27], [95], in aircraft maintenance [51], or in a workshop [56]. Also, such activ-

ity recognition systems can be used to predict abnormal behaviors such as falling down [68] for

emergency response in health-care systems. Because of the large application potential, activity

recognition has been gaining increasingly interest from research community [48] as well as enter-

prises [14], [67].

There have been different approaches to activity recognition. Those approaches can be cat-

egorized by two important criteria: sensing technology and operation mode. From a sensing

point of view, the three most popular sensing mechanisms used for activity recognition systems

are video cameras, object-attached sensors, and wearable sensors. Each sensing method has its

own advantages and disadvantages as illustrated in Figure 1.1. The following paragraphs provide

more detail about each approach.

Video-based activity recognition systems: These systems [13], [83], [112] utilize cameras

for recording the user videos, then the video data is processed to recognize the actual activity. This

approach is easy to be applied for the indoor environments, where the camera is installed at fixed

positions. Therefore, it is really suitable for applications like surveillance, or in-home entertain-

ment. In such systems, the video-based approach is a better choice than the others because the

camera can provide more comprehensive information about the user activities. In addition, the use

of video-based systems is more convenient than that of the wearable sensors based systems be-
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cause it does not require the user to wear any device. However, camera-based systems are not able

to detect on-the-way activities like driving, walking on the street, etc because of the difficulties in

camera deployment and the complexity in dealing with changes in scene such as light condition,

background picture. In addition, privacy concern can also be considered as another weak point the

video-based activity recognition.

Object-attached sensor based activity recognition systems: In this approach, sensors are at-

tached on daily living objects such as cups, chopsticks, teeth brushes. The sensors record whether

the object is used by the user when performing some activity or not. Then the recognition system

decides the activity based on the list of objects, to which the user interacted. This method has

proven its potential especially for smart-home environment [72], [86], [100], [107]. Although this

approach has the advantages of user-freedom and privacy, it also shares the same limitation with

the video-based method, which is the inability to handle on-the-way activities. Furthermore, the

systems using object-attached sensors also face with the difficulties of separating the monitored

user from other people living in the same space.

Wearable sensor based activity recognition systems: In these activity recognition systems

[8], [56], [81] the sensors are worn on the user’s body during the normal daily life to continuously

record the activity data. Because this approach requires users to wear sensing devices on their

body, it is clearly not as comfortable as the others. However, the wearable sensor based approach

is better than the others regarding its capability of recoding data for both indoor as well as outdoor

environments during a long period of time. In addition, because the sensors are directly attached

on the monitored user’s body, the wearable sensor based systems are not affected by the interaction

of multiple users. Among different kinds of wearable sensors, accelerometer is commonly used

because of its low cost, low power consumption and its strong capability in recording both static

and dynamic user state.
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Figure 1.1: Different sensing mechanisms in existing activity recognition systems
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From operation point of view, an activity recognition system can be real-time (online) or non

real-time (offline) depending on how the input sequence is handled inside the system. Figure 1.2

summarizes the characteristics of those systems.

 

Activity

Recognition 

Real-time 

Systems 
Non Real-time 
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Frames are processed 

independently from each other 
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Not able to take advantages of 
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Fast and real!time operation

A sequence of frames is 

processed at a time to take 

advantages of the relationship 

among activities and the duration 

of activities

Avoid fragmented recognition 

result 

Not able to operate real!time

Figure 1.2: Different operation modes in existing activity recognition systems

Real-time activity recognition (online): In these systems [8], [11], [27], [68], [94], the long

input signal is divided into short frames and then these frames are processed independently. It

means that the classifier is activated to classify every frame, and those frames are recognized

separately from each other. Because of that the real-time systems are not able to make use of

the relationship among activities and the duration of activities to eliminate fragmented incorrect

result.
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Non real-time activity recognition (offline, long-term): In these systems, the long input

signal is also divided into short frames. However, the whole sequence of frames is processed at a

time. Therefore, instead of processing each frame independently, the classifier takes into account

the characteristic of the whole sequence such as the transition probability from one activity to an-

other, and the duration of activities to avoid fragmented incorrect results. Hence, the recognition

accuracy and smoothness of the result can be improved [98], [107].
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Figure 1.3: The proposed activity recognition system
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1.2 Motivation

From the above analysis, it can be seen that long-term activity recognition plays an important role

in the whole activity recognition area, especially for the applications which prefer high accuracy

to fast response time such as daily living activity monitoring [3], or calorie consumption monitor-

ing [101]. Although real-time approach can still be used in long-term activity recognition systems

through the sliding windows mechanism, it is not able to take the advantages of the long frame se-

quences to eliminate fragmented incorrect results by using the transition and duration information.

Therefore, our motivation of this work is to propose a method for long-term activity recognition

that overcomes the limitations of the existing work in two important areas: feature selection, and

classification. The proposed algorithms help to select good features from the input data, and take

the advantages of long-term sequential data (the transitions among activities and the duration of

activities) to improve the accuracy. Figure 1.3 illustrates the proposed system’s block diagram.

1.3 Problem Statement

There has been a great number of proposed algorithms belonging to three main approaches: wrap-

per, embedded, and filter. The first two approaches are classifier-dependent and have high com-

putational cost. Therefore, they are suitable only for systems with short-duration input and short

training time. Filter approach is classifier-independent and has a low computational cost, which

is a very important consideration for long-input systems. However, the existing filter based fea-

ture selection methods face with the problem of imbalance between the feature’s classification

power (relevancy) and feature’s redundancy. Such an imbalance may cause the selection algo-

rithm biased toward one particular kind of feature (the algorithm tends to favor strongly relevant

or weakly redundant features). As a result, the accuracy may be affected negatively because of the

inappropriate features. Therefore, a feature selection method that takes the advantages of the filter

approach while overcomes the imbalance problem is one of the main focus of this dissertation.
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The classification algorithm plays an indispensable role in the whole system. There are quite

many algorithms for pattern recognition such as k-Nearest-Neighbor (kNN), artificial neural net-

work (ANN), support vector machine (SVM), hidden Markov model (HMM), topic model (TM),

etc. Those algorithms can be used to recognize activities from a long sequence of input data

through the sliding window mechanism [8], [40], [81]. However, one obvious limitation is that,

they process frames of data independently in both training and inferring phase. Because of that,

they are not aware of some natural characteristics of activities, for example, a long activity can

occupy several successive frames or the current activity may affect the appearance probability of

the following activity. Considering those characteristics clearly helps eliminating the incorrect

decisions, hence results in improving the recognition accuracy. Although there are existing works

dealing with the problem of modeling sequential activity data [98], [107], they are still limited by

the Markov assumption which prevents the classifier from modeling the long-range relationships

and the duration of activities. That is the reason why it is a strong motivation of this dissertation

to develop an algorithm for long-term activity recognition. The proposed algorithm is expected

to improve the accuracy by taking into account the activity duration as well as the long-range

transition from one activity to another.

1.4 Contributions

As mentioned above, this work focuses on proposing solutions to solve the two important issues:

feature selection and classification algorithm for long-term activity recognition.

The feature selection method proposed in this work is derived from filter approach to take the

advantages of the low calculation cost, and the classifier-independence; it also exploits a normal-

ization mechanism to guarantee that the feature’s classification power and the feature’s redundancy

are comparable to each other. Therefore, it is able to overcome the limitations of the existing work

in the area of feature selection: classifier dependence, high computational cost, biased selection
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because of the imbalance between the feature’s classification power and the feature’s redundancy.

Hence, the recognition accuracy is improved, this improvement is supported by comprehensive

experimental results.

For classification algorithm, the proposed method in this dissertation is based on the condi-

tional random fields (CRF) model, a very well-known method for sequential data modeling. How-

ever, the existing CRF implementations are limited in modeling ”skip-transition” and ”duration”,

they also have a very high computational complexity preventing them from being utilized in large-

scale applications. In this work, a novel implementation of the CRF model, called semi-Markov

CRF, is proposed together with a novel fast computing method to solve both the above-mentioned

problems of the existing work.

1.5 Thesis Organization

The dissertation is organized as follows. The chapter organization is also presented in Figure 1.4.

• Chapter 1 Introduction. In this chapter a brief introduction to the activity recognition

research area is presented. The definition, importance, and existing approaches are clearly

addressed. After that the dissertation focuses and contributions are also made clear.

• Chapter 2 Related Work. This chapter first shows the state of the art of the activity recog-

nition research. Then a comprehensive survey of the existing work relating to the recogni-

tion process (including the three main algorithms feature extraction, feature selection and

classification) is presented. The limitations of existing work in the feature selection and

sequential data modeling areas are also clearly addressed, because these are the focuses of

this dissertation.

• Chapter 3 Signal Processing and Feature Selection. All the details of the sliding win-

dows, feature extraction and feature selection modules are described in this chapter. At the
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end of this chapter, the proposed feature selection algorithm is validated individually using

different datasets and classifiers.

• Chapter 4 Classification. This chapter first explains the detail of the classification module

including the quantization and Semi-CRF algorithms for modeling sequential data. After

that experiments are conducted to validate the proposed Semi-CRF model individually as

well as together with the proposed feature selection in an integrated system. Finally, compu-

tational cost of the proposed Semi-CRF algorithm is analyzed to highlight the contribution

of this work in reducing the complexity of the Semi-CRF.

• Chapter 5 Conclusion and future work. In this chapter a conclusion is given. Besides,

some limitations of the work are also pointed out with potential solutions, which may need

further research effort to be completed.
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Chapter 2

Related Works

This chapter first presents the state of the art of the general activity recognition research from

the application and the sensor type points of view. After that the existing methods relating to

the implementation of an activity recognition system are presented. Regarding the methodology,

feature extraction, feature selection, and classification are among the most important components

in any activity recognition system. Therefore, typical research works that relate to the development

of each particular component are analyzed. However, stronger emphasis is given to the last two

modules because they are the main focuses of this dissertation.

2.1 Applications of Activity Recognition

In the following paragraphs, existing activity recognition systems are summarized from the ap-

plication point of view to highlight the typical application domains of the activity recognition

including healthcare and assited living, industrial area, entertainment.

Healthcare and Assisted Living: The modern life style tends to involve in more sedentary

jobs, while there are growing evidences showing the relationship between common health prob-

12
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lems such as diabetes, cardiovascular, osteoporosis and the level of physical activity [62]. In ad-

dition, the increasing elderly population also poses challenges to the existing healthcare systems.

Therefore, activity recognition is expected to address these challenges, for instance by automati-

cally giving recommendations encouraging more active lifestyle, or helping elderly people to live

more safely and independently.

Lifestyle monitoring and recommendation systems utilize the user activity information pro-

vided by the recognition engine to promote a more active and healthy lifestyle, or to actively

support elderly people performing their daily activities. [3] uses ActiReg (PreMed AS, Oslo, Nor-

way), a multi-sensor wearable device, to monitor the energy expenditure of children through the

level of walking and running that they perform in their daily life. Based on the result of the energy

consumption analysis, it is possible to recommend a suitable nutrition plan to avoid disease like

obesity. [74] supports mentally disabled people in public transportation (tell the user where to get

off and which bus to take) by utilizing user’s location information. [2] encourages a more active

lifestyle by combining the user activity recognized by a multi-sensor engine with the user location

and the transportation information. The system can suggest the user to take a walk to the next bus

stop instead of waiting at the current stop if it detects that the time is enough for the user to do that.

Another type of healthcare related system aims to detect potentially dangerous situations in

a person’s life to response urgently and automatically (for example calling to family members

or doctors). [43] utilizes three-axis accelerometers to measure subject kinematics and detect the

occurrence of falls. With a similar goal, [68] analyzes the characteristics of postural transition such

as the time of sit-to-stand, the time of stand-to-sit transitions and their duration through the use of

on-body gyroscope sensors to detect falling. [54] uses physiological sensors to detect arrhythmia,

the system is connected with a call center and location service center to support the patient if his

vital body signs indicate imminent health threats.
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Industrial Applications: In the industrial area, activity recognition systems can support work-

ers in performing their task efficiently. [56] uses a wearable device consisting of accelerometers

and audio sensors to recognize the worker’s activities in assembling tasks. The system is able to

follow the progress thus can provide some necessary relevant information for the worker during

his working section. The authors of [51] also investigate the use of on-body sensors to support

workers in aircraft maintenance. In these scenarios, activity recognition systems are used to con-

veniently provide hands-free access to necessary information like manual, guideline or training

documentations. Another typical work in this area published in [96], the system records activity

data using wearable and environmental sensors for recognizing the worker activities in car manu-

factory. Based on the recognized activities, the system provides the workers upcoming assembly

steps or warns the workers of the improper operations.

Entertainment and Games: [7] describes a wearable sensor based activity recognition sys-

tem for performing interactive dancing. [116] uses portable, wireless motion-sensing clamp that

can be attached to everyday objects to turn them into game controllers for playing video games.

Recently, the application of activity recognition in entertainment and gaming is not only reported

by research work but also widely available as commercial products such as Nintedo’s Wii (Nin-

tendo, 2006), Kinect (Microsoft, 2010).

The above paragraphs address the application of activity recognition systems in some typi-

cal domains. There are also many other potential application such as smart hospital [27], [95],

advertising [84], military [66].

2.2 Sensors Used in Activity Recognition

There is a wide range of available sensors for activity recognition. As pointed out in section 1.1,

those sensors can be categorized into video sensor, object-attached sensor, and wearable sensor.
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Even in the category of wearable sensor based system, there exist different solutions utilizing a

number of different sensor types.

There are a number of sensors providing environmental attributes such as temperature, humid-

ity, audio level, etc.. Various activity recognition systems utilize audio, light, or humidity sensors

to extract activity information such as [58], and [73]. However, it should be noted that those envi-

ronmental sensors may not be comprehensive enough for activity recognition. Therefore, they are

often compensated by other sensors such as accelerometer, gyroscope, etc..

Accelerometers are among the most widely used sensors for recognizing ambulatory activi-

ties (for instance walking, running, lying, etc.) because of the low cost, low power consumption,

easy deployment. Using accelerometers, some papers report quite high recognition accuracies:

85% [8], 90% [37], [81]. There are also a number of works analyzing the effect of different

accelerometer’s configurations in the classification accuracy. For example, [58] studies the rela-

tionship between the recognition accuracy and the accelerometer’s sampling rate. Interestingly,

the work points out that increasing the sampling rate over 20 Hz does not give much significant

increase in the accuracy. In addition, the acceleration amplitude of ±2g is sufficient for ambu-

latory activity recognition. [38] is another work investigating in the effect of the accelerometer

position on the accuracy. In that work, trousers pocket is pointed out to be one of the best positions.

GPS (Global Positioning System) is another commonly used sensor. Current mobile phones

are equipped with GPS receiver making this sensor convenient for recognizing transportation ac-

tivities. The GPS is perhaps not enough for recognizing some activities but it may provide helpful

information to support the recognition process [82]. For example if the user location is a park, the

possible activity can be walking but hardly can be teeth brushing. [2] combines GPS with other

wearable sensors to recognize if the user is standing at a bus stop and then recommends the user
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to take a walk if there is enough time for him to arrive at the next stop.

Physiological sensors which provide vital signs data such as heart rate, skin resistance, etc.

have also been utilized in several works. Some typical works are [54] that uses physiological

sensors to detect arrhythmia, and [87] showing that vital signs can be exploited to improve the

recognition accuracy when it is combined with accelerometers.

2.3 Activity Recognition Methodology

In any activity recognition system, feature extraction, feature selection, and classification algo-

rithm are the most important components. Therefore, in the following sections, a summary of the

related work to each component is presented.

2.3.1 Feature Extraction

Over the past decades, there have been a great number of researchers investigating in the problem

of feature extraction for activity recognition using wearable accelerometer and gyroscope [94].

A range of different approaches has been proposed to deriving some features from a frequency

analysis [8], [73], [76], [78], and others on the time domain [1], [24], [25], [59]. In addition,

wavelet-based methods have been also used to compute the so-called time-frequency features

[88], [89], [111].

Regarding the frequency domain approach, in [8], one of the most-cited work in the area

of wearable sennsor based activity recognition, the authors use fast Fourier transform (FFT) to

compute the mean, energy, entropy and correlation of the acceleration. With that feature set, the

system’s accuracy is around 85% when classifying 10 activities performed by 20 subjects. Using

exactly the same feature set, the author of [81] is able to classify 8 activities of 2 subjects with

an accuracy higher than 90%. Other reports from [94] also indicate that extracting features on the
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frequency domain is a good approach.

Arguing for time domain features, the authors of [59] are based on the low computational

complexity and the fact that the frequency features may not well represent non-periodical signals.

[94] shows that simple features extracted directly from time varying signal such as mean, standard

deviation, cross-correlation, are strong enough to classify activities with a reasonable average

accuracy (higher than 85%). Moreover, recently some more complicated features, for example

autoregressive coefficients, are utilized and the authors report very promising results [38], [45].

Another approach is to utilize both time and frequency features by using wavelet transform

methods. However, while the authors of [37] present very high accuracies (higher than 90% when

classifying 3 activities: walking up-stair, wlaking down-stair, and normal walking on a flat plain),

[94] points out that time and frequency features outperform wavelet features with the classification

of 8 activities (walking, up-stair, down-stair, jogging, running, hopping with the left leg, hopping

with the right leg, jumping).

It can be seen that there is actually not any single feature set for all the activity recognition

systems. That is the reason why a robust feature selection method can be a good solution to select

the best features from different categories.

2.3.2 Feature Selection

Feature selection is a technique for selecting a subset of relevant features, which contain informa-

tion to help classifying one class from the others, from a large number of extracted features.

In pattern recognition [10], [102], the identification of the most discriminative features is an

important step [19], since it is common to have a large number of features, including relevant as
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well as irrelevant features, at the beginning of the pattern recognition process [28], [36]. Feeding

a large set of features into a recognition model not only increases the computation burden but also

causes the problem, commonly known as the curse of dimensionality [39]. Therefore, removing

irrelevant features speeds up the learning process and alleviates the effect of the curse of dimen-

sionality.

As pointed out in section 2.3.1, a range of feature extraction techniques are available in activity

recognition, and which technique provides the best quality features is still a matter of controversy.

Therefore, a mechanism for selecting good features from a combination set of features extracted

by well-known techniques is a smart approach to take the advantages of different feature extrac-

tion methods. In [73], the authors selected features based on the visualization of the activity data.

However, visually selection only works with features having high classification power. Never-

theless, there often some features, which have no classification power individually but are really

helpful in a combination. The visualization method is not able to figure out this case, thus results

in a bad selection.

So far, there is a great number of methods in the automatic feature selection research area.

Those methods can be categorized into three main directions namely wrapper, embedded and

filter. Wrapper [92], [113] approaches make use of the classification accuracy to evaluate the

usefulness of features at each step. This approach can be used for real-time activity recognition

systems dealing with short-length input frames. For example, the authors of [63], [71], [99], [117]

already successfully applied the wrapper feature selection in a real-time accelerometer-based ac-

tivity recognition system. However, in long-term activity recognition, the computational com-

plexity is often directly proportional to the length of the data sequence; therefore repeatedly train-

ing/evaluating the system is impractical.
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Embedded methods [16], [104], [115] also utilize a particular classifier to evaluate the strength

of features. However, the selection process is embedded in the training phase of the classifier (of-

ten by using L1 regularizer); thus it overcomes the speed limitation of the wrapper methods. [17],

[57], [104] are typical works applying the embedded feature selection method for activity recogni-

tion. Nevertheless, because the selection happens in the training phase, this approach can only be

used if the feature vectors are directly input to the classifiers. Furthermore, embedding feature se-

lection into the classifier training may increase the complicatedness of the classification algorithm.

Filter algorithms [9], [23], [75] utilize simple measurements such as correlation, mutual infor-

mation to estimate the goodness of features. As a result, filter methods are classifier-independent

and effective regarding computational cost. That is the reason why filter approach is often applied

in many classification systems. In the area of activity recognition, several filter methods including

RELIEF-F [46], CFS [36], Information Gain [79], MIFS [9], and mRMR [75], are evaluated in

[5], [6], [15], [17], [47], [55], and [117]. From the conclusions of these work, mRMR is pointed

out to be the most accurate feature selection method in these activity recognition systems. Since

the filter approach has low computational cost and is classifier-independent, it is really suitable

for the long-term activity recognition. Therefore, we would like to derive our feature selection

method from this approach.

For the filter based methods, the two most popular criteria used to evaluate the goodness of

features are correlation [36] and mutual information [75]. In [36], a typical work and one of the

most cited work in correlation-based feature selection, a subset of features (S) is selected so that

the below potential measurement is maximized

PS =
krcf√

k + k(k − 1)rff
, (2.1)

where S is a subset of k features, rcf is the mean feature-class correlation (f ∈ S), and rff is the
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average feature-feature inter-correlation. The correlation in equation (2.1) is computed by

rxy =
E [(x− µx)(y − µy)]

σxσy
, (2.2)

where µx, µy, σx, and σy are the mean and standard deviation values of x and y, respectively. How-

ever, it is well known that the correlation is not able to describe non-linear relationships among

variables as depicted in Figure 2.1. Furthermore, the computation of equation (2.2) requires that

all the features must be numerical variables, it is another weakness of the correlation-based feature

selection method.

The information-based method utilizes a simple measurement, hence it also has the advantage

of low computation cost. In addition, the mutual information is capable of capturing the non-linear

relationship (as illustrated in Figure 2.1), and is suitable for both numerical and categorical data.

In the recent work [23], [75] mutual information criteria is preferred to the correlation one.

In mutual information based feature selection methods, mutual information is used to quantita-

tively analyze the relationship between any two features or between a feature and a class variable.

The following definition of the mutual information has been used as the basis of recent existing

work [9], [23], [75]

I(X;Y ) =

∫
ΩY

∫
ΩX

p(x, y)log2

(
p(x, y)

p(x)p(y)

)
dxdy, (2.3)

where ΩX and ΩY are the sample spaces of X and Y , p(x), p(y), and p(x, y) are the proba-

bility density functions of X , Y , and (X,Y ), respectively. In the case of discrete variables, the

integration notation is replaced by the summation notation as

I(X;Y ) =
∑
y∈ΩY

∑
x∈ΩX

p(x, y)log2

(
p(x, y)

p(x)p(y)

)
. (2.4)

Equation (2.4) computes the mutual information based on probability distributions of discrete

variables, hence we can apply that to both numerical as well as categorical data. An example of
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Figure 2.1: Different types of the relationship between two random variables (X and Y). The left

figure shows a linear relationship captured by high values of both the correlation (Corr) and the

mutual information (MI). The middle figure shows a non-linear relationship which is still well

described by the high MI value, but Corr fails to reflect this relationship. The right figure shows

two unrelated variables, hence both Corr and MI produce very low values
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Figure 2.2: Mutual information of categorical variables. The left table contains ten objects which

have two categorical attributes A1 and A2. The right table shows the joint and marginal probabil-

ities

computing the mutual information of categorical data is given in Figure 2.2. Additionally, Figure

2.1 demonstrates that non-linear relationships can be well described by the mutual information.

In [9], Battiti proposed to use bivariate mutual information functions including feature-feature

mutual information I(Xi;Xj) and class-feature mutual information I(C;Xi) to estimate the fea-

ture’s goodness. The selection criterion aimed at maximizing the class-feature mutual information

(CFMI) and minimizing the feature-feature mutual information (FFMI). Since the CFMI repre-

sents the discrimination ability of a feature (relevance), while the FFMI contains information

about the redundancy or the similarity among features, the Battiti’s method serves as a starting

point for the later max-relevance and min-redundancy approaches [75].

Battiti’s feature selection algorithm (MIFS) selects a feature (Xi) at each step so that the

following feature potential measurement is maximized

f(Xi) = I(C;Xi)− β
∑

Xs∈Si−1

I(Xs;Xi), (2.5)
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where function f measures the goodness of a feature, Si−1 is the set of selected features in the

previous i− 1 steps, Xi is any non-selected feature, and β is a manually tuned parameter used to

make the left and the right terms in the subtraction comparable.

In [49], the author analyzed the disadvantages of Battiti’s criterion and then proposed an im-

proved one, the MIFS-U, represented by

f(Xi) = I(C;Xi)− β
∑

Xs∈Si−1

I(C;Xs)

H(Xs)
I(Xs;Xi). (2.6)

Despite the improvement made by the later work, both of the above methods require a parameter

(β) to be estimated manually. If β is too large, the right term dominates, so both algorithms tend to

select features based on minimum redundancy. In contrast, if β is too small, the algorithms favor

maximum-relevance features. Unfortunately, there is no way to optimize the value of β.

The authors of [75] presented a parameter-free feature selection algorithm, called max-relevance

and min-redundancy (mRMR), maximizing the below function

f(Xi) = I(C;Xi)−
1

|Si−1|
∑

Xs∈Si−1

I(Xs;Xi). (2.7)

The basic idea of the above-mentioned work is similar to the one introduced by Battiti. How-

ever, Peng and his colleges provided a solid theoretical background of the method and eliminated

the manually tuned parameter by averaging the feature-feature mutual information in the right

term of the subtraction in (2.5). Although, mRMR does not always produce better results than do

MIFS and MIFS-U [23], it eliminates the difficulty of parameter selection while producing results

comparable to those of MIFS and MIFS-U.



CHAPTER 2. RELATED WORKS 24

Recently, the authors of [23] pointed out the drawback of mRMR, which was still the unbal-

ance between the two terms of the subtraction. It is pointed out in [23] that

I(C;Xi) = H(C)−H(C|Xi) ≤ H(C) = −
∑
c∈ΩC

p(c)log2(p(c)), (2.8)

where ΩC is the sample space of the class variable C. Based on Jensen’s inequality, it is clear that

I(C;Xi) ≤ log2

∑
c∈ΩC

p(c)
1

p(c)

 = log2(|ΩC |). (2.9)

Therefore, in a two-class recognition problem (|ΩC | = 2), I(C;Xi) is bounded in the range [0,1].

Similar proof leads to the following inequality

1

|Si−1|
∑

Xs∈Si−1

I(Xs;Xi) ≤ log2(|ΩX |), (2.10)

where ΩX is the sample space of the features. Since |ΩX | can have any arbitrary large value, the

right term of the subtraction in (2.7) greatly varies and can dominate the left term (bounded in

[0,1]). In such a case, the algorithm is biased toward the less redundant features.

Based on the above observation, Pablo et al introduced so-called normalized mutual informa-

tion [23]. The authors showed that the mutual information between two random variables should

be divided by the minimum value of the entropies in order to produce a normalized value in the

range [0,1]. Then they presented a selection strategy (NMIFS) using the following feature quality

estimation

f(Xi) = I(C;Xi)−
1

|Si−1|
∑

Xs∈Si−1

I(Xs;Xi)

min(H(Xs), H(Xi))
. (2.11)

It can be seen from (2.11) that NMIFS achieves a good balance between relevance and redun-

dancy in two-class recognition systems, wherein both terms of the subtraction are within the range

[0, 1]. Problems may occur when the number of classes increases [108]. In that case, the left-side

mutual information breaks the upper bound and may dominate the right term. Hence, NMIFS may
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suffer from the same limitation as that in MIFS and MIFS-U when β is too small. Furthermore,

because NMIFS assigns different normalizing weights to the features, it may select unexpected

features. For example, if Xi and Xj are two features with the same relevance; Xi, however, is less

random than Xj or 1
H(Xi)

> 1
H(Xj)

. In such a case, Xj may have a smaller weight in the right

term of (2.11), making the overall potential f(Xj) bigger than that of Xi; as a result, the method

biases toward the noisier feature.

To summarize the common problem of the existing works [9], [23], [49], [75] in mutual infor-

mation based feature selection, we reformulate the problem as the following: given a dataset with

N featuresX1, X2, ..., XN , and a set of i−1 selected indexes (Si−1 = {s1, s2, ..., si−1}), the next

feature (Xsi)is selected so that the redundancy

(
RD(Xsi) =

∑
s∈Si−1

I(Xs;Xsi)

)
is minimized

and the relevance (RL(Xsi) = I(C;Xsi)) is maximized. However, because the two problems

may not have a common solution, we would like to find a scale factor (β) so that a feature Xsi

maximizing RL(Xsi) − β × RD(Xsi) is a feasible solution for the minimization as well as the

maximization. The existing solutions are summarized below

• MIFS and MIFS-U: β is manually selected by experiments,

• mRMR: β = 1
|Si−1| ,

• NMIFS: β(Xs;Xsi) = 1
|Si−1| ×

1
min(H(Xs),H(Xsi ))

.

Although a significant improvement has been made [23], there are still some limitations of the

existing works pointed out in the above analysis. Hence, one of main focuses of this work is to

propose a novel feature selection method to overcome those limitations.

2.3.3 Classification Method

So far, many algorithms have been proposed for activity recognition. K-Nearest neighbors (KNN),

artificial neural network (ANN), decision tree (DT), support vector machine (SVM) and some
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other kinds of classification methods were evaluated in [81]. These classification algorithms can

deal with vector data only (each training instance must be represented in the form of a vector or

a point in a multi-dimensional space). Therefore, to detect activities from a long stream of data,

sliding windows are used. However, because each window is processed independently from the

others, there may be some cases in which incorrect results appear between two correct results (for

example, the result sequence can be: eating, running, eating). This fragmentation can be overcome

if the relationship and duration of activities are taken into account.

To make use of the sequential structure of activities, Hidden Markov Model (HMM) was used

in [98]. Recently, Conditional Random Fields model (CRF) was introduced as a much better

approach compared to HMM in sequential data modeling [50], [90], [91], [110]. Thus, some re-

searchers have successfully applied CRF to activity recognition [52], [104], [107]. The authors of

[107] also pointed out that offline classification (the whole input sequence is processed at a time

instead of processing each individual frames), produces higher accuracy than that of the online

recognition.

However, a limitation of both the conventional HMM and the first-order CRF is the Markovian

property, which assumes that the current state depends only on the previous state. Because of this

assumption, the labels of two adjacent states must be supposed to occur successively in the obser-

vation sequence. Unfortunately, the presumption is not always satisfied in reality. For example, in

the activity recognition problem, two expected activities (activities that we want to recognize) are

often separated by irrelevant activities (activities that we do not intend to detect). This problem

is called the long-range relationship modeling. Furthermore, constant self-transition probabilities

cause the distribution of state’s duration to be geometric [80] which is inappropriate to the real

activity duration model. This is the so-called duration modeling problem
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In [85], Sarawagi and Cohen have shown that Semi-Markov conditional random fields model

(Semi-CRF) is capable using an explicit duration model. It is, however, still not able to solve the

long-range relationship problem. In the following paragraphs, a brief introduction of the Semi-

CRF is presented to make its limitations clear.

Since the conventional CRF is limited to the Markovian assumption that the label yt at time t

depends only on the previous label yt−1, it is not able to capture the duration distribution as well

as the interdependency of segments (a segment is a sequence of consecutive states with the same

label) [80]. Therefore, Semi-Markov model is proposed to handle these issues. In [85], Sarawagi

and Cohen describe a method for learning and inferring with Semi-CRF. The authors include in

each state a label, a beginning time and an ending time. Thus, a new state is defined as

si = (y, b, e) i = 1, 2, ..., P, (2.12)

where P is the length of the sequence S = s1...sP , which is constructed from input labels

Y = (y1, y2, ..., yT ). y, b, and e are label, beginning time, and ending time of the state si,

respectively. For example, if we have a sequence of activities Y=(eating, eating, cleaning, clean-

ing, cleaning, unknown, sleeping, sleeping) then S={(eating,1,2), (cleaning,3,5), (unknown,6,6),

(sleeping,7,8)}. The beginning and ending time must satisfy the following constraints.

si.b ≤ si.e i = 1, 2, ..., P, (2.13)

si.e+ 1 = si+1.b i = 1, 2, ..., P − 1, (2.14)

s1.b = 1, (2.15)

sP .e = T. (2.16)

Now, instead of computing the likelihood of Y given X, the likelihood of S given X is estimated

by

P (S|X) =

P∏
i=1

Ψ(si−1, si, X)

ZX
, (2.17)
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ZX =
∑
S′

P ′∏
i=1

Ψ(s′i−1, s
′
i, X), (2.18)

where Ψ(si−1, si, X) encodes the potential of the transition from si−1 to si. In the following

equations, Ψ(si−1, si, X) can be rewritten in an alternative form Ψ(si−1.y, si.y,X, si.b, si.e).

For example, with the sequence S above, Ψ(s1, s2, X) may also be written as Ψ(1, 2, X, 3, 5).

The Ψ function is defined in the below form

Ψ(si−1, si, X) = eW
TF (si−1,si,X), (2.19)

where

W = [w1, w2, ..., wN ]T , (2.20)

is a column vector of model parameters,

F (si−1, si, X) =


f1(si−1, si, X)

f2(si−1, si, X)

...

fN (si−1, si, X)

 , (2.21)

is a column vector of feature functions. In equations (2.17) and (2.18), the product of potential

functions Ψ over all transitions of a sequence can be considered as the potential of the sequence.

Thus, (2.17) is equal to

P (S|X) =
Pol(S)∑

S′
Pol(S′)

, (2.22)

where

Pol(S) =
P∏
i=1

Ψ(si−1, si, X) (2.23)

is the potential of the sequence S = s1, s2, ..., sP . The forward algorithm and parameter estima-

tion are implemented based on the following equations [85]

α(t, y) =

D∑
d=1

∑
y′

α(t− d, y′)Ψ(y′, y,X, t− d, t) t = 1, 2, ..., T, (2.24)
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ZX =
∑
y

α(T, y), (2.25)

dZX
dwk

=
∑
y

ηk(T, y), (2.26)

ηk(t, y) =
D∑
d=1

∑
y′


 ηk(t− d, y′)+

α(t− d, y′)fk(y′, y,X, t− d, t)


×Ψ(y′, y,X, t− d, t)

 , (2.27)

for t = 1, 2, ..., T and k = 1, 2, ..., N . Where N is the number of model’s parameters, D is the

maximum duration of a label.

Based on equations from (2.17) to (2.27), the derivative of log likelihood of S given X is

calculated as

d

dwk
log(P (S|X)) =

P∑
i=1

fk(si−1, si, X)−

∑
y
ηk(T, y)∑

y
α(T, y)

. (2.28)

From (2.24) and (2.27), it is clear that the Semi-CRF model increases the computation com-

plexity of forward and backward algorithms by D times from O(TM2) to O(TM2D), where

T,M,D are the length of the input sequence, the number of possible label values, and the max-

imum duration length, respectively. If we have N parameters to be optimized, the computation

load is O(NTM2D). Truyen et al. [103] introduced a more complicated model, called Hierar-

chical Semi-Markov Conditional Random Fields (HSCRF) and demonstrated that HSCRF could

be converted to Semi-CRF as a special case. Nevertheless, their conversion did not show any im-

provement in the complexity required for the optimization of the model’s parameters. In [70], the

authors proposed a method to decrease the computational cost of Semi-CRF. They, however, uti-

lized a Bayes filter to eliminate some sequences from the computation. The approach, therefore,

did not keep the originality of the problem. Furthermore, because of the constraints (2.13-2.16)

the model proposed by Sarawagi and Cohen is still not able to model the long-range dependency.
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Therefore, another focus of this work is to overcome the above limitations of the existing work

by introducing our novel Semi-CRF to model both the duration and the long-range relationship of

activities. Additionally, a fast training algorithm is developed making the proposed model suitable

for large scale activity recognition applications.



Chapter 3

Signal Processing and Feature Selection

This chapter provides the step-by-step detail of the signal processing and feature selection modules

in the proposed activity recognition system illustrated in Figure 3.1. In the first section, techniques

for processing the input data and extracting features are presented. In the second section, the

proposed feature selection method is described. The next section validates the proposed feature

selection algorithm using different datasets and classifiers to prove that the proposed algorithm

selects better feature set than do the existing one.

3.1 Signal Processing

The first block in the system is used for processing the input acceleration signals. Because the

input signals are long sequences of temporal data, the system first divides these long sequences

into shorter frames by using sliding windows as illustrated in Figure 3.2. Then from each frame

data (one example is presented in Figure 3.2), the features are extracted.

In this work, some commonly used feature extraction techniques from the existing work are

utilized including:

31
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Figure 3.1: Block diagram of the signal processing and feature selection modules (not shaded

area)

• Time domain features [11], [41], [59], [94].

• Frequency domain features [8], [42], [77], [81], [94].

• LPC (Linear Predictive Coding) features [38], [65].

Time domain features: assume that for an accelerometer sensor, a frame data consists of three

signals corresponding to the three acceleration axes X = {x1, x2, ..., xL}, Y = {y1, y2, ..., yL},

and Z = {z1, z2, ..., zL}, where L is the length of the window. The widely used time features are

calculated as below.
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Figure 3.2: Using sliding windows to make data frames

Mean values:

µX =
1

L

L∑
i=1

xi, (3.1)

µY =
1

L

L∑
i=1

yi, (3.2)

µZ =
1

L

L∑
i=1

zi. (3.3)

Standard deviation values:

σX =

√√√√ 1

L

L∑
i=1

(xi − µx)2, (3.4)

σY =

√√√√ 1

L

L∑
i=1

(yi − µy)2, (3.5)
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σZ =

√√√√ 1

L

L∑
i=1

(zi − µz)2. (3.6)

Correlation values:

ρXY =

1
L

L∑
i=1

(xi − µX)(yi − µY )

σXσY
, (3.7)

ρY Z =

1
L

L∑
i=1

(yi − µY )(zi − µZ)

σY σZ
, (3.8)

ρZX =

1
L

L∑
i=1

(zi − µZ)(xi − µX)

σZσX
. (3.9)

The time domain feature set is constructed by combining the above values with the day time of

the frame (dt); thus the final set is {µX , µY , µZ , σX , σY , σZ , ρXY , ρY Z , ρZX , dt}.

Frequency domain features: to compute the frequency domain features, a frame signal (for

example X = {x1, x2, ..., xL}) is transformed into the frequency domain by using the discrete

Fourier transform (DFT) as below

Xk =

∣∣∣∣∣
L∑
n=1

xne
−i2πk n

L

∣∣∣∣∣ , k = 1, 2, ..., L, (3.10)

after that some commonly used features are calculated in the following equations:

Spectral energy:

EX =
1

L

L∑
k=1

Xk. (3.11)

Spectral Coefficients:

CXk =

kL
M∑

n=
(k−1)L+1

M

Xk, k = 1, 2, ...,M, (3.12)

where M = 6 is the number of frequency bands [42].
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Similarly, we can compute the frequency features for other axes (Y and Z). Finally the fre-

quency domain feature set is
{
EX , EY , EZ , C

X
1 ...C

X
M , C

Y
1 ...C

Y
M , C

Z
1 ...C

Z
M

}
.

LPC (Linear Predictive Coding) features: The LPC features of a given signalX = {x1, x2, ..., xL}

is computed based on the autoregressive model (AR) of the signal as presented below

x̃n =
P∑
p=1

aXp xn−p, n = 1, 2, ..., L, (3.13)

where x̃n is the linear prediction of sample value xn based on the previous samples, P is the

order of the model, and aXp , p = 1, 2, ..., P are the prediction coefficients. The prediction error is

calculated by

eX =

√√√√ 1

L

L∑
n=1

(xn − x̃n)2, (3.14)

the prediction coefficients and error are calculated for all acceleration axes. Therefore, the final

LPC features include
{
aX1 , a

X
2 , ..., a

X
P , eX , a

Y
1 , a

Y
2 , ..., a

Y
P , eY , a

Z
1 , a

Z
2 , ..., a

Z
P , eZ

}
.

In the training phase of the system, all the training sequences are divided into shorter frames

by sliding windows, and then the above features are extracted. For one frame, those features are

combined to form a vector denoted by {f1, f2, ..., fN}, where N is the total number of features.

After that a data matrix is constructed by adding the feature vectors, prefixed by the corresponding

frame’s activity label, row-by-row. Figure 3.3 illustrates an example of a data matrix with M

frames and N features.

3.2 Feature Selection

As pointed out in the discussion in chapter 2, even though Pablo et al proposed NMIFS to over-

come the limitations of the previous methods including MIFS, MIFS-U and mRMR, there are still
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situations in which NMIFS may cause unexpected feature selections. Therefore, in this section,

the focus is to resolve the limitations of NMIFS addressed in section 2.3.2.
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Figure 3.3: Example of a data matrix

To avoid the imbalance between the feature’s relevancy and redundancy, it is necessary to

normalize them to a same value range using their upper bounds. Therefore, we first consider the

upper bound of the mutual information of any two variables in the following paragraphs.

Assume that a data matrix F (M − by −N) is the output of the feature extraction phase as il-

lustrated in Figure 3.3. Consider any two feature variables Fi and Fj , the joint mutual information
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of Fi and Fj is computed using equation (2.4). It is already proven that [23]

I(Fi;Fj) ≤ min (H(Fi), H(Fj)) , (3.15)

where H(Fi), and H(Fj) are the entropy of variables Fi and Fj , respectively; the entropy is

computed by

H(Fi) = −
∑
f∈ΩF

p(f)log2(p(f)), (3.16)

where ΩF is the state space of feature variables.

We further develop the above upper bound by applying Jensen’s inequality [44] to the defini-

tion of the entropy as below

H(Fi) ≤ log2

∑
f∈ΩF

p(f)
1

p(f)

 , (3.17)

H(Fi) ≤ log2 (|ΩF |) . (3.18)

From (3.15) and (3.18), the proposed upper bound of the mutual information is

I(Fi;Fj) ≤ log2(|ΩF |). (3.19)

In the proposed method, all the features are quantized using the same number of levels (Q),

which is decided so that the expected quantization error is achieved. The quantization algorithm is

depicted in Algorithm 1. As can be seen, the number of quantization levels is gradually increased

until the quantization error is smaller than a predefined small constant ξ, the expected quantization

error. In the experiments, ξ = 0.01 is selected because smaller values did not make any improve-

ment regarding the accuracy but created extra computation burden. Obviously, log2(|ΩF | = Q)

is an upper bound of the mutual information I(Fi, Fj) and does not depend on Fi or Fj (hence,

log2(|ΩF |) is a feature-independent upper bound).



CHAPTER 3. SIGNAL PROCESSING AND FEATURE SELECTION 38

Algorithm 1: Feature Quantization algorithm
Input : N - Total number of features

F (M − by −N) - Data matrix

ξ - The quantization error

Output: Q - Number of quantization levels

F (M − by −N) - Quantized data

Quantization
Q = 2

Done = False

while Done = False do
MaxError = −INFINITE

for n = 1 to N do
Upper = max(Fn)

Lower = min(Fn)

Step = (Upper − Lower)/Q

Partition = [Lower : Step : Upper]

CodeBook = [Lower − Step, Lower : Step : Upper]

[Fn, QError] = Quantiz(Fn, Partition, CodeBook)

if Qerror > MaxError then
MaxError = QError

if MaxError < ξ then
Done = True

Break
Q = Q+ 1
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Algorithm 2: Mutual Information-based Feature Selection Using Greedy Forward Search-

ing
Input : M - Total number of data samples

N - Total number of features

K - Number of features to be selected

F (M − by −N) - Data matrix

C(M − by − 1) - Class labels

Output: Sk - The selected feature index, where k = 1, 2, ...,K

Forward
S = ∅

//Normalize and quantize features

F = Normalize(F )

F = Quantiz(F )

//Start selecting features

for k = 1 to K do
BestScore = −INFINTE

for i = 1 to N and i /∈ S do
g = 0

count = 0

for s ∈ S do
count = count+ 1

g = g +NI(F s;F i)

g = NI(C;F i)− g/count

if g > BestScore then
BestScore = g

BestIndex = i

S = S
⋃
BestIndex
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To eliminate the problem of unequal normalizing weights, the proposed algorithm makes use

of the feature-independent upper bound in (3.19) to normalize the mutual information instead of

using (3.15) as in [23]. Therefore, the proposed normalized feature-feature mutual information is

calculated by

NI(Fi;Fj) =
I(Fi;Fj)

log2(|ΩF |)
. (3.20)

Clearly, the proposed feature-feature mutual information is always within the range [0,1].

Therefore, to achieve a balance between the relevance and the redundancy, we propose to divide

the class-feature mutual information by log2|ΩC | to make it also in the same value range. Hence,

the proposed class-feature mutual information is now defined as

NI(C;Fi) =
I(C;Fi)

log2 (|ΩC |)
. (3.21)

Using the normalized mutual information functions defined in (3.20) and (3.21), our feature

selection method measures the goodness of a feature (Fi) at selection step j as

g(Fi) = NI(C;Fi)−
1

|Sj−1|
∑

s∈Sj−1

NI(Fs;Fi), (3.22)

where Sj−1 is the set of selected feature indices after step j − 1. The feature searching process

is done by using the greedy forward algorithm presented in Algorithm 2. Suppose that SK is the

final set of K selected features, the output of the feature selection is a new data matrix of the size

M − by −K: F = F (1 : M,SK).

3.3 Validation of the Proposed Feature Selection Method

Because the proposed feature selection is dataset-independent and classifier-independent, it can be

validated with different kind of datasets and classifiers. Therefore, in this section we borrow some

commonly used classifiers: k-Nearest-Neighbors (kNN), Support Vector Machine (SVM), and

Linear Discriminant Analysis (LDA) to conduct classification experiments with several datasets

from UCI repository [4]. The experimental results show that the proposed selection algorithm is
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able to overcome the limitations of the existing works addressed in Chapter 2; thus it produces

higher accuracies.

Table 3.1 provides brief information about these datasets. To ensure objective and accurate

comparison results and to avoid data-specific statements, datasets of different class number, sam-

ple number, and feature type are selected as depicted in Table 3.2.

Regarding classification methods, three common methods including k-Nearest-Neighbor (kNN,

k=3), Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) are used; these

methods are implemented in the MatlabArsenal toolbox [114] with WEKA [29], [35] integrated.

The accuracy is measured using the ten-fold cross validation rule.

Tables 3.3-3.8 summarize the classification rates of the three classifiers with the 12 datasets.

Each sub-table contains the number of features in the first column and the recognition accuracies

in columns 2 to 5, which correspond to the four feature potential measurements: the proposed

method (f1), mRMR (f2), NMIFS (f3), and f4 (NMIFS with normalized relevancy). Besides the

average accuracy, the significance of the difference between the proposed method and the others is

also measured by using paired t-tests [31]. Those t-values are put on the right side of each accuracy.

Although the tables are convenient for highlighting differences in detail, they are limited in

representing the overall trend. Therefore, more general view of the results is displayed in Figures

3.6, 3.7, and 3.8. In the following paragraphs, the results are analyzed to show that the proposed

method achieves better result compared to the others.
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Table 3.1: Descriptions of the UCI datasets used in the feature selection experiments

Dataset Description

1 Arrhythmia [32] This dataset contains ECG recordings of people with and without

the presence of cardiac arrhythmia.

2 Hill Valley [4] Each record represents 100 points on a two-dimensional graph.

When plotted in order as the Y co-ordinate, the points create ei-

ther a Hill or a Valley.

3 Image Segmenta-

tion [4]

The instances were drawn randomly from a database of 7 out-

door images. The images were manually segmented to create a

classification for every pixel.

4 Ionosphere [93] This dataset is used for the classification of radar returns from the

ionosphere.

5 Isolet [26], [21],

[22]

This dataset contains data of spoken words (name of letters).

6 Libras Movement

[20]

This dataset contains 15 classes of 24 instances each. Each class

references to a hand movement in Brazilian signal language.

7 Madelon [33], [34] An artificial dataset, which was part of the NIPS 2003 feature

selection challenge.

8 Multiple Features

[106], [105]

This dataset consists of features of handwritten numerals (0-9).

9 Landsat Satellite

[4]

Multi-spectral values of pixels in 3x3 neighbourhoods in a satel-

lite image, and the classification associated with the central pixel

in each neighbourhood.

10 (Connectionist

Bench) Sonar [30]

This targets at discriminating between sonar signals bounced off

a metal cylinder and those bounced off a roughly cylindrical rock.

11 Spambase [4] This dataset contains the feature vectors of spam and non-spam

emails.

12 Breast Cancer (Di-

agnostic) [64]

This dataset stores features computed from digitized images and

is used for breast cancer diagnosis.
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Table 3.2: Properties of the UCI datasets used in the feature selection experiments

Dataset # Class # Samples # Features Type of features

1 Arrhythmia [32] 16 452 279 Continuous, Discrete

2 Hill Valley [4] 2 1212 100 Continuous

3 Image Segmentation [4] 7 2310 18 Continuous

4 Ionosphere [93] 2 351 33 Continuous, Discrete

5 Isolet [26], [21], [22] 26 7797 617 Continuous

6 Libras Movement [20] 15 360 90 Continuous

7 Madelon [33], [34] 2 2600 500 Continuous

8 Multiple Features [106], [105] 10 2000 649 Continuous, Discrete

9 Landsat Satellite [4] 6 6435 36 Discrete

10 (Connectionist Bench) Sonar [30] 2 208 60 Continuous

11 Spambase [4] 2 4601 57 Continuous, Discrete

12 Breast Cancer (Diagnostic) [64] 2 569 31 Continuous

Arrhythmia dataset: It can be seen that f1 produces the highest accuracy, which is averagely

about 26% higher than that of f2, and the difference increases as the number of features increases.

f4 shows a slightly better result than f3 (about 3− 5% higher, especially when combined with an

LDA classifier); it, however, is still worse than f1, which has the highest results in 15 out of 18

tests with the Arrhythmia dataset.

Hill Valley dataset: This dataset sees almost the same accuracies in all four selection methods.

With kNN and LDA classifiers, f2 and f1, respectively, produce higher results than do the other

methods although the disparity is often not greater than 2%. As can be seen, t-values are rarely

higher than 2.26 (or p− value < 0.05). It means that the accuracy differences are not statistically

significant.
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Image Segmentation dataset: Although the four results approach to each other as the feature

number goes up, f2 and f3 are often the lowest accurate methods with high t-values (high signifi-

cant differences). On average, f4 is slightly better than f1 (about 1.3% higher accuracies).

Ionosphere dataset: While the four feature selection methods do not create any significant

differences when combined with kNN and SVM classifiers (almost all t-values are much smaller

than 2.26). f3 and f4 have about 3% lower average accuracies than those yielded by f1 and f2 in

case of using LDA recognition model.

Isolet dataset: With this dataset, f3 often produces the worst results, this significant weakness

is also supported by the very high t-values. f1 is a little better than f4 when the number of fea-

tures is greater than 5. f1 and f2 are almost similar with only about 0.6% average distance in the

accuracy

Libras Movement dataset:It is obvious that f3’s accuracies are often significantly lower than

those of the others (lower accuracies, high t-values). The differences among f1, f2, and f4 are

insignificant since almost all the t-values are much smaller than 2.26.

Madelon dataset: No significant disparity is presented with LDA recognition model; however,

when combined with kNN and SVM, f1 proves to be the superior measurement, with about 5%

higher accuracies than those of the others.

Multiple features dataset: f1 and f2 are a slightly better than the other two methods if the

number of features is less than 10. However, with 10 to 15 features, f3 and f4 are better than

f1 and f2. The four methods approach to similar results when the number of features keeps

increasing.
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Landsat Satellite and Breast Cancer datasets: Similar results are observed in these datasets

regardless of the classifier or the feature selection method. There is no dominant measurement

among the four, and the difference of classification rates (between any two selection criterions) is

approximately 1− 2%

Sonar dataset: There is no superior among the four methods when the LDA classifier is used.

However, while f1, f3, and f4 maintain similar accuracies with kNN and SVM, f2 loses its com-

petitiveness and obviously becomes the weakest method (about 10% lower recognition rates in

almost all the kNN tests).

Spambase dataset: when kNN and LDA classifiers are used, the average accuracies are simi-

lar; however, f3 and f4 are significantly better than f1 because they have small standard deviations

leading to high t-values as can be seen in Table 3.3, 3.4, 3.7 and 3.8. Although, f2’s accuracies are

clearly lower than those of f1 when they are used with SVM, the differences are not statistically

significant because of the low t-values.

Overall, it can bee see that f2 is often the worst criterion; f1, in contrast, is often one of the

two best measurements. Even if it does not have the highest result (for example with the Sonar

dataset), the difference between f1 and the best method is not significant. It is also worth noting

that f4 often produces better results than does f3. Furthermore, Tables 3.3-3.8 summarize the

number of times that each feature selection method produces the highest results and show the

statistics in Figure 3.5. It is obvious that f1 proves to be the most outstanding method. Among the

other three selection criterions, f4, in general, is a little better than f2 and f3. Hence, the statistics

provide another reason to conclude that f1 is the most superior method with f4 occupying the

second position, f2 and f3 competing for the lowest rank. Since f4 differs from f3 only in the

class-feature normalization, it is clear that the normalization of class-feature mutual information
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has a positive effect on the quality of the selected feature set. The superiority of f1 illustrates the

efficiency of the constant normalizing weights in our methods because f1 and f4 are different only

in these weights. In addition, Figure 3.4 shows an analysis of the redundancy (RD) and relevancy
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Figure 3.4: Redundancy and relevancy of the selected features

(RL) of the selected features. Those two quantities are computed as below (derived from the

method in [118]).

RD(X1, X2, ..., XN ) =
1

N(N − 1)

∑
i 6=j

I(Xi;Xj), (3.23)

RL(X1, X2, ..., XN ) =
1

N

∑
i

I(C;Xi). (3.24)
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As can be seen, the proposed method gives higher priority to selecting the relevant features in

case of low-redundancy dataset (Madelon). Whereas, it pays more attention to selecting the less

redundant features if the dataset has high redundancy (Arrhythmia). In other words, the proposed

method is less prone to any specific kind of features than the others.

So far, it has been proven that the proposed method not only inherits the advantages of the

parameter-free methods like mRMR and NMIFS but also overcomes their limitations. By using

the normalized class-feature mutual information, the imbalance between the relevance and the

redundancy, which can be seen in mRMR and NMIFS, is lessen. To resolve the problem of

unequal normalizing weights, a feature-independent upper bound of the mutual information is

proposed, which then acts as the normalizing factor.
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Figure 3.5: Number of times each method achieves the highest accuracy. The rightmost group

shows the average number of all the three classifiers. There are 12 × 6 = 72 tests for each

classifier and a total of 72 × 3 = 216 tests for all three classifiers. The results of those tests are

presented in Tables 3.3-3.8
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Table 3.3: kNN classification accuracies with different feature selection methods. Bold items

highlight significant differences in comparison with f1 (t-value > 2.26 or p-value < 0.05)

k-Nearest-Neighbor (kNN, k=3)

Arrhythmia Hill Valley

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 51.53 47.99/0.57 55.17/1.66 54.22/1.24 5 53.47 53.40/0.04 52.31/0.54 52.31/0.54

10 60.00 58.21/0.85 55.52/2.35 57.98/1.41 10 55.20 52.48/2.69 54.05/0.62 54.05/0.62

15 60.63 51.53/1.49 54.60/2.91 60.60/0.02 15 53.63 54.29/0.62 54.13/0.33 54.13/0.33

20 63.99 50.29/3.60 56.17/3.90 60.38/2.24 20 53.72 51.82/1.58 54.46/0.39 54.46/0.39

25 64.19 54.24/5.30 56.84/4.15 63.30/0.52 25 53.88 53.39/0.54 53.96/0.05 53.96/0.05

30 65.24 30.58/4.79 57.06/4.67 61.11/1.74 30 53.14 53.80/1.06 53.39/0.16 53.39/0.16

Image Segmentation Ionosphere

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

3 92.81 83.77/5.38 88.35/2.70 96.71/2.97 5 89.18 90.30/0.93 88.32/0.99 88.32/0.99

6 96.19 95.11/2.26 93.68/2.41 96.02/0.58 10 87.13 88.27/1.06 87.18/0.03 87.18/0.03

9 95.84 95.41/0.87 95.89/0.40 95.76/1.50 15 87.98 88.03/0.04 85.69/1.81 85.69/1.81

12 95.84 94.55/3.30 95.58/1.20 95.58/1.20 20 85.99 85.47/0.39 84.84/1.32 84.84/1.32

15 94.98 94.33/2.57 96.10/2.65 96.10/2.65 25 83.40 85.16/1.17 84.27/1.17 84.27/1.17

18 95.50 95.50/0.00 95.50/0.00 95.50/0.00 30 84.32 84.89/0.69 84.32/0.00 84.32/0.00

Isolet Libras Movement

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 48.67 49.02/1.80 41.12/9.58 51.84/5.96 5 63.43 63.91/0.24 47.17/7.16 61.66/0.72

10 64.22 61.40/7.14 51.71/17.07 61.86/4.39 10 69.77 72.13/1.14 56.58/4.97 71.00/0.53

15 70.55 70.75/0.54 59.31/20.52 64.92/6.46 15 69.84 72.41/2.07 64.28/1.95 70.40/0.28

20 72.98 72.18/1.42 64.41/17.74 71.73/1.77 20 71.85 72.96/0.64 66.52/1.55 72.72/0.47

25 75.05 73.44/4.20 65.35/14.76 73.22/2.79 25 73.72 73.54/0.11 66.51/2.82 73.25/0.20

30 76.07 74.89/5.21 65.77/19.22 73.99/4.09 30 74.10 74.89/0.58 72.16/1.14 75.36/0.77
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Table 3.4: kNN classification accuracies with different feature selection methods. Bold items

highlight significant differences in comparison with f1 (t-value > 2.26 or p-value < 0.05)

k-Nearest-Neighbor (kNN, k=3)

Madelon Multiple Features

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 59.92 54.96/3.65 56.08/2.70 56.19/2.56 5 89.35 90.65/1.72 86.25/3.18 87.45/2.71

10 58.77 54.08/5.27 52.38/6.29 52.38/6.29 10 93.60 94.60/1.96 94.35/1.39 96.60/6.80

15 58.00 52.50/3.34 51.19/4.86 51.19/4.86 15 96.95 95.35/2.42 98.00/5.55 97.45/1.50

20 56.00 52.38/5.34 53.42/2.93 53.42/2.93 20 97.95 97.05/3.67 98.05/0.30 98.20/1.34

25 55.81 51.77/3.51 54.00/2.07 54.00/2.07 25 97.85 97.35/1.79 98.35/2.12 98.20/1.91

30 55.73 51.08/5.94 52.42/3.99 52.42/3.99 30 98.25 97.35/2.86 97.90/1.48 97.95/1.11

Landsat Satellite Sonar

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 85.76 85.97/0.54 86.03/0.49 85.95/0.37 5 74.04 70.65/1.42 75.51/0.78 75.51/0.78

10 88.70 89.40/1.52 88.28/2.18 88.83/0.35 10 79.84 70.65/2.99 85.45/1.81 85.45/1.81

15 89.77 90.85/3.77 89.70/0.29 89.62/1.07 15 83.18 72.68/2.61 85.13/0.75 85.13/0.75

20 90.19 90.94/2.10 89.93/1.30 90.50/1.57 20 85.07 70.73/6.89 86.13/0.46 86.13/0.46

25 90.74 90.67/0.25 90.27/2.13 90.86/1.10 25 87.49 76.01/5.75 87.47/0.02 87.47/0.02

30 90.89 90.85/0.27 90.78/1.17 91.03/1.49 30 86.09 75.10/3.29 87.04/0.51 87.04/0.51

Spambase Breast Cancer

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 86.63 80.92/1.66 79.18/1.85 79.18/1.85 5 94.02 91.22/2.58 95.07/1.96 95.07/1.96

10 89.91 88.29/2.93 89.13/0.69 89.09/0.74 10 93.84 90.68/2.43 93.84/0.00 93.84/0.00

15 90.46 89.57/1.94 90.59/0.34 90.57/0.28 15 93.50 94.36/1.15 93.14/0.80 93.14/0.80

20 89.59 90.24/1.34 91.65/3.54 91.63/3.57 20 96.32 95.25/0.85 96.32/0.00 96.32/0.00

25 90.13 90.46/0.64 91.04/1.01 91.57/2.36 25 97.36 96.48/1.17 97.19/1.00 97.19/1.00

30 90.26 90.59/0.80 91.05/3.63 91.05/3.63 30 96.83 97.01/0.27 96.83/0.00 96.83/0.00
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Figure 3.6: kNN classification accuracies of the 12 datasets with different feature selection meth-

ods
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Table 3.5: SVM classification accuracies with different feature selection methods. Bold items

highlight significant differences in comparison with f1 (t-value > 2.26 or p-value < 0.05)

Support Vector Machine (SVM)

Arrhythmia Hill Valley

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 60.52 46.94/1.57 56.73/2.72 57.87/1.35 5 50.49 51.07/0.96 51.24/1.79 50.58/0.19

10 65.55 42.38/2.40 58.26/7.35 59.17/4.36 10 51.15 51.32/0.25 51.15/0.00 50.74/1.10

15 64.65 25.93/4.29 60.23/2.45 63.37/0.61 15 51.15 50.49/1.50 51.32/0.52 50.66/1.20

20 67.27 9.78/37.30 60.67/5.74 64.08/1.43 20 50.74 50.74/0.00 51.81/2.90 50.99/0.61

25 67.28 10.63/45.53 60.47/4.45 64.73/1.07 25 51.15 50.99/0.51 51.15/0.01 51.40/0.58

30 68.18 10.41/44.36 60.07/3.88 66.11/0.71 30 51.32 51.48/0.42 50.82/1.40 50.91/0.96

Image Segmentation Ionosphere

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

3 77.97 75.19/1.54 75.19/1.60 88.35/5.97 5 88.27 89.69/1.12 90.02/1.55 90.02/1.55

6 90.00 87.32/9.34 84.42/4.41 91.77/3.46 10 92.28 92.02/0.39 90.84/3.00 91.14/2.45

9 92.64 87.58/12.41 92.38/1.51 92.77/1.41 15 93.16 92.86/0.45 94.60/2.21 94.60/2.21

12 93.29 91.47/4.92 93.29/0.00 93.33/1.00 20 94.89 94.00/1.04 93.77/1.82 93.77/1.82

15 93.38 92.42/4.14 94.24/2.33 94.24/2.37 25 94.88 94.85/0.04 95.19/0.47 95.19/0.47

18 93.90 93.90/0.00 93.85/0.55 93.90/0.00 30 95.16 95.14/0.04 95.73/1.50 95.73/1.50

Isolet Libras Movement

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 53.24 52.69/0.68 46.70/6.39 56.28/3.99 5 47.54 51.96/1.63 40.77/2.34 44.77/2.37

10 68.90 65.56/6.72 57.12/17.58 66.14/6.48 10 61.68 64.05/0.72 51.63/4.78 64.86/1.44

15 73.66 74.70/2.65 64.35/20.25 70.99/3.69 15 72.19 71.70/0.30 57.46/5.36 71.02/0.67

20 76.40 76.14/0.57 70.19/18.47 77.02/1.19 20 75.65 77.04/0.92 63.49/4.33 75.39/0.16

25 78.81 78.50/0.74 71.04/17.15 78.62/0.40 25 77.30 80.05/1.80 72.29/2.38 77.34/0.05

30 80.11 80.12/0.03 71.99/19.72 79.83/0.58 30 77.57 81.93/2.14 74.84/1.67 79.33/1.47
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Table 3.6: SVM classification accuracies with different feature selection methods. Bold items

highlight significant differences in comparison with f1 (t-value > 2.26 or p-value < 0.05)

Support Vector Machine (SVM)

Madelon Multiple Features

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 61.65 53.42/8.52 53.73/6.80 54.12/6.87 5 90.10 91.65/1.85 86.85/3.33 86.60/3.68

10 64.00 53.81/9.37 56.62/6.27 56.69/6.90 10 93.65 94.45/1.65 94.95/5.46 96.80/7.47

15 62.35 53.85/5.69 55.31/5.50 55.12/5.77 15 97.85 95.85/4.67 97.85/0.00 97.65/0.65

20 61.92 53.50/5.74 57.73/5.59 57.46/6.14 20 98.20 97.95/0.86 98.45/0.96 98.45/0.83

25 61.31 54.12/8.29 57.23/6.87 57.31/5.68 25 98.65 98.10/2.40 98.55/0.69 98.25/1.56

30 61.54 53.35/8.27 55.73/5.55 55.96/5.65 30 98.75 98.35/1.50 98.35/2.45 98.45/1.41

Landsat Satellite Sonar

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 85.50 84.82/2.02 85.56/0.17 85.27/1.24 5 73.67 75.94/0.98 72.67/0.47 73.17/0.28

10 87.19 87.72/1.53 87.27/0.36 87.13/0.27 10 76.06 75.94/0.05 76.46/0.14 77.37/0.42

15 88.94 88.94/0.01 88.38/2.93 88.75/1.10 15 78.44 75.53/1.32 80.30/1.05 80.77/1.22

20 89.17 89.90/3.84 89.32/0.80 89.36/1.65 20 81.77 75.53/2.20 81.82/0.04 82.75/0.82

25 89.79 89.95/1.93 89.98/0.87 90.01/2.95 25 83.18 75.51/2.74 83.75/0.35 84.25/0.51

30 90.35 90.23/0.69 90.33/0.44 90.35/0.02 30 82.25 74.10/3.59 85.63/3.30 85.63/3.30

Spambase Breast Cancer

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 88.22 87.31/2.11 87.87/0.75 87.78/0.93 5 95.42 92.60/2.75 94.54/1.62 94.54/1.62

10 90.85 85.57/1.79 89.83/2.80 89.87/2.64 10 95.78 92.42/3.36 95.60/1.00 95.78/0.00

15 90.94 85.78/1.67 90.72/0.69 90.74/0.63 15 95.25 94.36/0.96 94.72/1.96 94.89/1.01

20 91.46 86.81/1.49 91.59/0.63 91.57/0.46 20 97.00 96.29/0.85 97.18/0.42 97.18/0.54

25 92.09 86.22/1.96 91.55/1.65 91.52/1.71 25 97.53 97.36/0.36 97.53/0.00 97.36/1.00

30 92.02 86.33/1.95 91.72/1.14 91.72/1.08 30 97.53 97.88/0.79 97.53/0.00 97.53/0.00
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Figure 3.7: SVM classification accuracies of the 12 datasets with different feature selection meth-

ods
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Table 3.7: LDA classification accuracies with different feature selection methods. Bold items

highlight significant differences in comparison with f1 (t-value > 2.26 or p-value < 0.05)

Linear Discriminant Analysis (LDA)

Arrhythmia Hill Valley

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 24.17 21.92/0.44 14.41/2.80 22.75/0.40 5 51.32 50.91/1.62 51.07/1.00 51.07/1.00

10 33.96 25.04/1.54 27.28/3.06 35.83/0.78 10 51.40 51.15/1.15 51.57/0.61 51.57/0.61

15 44.74 27.04/3.14 34.63/4.44 38.90/1.74 15 51.57 51.07/1.33 51.40/0.40 51.40/0.40

20 50.89 7.00/11.68 39.99/4.07 41.34/2.53 20 51.65 51.15/1.97 51.48/0.56 51.48/0.56

25 55.22 10.27/11.47 39.41/5.14 45.32/2.64 25 51.57 51.24/1.31 51.65/0.36 51.65/0.36

30 55.30 15.54/8.90 41.40/5.13 49.10/2.16 30 51.49 50.66/2.74 51.90/1.47 51.90/1.47

Image Segmentation Ionosphere

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

3 78.14 68.14/5.01 73.03/3.13 81.65/2.31 5 84.29 84.29/0.01 80.56/2.51 80.56/2.51

6 84.59 73.16/14.71 78.18/4.76 87.32/5.81 10 84.83 85.72/0.74 81.44/2.55 81.44/2.55

9 87.92 81.77/8.70 87.62/1.00 87.97/0.22 15 83.67 85.11/1.89 81.11/3.23 81.11/3.23

12 89.87 88.23/2.98 89.78/1.00 89.87/0.00 20 85.68 86.55/1.01 81.70/2.03 81.70/2.03

15 89.09 88.66/2.38 88.57/0.87 88.57/0.87 25 86.85 87.71/1.96 84.82/1.17 84.82/1.17

18 88.79 88.79/0.00 88.79/0.00 88.79/0.00 30 85.99 87.70/2.71 84.23/0.91 84.23/0.91

Isolet Libras Movement

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 48.31 47.86/1.00 41.07/8.55 49.99/2.10 5 46.21 46.81/0.28 39.18/2.62 44.62/0.82

10 61.25 57.37/7.10 48.04/15.71 58.05/5.19 10 54.37 54.94/0.32 46.06/2.86 52.62/1.45

15 63.68 65.55/3.76 54.14/14.40 61.70/2.64 15 59.30 60.98/0.88 47.77/6.65 58.72/0.70

20 65.27 66.90/3.70 60.83/10.63 66.60/2.63 20 60.43 65.09/2.37 52.01/4.85 62.77/1.74

25 67.31 66.27/1.72 60.81/9.52 67.82/0.68 25 64.54 67.58/1.80 56.84/4.76 63.61/0.64

30 68.21 68.05/0.27 62.18/13.03 69.31/1.84 30 65.01 67.55/2.13 58.33/4.58 64.81/0.23
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Table 3.8: LDA classification accuracies with different feature selection methods. Bold items

highlight significant differences in comparison with f1 (t-value > 2.26 or p-value < 0.05)

Linear Discriminant Analysis (LDA)

Madelon Multiple Features

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 60.62 60.04/0.56 60.19/0.42 60.19/0.42 5 88.35 87.50/1.08 81.75/8.45 81.95/6.59

10 60.42 59.62/0.65 59.88/0.43 59.88/0.43 10 90.30 90.90/1.05 90.20/0.26 91.70/2.35

15 60.69 59.81/0.72 59.58/1.34 59.58/1.34 15 94.55 92.40/2.90 95.90/2.61 94.60/0.18

20 60.54 60.08/0.53 60.08/0.61 60.08/0.61 20 95.30 94.95/0.70 95.80/1.63 95.00/0.97

25 60.92 59.38/2.08 59.54/1.96 59.54/1.96 25 95.75 95.85/0.19 96.10/1.41 95.95/0.45

30 60.15 59.08/1.05 59.46/1.19 59.46/1.19 30 96.15 95.75/0.95 96.35/0.69 96.75/1.86

Landsat Satellite Sonar

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 81.03 80.22/2.11 81.38/1.36 80.98/0.19 5 69.72 68.27/0.54 71.22/0.59 71.22/0.59

10 82.33 81.94/1.42 82.14/1.09 81.99/1.13 10 70.65 67.77/0.93 72.58/1.29 72.58/1.29

15 82.64 82.39/0.94 82.50/0.59 82.41/1.60 15 75.05 69.32/1.59 75.94/0.51 75.94/0.51

20 82.44 82.38/0.28 82.60/0.83 82.60/1.63 20 77.39 72.54/2.18 78.01/0.28 78.01/0.28

25 82.13 82.24/0.63 82.33/1.17 82.27/0.93 25 76.96 73.47/1.13 78.39/0.82 78.39/0.82

30 82.38 82.38/0.01 82.33/1.00 82.55/1.94 30 78.05 73.51/1.39 77.96/0.05 77.96/0.05

Spambase Breast Cancer

# Fea f1 f2/t f3/t f4/t # Fea f1 f2/t f3/t f4/t

5 83.48 83.63/0.30 84.57/2.24 84.57/2.24 5 94.03 91.04/3.79 94.20/0.54 94.20/0.54

10 86.57 85.89/1.05 87.92/4.35 87.92/4.35 10 94.56 91.56/3.43 94.56/0.00 94.56/0.00

15 87.00 87.48/0.69 87.42/1.19 87.42/1.19 15 94.38 94.20/0.42 94.02/1.50 94.02/1.50

20 87.42 87.57/0.28 88.37/3.00 88.37/3.00 20 95.96 95.25/1.21 95.96/0.00 95.96/0.00

25 87.94 88.07/0.25 89.13/4.50 89.13/4.50 25 96.49 95.60/3.00 96.67/1.00 96.67/1.00

30 88.70 88.59/0.27 89.81/4.02 89.81/4.02 30 96.67 96.14/1.41 96.67/0.00 96.67/0.00
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Figure 3.8: LDA classification accuracies of the 12 datasets with different feature selection meth-

ods



Chapter 4

Classification

This chapter provides the details of the classification module in the proposed activity recognition

system illustrated in Figure 4.1. The first section describes how the quantization module con-

verts continuous (scalar) feature vectors into discrete values. The sequences of discrete values

are input to the classification algorithm called Semi-Markov Conditional Random Fields model

(Semi-CRF), which is presented in the next section. The two last sections show the experiments

to validate the operation of the Semi-CRF model individually and of the whole proposed system.

4.1 Quantization

Given the data matrix from the feature selection step F (M − by−K), this quantization step aims

at constructing a code-book of V vectors by Linde Buzo Gray (LBG) clustering algorithm [53]

presented below.

LBG clustering algorithm

Step 1: Initialization

V = 1, C1 =
1

M

M∑
m=1

Fm,

57
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Figure 4.1: Block diagram of the classification module (not shaded area)

Step 2: Splitting

For i = 1, 2, ..., V

CV+i = (1− ε)Ci,

Ci = (1 + ε)Ci,

V = 2V,

Step 3: Updating

For i = 1, 2, ..., V , find Ji, a cluster centered at Ci .

For i = 1, 2, ..., V

Ci =

M∑
m=1,Fm∈Ji

Fm

|Ji|
,
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Step 4: Repeating step 2 and step 3 until the desired number of code-book vectors is obtained.

Once the code-book vectors C1, C2, ..., CV are determined, all the feature vectors are matched

to the index of the nearest code-book vector. Therefore, after the quantization step, the input ac-

celeration is converted to a sequence of discrete (integer) values denoted byX = {x1, x2, ..., xT },

where T is the total number of frames. This process is depicted in Figure 4.2. Hereafter, X rep-

resents a sequence of discrete values, and Y represents a sequence of the corresponding labels.
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4.2 Semi-Markov Conditional Random Fields (Semi-CRF)

 

eating unknown eating eating unknown cleaning cleaning …

State 2 = (unknown,4,7,4) State 1 = (eating,1,3,3) State 3 = (cleaning,8,9,2) 

Y=(eating, eating, eating, unknown, unknown, unknown, unknown, cleaning, cleaning) 

S={(eating, 1, 3, 3), (unknown, 4,7,4), (cleaning, 8, 9, 2)} is a semi-Markov state sequence

Figure 4.3: A Semi-Markov sequence (S) constructed by [85]

As mentioned in section 2.3.3, in a Semi-CRF model, the state sequence S=(y1, b1, e1, d1), (y2,

b2, e2, d2),...,(yP , bP , eP , dP ) (y, b, e and d are the label, beginning time, ending time and duration

respectively, P is the length of S) is constructed by grouping all the same consecutive labels from

the original label sequence (Y) as illustrated in Figure 4.3. Because these Semi-Markov states are

subject to constraints (2.13-2.16) preventing the algorithm from learning the long-range relation-

ship of activity labels. For example, consider the sequence in Figure 4.3, because the unknown

activity happens between the two target activities the model is not able to learn the relationship

between eating and cleaning.

It is possible to tackle the problem if the Semi-Markov sequence is constructed without the

unknown activities, for instance S=(eating, 1, 3, 3), (cleaning, 8, 9, 2) (shown in Figure 4.4).



CHAPTER 4. CLASSIFICATION 61

 

eating unknown eating eating unknown cleaning cleaning …

State 1 = (eating,1,3,3) State 2 = (cleaning,8,9,2) 

Y=(eating, eating, eating, unknown, unknown, unknown, unknown, cleaning, cleaning) 

S={(eating, 1, 3, 3), (cleaning, 8, 9, 2)} is a semi-Markov state sequence

Figure 4.4: A Semi-Markov sequence (S) constructed by our proposed method

Therefore, inequalities should be used instead of the equalities in (2.13-2.16). This leads to our

below constraints

0 < si.b ≤ si.e < si+1.b ≤ si+1.e ≤ T i = 1, 2, ..., P − 1. (4.1)

Now, based on the Semi-Markov sequence S, the log-likelihood of a training sequence is

computed by [85]

P (S|X) =

P∏
i=1

Ψ(si−1, si, X)

ZX
, (4.2)

ZX =
∑
S′

P ′∏
i=1

Ψ(s′i−1, s
′
i, X). (4.3)

Because the proposed model is designed to learn three characteristics:

• the relationship between any two consecutive activities (transition),
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• the duration distribution of activities (duration),

• the relationship between sensory data and activity labels (observation),

we define Ψ functions in the below form

Ψ(si−1, si, X) =


eQ

Tr(si−1,si,X)×

eQ
D(si−1,si,X)×

eQ
O(si−1,si,X)

 . (4.4)

The weighted transition potential function is given by

QTr(si−1, si, X) =
∑
y′,y

wTr(y′, y)δ(si−1.y = y′, si.y = y), (4.5)

where wTr(y′, y) is the weight of transition from label y′ to label y and δ is given by

δ(A) =

 1 if A is true

0 if A is false
. (4.6)

The weighted duration potential function of an target activity is calculated as

QD(si−1, si, X) =
∑
y,d

GD(y, d)δ(si.y = y, d = si.e− si.b+ 1)

=
∑
y,d

wD(y)
(d−my)

2

−2σ2
y

δ(si.y = y, d = si.e− si.b+ 1), (4.7)

where wD(y) is the duration weight of label y. my and σy are the empirical average and standard

deviation of label y’s duration, respectively, which can be easily extracted from training data.

Figure 4.5 depicts the shape of the corresponding potential function eG
D(y,d) with three different

values of y. Clearly, the most likely duration (at the center of the bell) has the highest potential

value. Since unknown activities can have an arbitrary length, it is not practical to model the

duration of such activities because the modeling may increase the possible maximum duration

length, D, which may result in high complexity.
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Note that in (4.7), it is assumed that the duration of an activity has a Gaussian-like distribution.

Although the assumption is not always true, it is reasonable to assume that since most activities

often last around a constant amount of time.

0 2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Duration Length

P
ot

en
tia

l V
al

ue

 

mean=15, sd=1
mean=10, sd=2
mean=5, sd=2

Figure 4.5: Duration potential with different values of mean and standard deviation. If a detected

segment has a length of, for example 6, then it most likely belongs to the same class with the label,

whose duration potential is presented in the green

The weighted observation potential function is defined as

QO(si−1, si, X) =
∑
y,t1,t2


Gy(y, t1, t2)×

δ(si.y = y, si.b = t1, si.e = t2)+

Gu(u, t1, t2)×

δ(si−1.e+ 1 = t1, si.b− 1 = t2)

 , (4.8)
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where

Gy(y, t1, t2) =

t2∑
t=t1

∑
o

wO(y, o)δ(xt = o), (4.9)

Gu(u, t1, t2) =

t2∑
t=t1

∑
o

wO(u, o)δ(xt = o), (4.10)

where wO(y, o) and wO(u, o) in that order are the weights of the observation given that input

symbol o is observed in state with label y (target activity) and u (unknown activity). Because the

observation term often goes together with the duration term, therefore in the presentation of the

following equations, a combined potential function of the below form is used

G(y, t1, t2) = Gy(y, t1, t2) +GD(y, t2 − t1 + 1). (4.11)

It can be seen that, the proposed approach is similar to that in [85], but it allows discontinuity

in the time of state by using si+1.b > si.e instead of si+1.b = si.e+ 1. The inequality enables our

model to skip unknown activities and directly model the transition between two target activities.

The training phase requires finding the maximum point of the log-likelihood function. Since

there is no analytic solution, a well-known ”climbing-hill” method (L-BFGS) [69] is used. In order

to find the local maximum point using L-BGFS algorithm, all the gradients have to be computed

repeatedly at every step. Therefore an efficient gradient computing algorithm may significantly

decrease the whole training time. In the following sections, all the detail about the proposed com-

putation algorithms is presented including: forward, backward, and individual gradient computing

algorithms. Furthermore, the Viterbi algorithm [80], [109], which is is adapted to the proposed

model in the inference phase, is presented section 4.2.5

4.2.1 Forward Algorithm

We proposed the following forward algorithm to compute the normalization factor ZX efficiently

by using the dynamic programming method. Firstly, α, which is denoted as a forward variable, is
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computed by

α(y, t) =
∑
St∈Γyt

Pol(St) =
∑
St∈Γyt

q∏
i=1

Ψ(si−1, si, X), (4.12)

where Γyt = {S = s1, s2, ..., sq} is a set of all Semi-Markov sequences, which have an original

label sequence (y1, y2, ..., yt) with the last expected label is y. Thus, every St = s1, s2, ..., sq

∈ Γyt satisfies sq.e ≤ t and sq.y = y.

γ(y, t) =
∑
St∈Λyt

Pol(St) =
∑
St∈Λyt

q∏
i=1

Ψ(si−1, si, X), (4.13)

where Λyt = {S = s1, s2, ..., sq}, is a set of all Semi-Markov sequences, which have an original

label sequence (y1, y2, ..., yt−1, yt = y). Therefore, every St = s1, s2, ..., sq ∈ Λyt satisfies

sq.e = t and sq.y = y. Let φt represent a special sequence of length t, which contains only ”u”

labels. Equation (4.3) is equal to

ZX =
∑
ST

Pol(ST )

=
∑
y

∑
ST∈ΓyT

Pol(ST ) + Pol(φT )

=
∑
y

α(y, T ) + eGu(u,1,T ). (4.14)

To compute α(y, t) efficiently, it is noted that

α(y, t) =
∑
St∈Γyt

Pol(St)

=
∑

St−1∈Γyt−1

Pol(St−1 ⊕ u) +
∑
St∈Λyt

Pol(St), (4.15)

where St−1 ⊕ u denotes the concatenation of a label ”u” to the end of the original sequence of

St−1. It is easy to see that

Pol(St−1 ⊕ u) = Pol(St−1)eGu(u,t,t). (4.16)
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From (4.2.1) and (4.16) it is clear that

α(y, t) = α(y, t− 1)eGu(u,t,t) + γ(y, t). (4.17)

Deriving γ(y, t) from (4.13) leads to

γ(y, t) =
∑
St∈Λyt

Pol(St)

=
D∑
d=1

∑
St−d

Pol(St−d ⊕ (y, t− d+ 1, t)), (4.18)

where St−d ⊕ (y, t − d + 1, t) represents the appending of d labels y to the original sequence of

St−d. In case St−d contains at least one state, it can be assumed that (y∗, b, e) is the last state of

St−d, then the Pol function is calculated by

Pol(St−d ⊕ (y, t− d+ 1, t)) = Pol(St−d)ew
Tr(y∗,y)+G(y,t−d+1,t). (4.19)

In the other case, St−d = ∅ or its original sequence comprises of only ”u”. It is clear that

Pol(St−d ⊕ (y, t− d+ 1, t)) = eGu(u,1,t−d)eG(y,t−d+1,t). (4.20)

From (4.18), (4.19), (4.20) we conclude that

γ(y, t) =
D∑
d=1


∑
y′
α(y′, t− d)ew

Tr(y′,y)+G(y,t−d+1,t)

+eGu(u,1,t−d)+G(y,t−d+1,t)

 . (4.21)

Obviously in (4.21) only α(y′, t− d) and wTr(y′, y) depend on y′, therefore by pre-caching

λ(y, t) =
∑
y′

α(y′, t)ew
Tr(y′,y), (4.22)

γ can be efficiently computed by

γ(y, t) =
D∑
d=1

 λ(y, t− d)eG(y,t−d+1,t)

+eGu(u,1,t−d)+G(y,t−d+1,t)

 . (4.23)

Based on (4.14), (4.17), (4.22), and (4.23) the forward algorithm can be implemented as in below

pseudo-code.
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Algorithm 3: Forward algorithm for calculating ZX

Forward

for t = 1 To T do

for y = 1 To StateNum do
α[y][t] = 0

γ[y][t] = 0

λ[y][t] = 0

for d = 1 To D do

if t− d+ 1 > 0 then
γ[y][t] += λ[y][t− d]eG(y,t−d+1,t)

γ[y][t] += eGu(u,1,t−d)+G(y,t−d+1,t)

else
Break

if t > 1 then
α[y][t] = α[y][t− 1]eGu(u,t,t) + γ[y][t]

else
α[y][t] = γ[y][t]

for y′ = 1 To StateNum do

λ[y][t] = λ[y][t] + α[y
′
][t]ew

Tr(y
′
,y)

ZX = eGu(u,1,T )

for y = 1 To StateNum do
ZX = ZX + α(y, T )
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4.2.2 Backward Algorithm

Similar to the forward algorithm, we propose the following backward algorithm

β(y, t) =
∑

ST−t+1∈Ωyt

Pol(ST−t+1)

=
∑

ST−t+1∈Ωyt

q∏
i=1

Ψ(si−1, si, X), (4.24)

where Ωy
t = {S = s1, s2, ..., sq} is a set of all Semi-Markov sequences, which have an original

label sequence (yt, yt+1, ..., yT ) with the first expected label is y.

η(y, t) =
∑

ST−t+1∈Υyt

Pol(ST−t+1), (4.25)

where Υy
t = {S = s1, s2, ..., sq} is a set of all Semi-Markov sequences, which have an original

label sequence (yt = y, yt+1, ..., yT ). Following similar steps in forward algorithm results in

β(y, t) = β(y, t+ 1)eGu(u,t,t) + η(y, t), (4.26)

η(y, t) =
D∑
d=1


∑
y′
β(y′, t+ d)ew

Tr(y,y′)+G(y,t,t+d−1)

+eG(y,t,t+d−1)+Gu(u,t+d,T )


=

D∑
d=1

 ζ(y, t+ d)eG(y,t,t+d−1)

+eG(y,t,t+d−1)+Gu(u,t+d,T )

 , (4.27)

where

ζ(y, t) =
∑
y′

β(y′, t)ew
Tr(y,y′). (4.28)

The following pseudo-code illustrates how the backward algorithm can be implemented.
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Algorithm 4: Backward algorithm for calculating ZX

Backward

for t = T Down To 1 do

for y = 1 To StateNum do
β[y][t] = 0

η[y][t] = 0

ζ[y][t] = 0

for d = 1 To D do

if t+ d− 1 ≤ T then
η[y][t] += ζ[y][t+ d]eG(y,t,t+d−1)

η[y][t] += eG(y,t,t+d−1)+Gu(u,t+d,T )

else
Break

if t < T then
β[y][t] = β[y][t+ 1]eGu(u,t,t) + η[y][t]

else
β[y][t] = η[y][t]

for y′ = 1 To StateNum do

ζ[y][t] = ζ[y][t] + β[y
′
][t]ew

Tr(y,y
′
)

ZX = eGu(u,1,T )

for y = 1 To StateNum do
ZX = ZX + β(y, 1)
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4.2.3 Gradient Estimation

The gradients of our proposed model’s target function are computed as below.

L(S|X) =

P∑
i=1


QTr(si−1, si, X)+

QD(si−1, si, X)+

QO(si−1, si, X)

− log(ZX). (4.29)

Hence
dL

dw∗
=

P∑
i=1

dQ∗(si−1, si, X)

dw∗
− 1

ZX

dZX
dw∗

. (4.30)

Herein Q∗ and w∗ are used to refer to any kind of the potential function and weight (* can be D,

Tr, or O for duration, transition, or observation respectively). Computing the first term of the right

side in (4.30) is trivial, ZX is calculated by using forward or backward variables. Therefore, here

the main focus of this section is to evaluate dZX
dw∗ for different kind of weights. From (4.3) and (4.4)

it can be seen that

dZX
dw∗

=
∑
ST

((
P∑
i=1

dQ∗(si−1, si, X)

dw∗

)
P∏
i=1

Ψ(si−1, si, X)

)
. (4.31)

Gradient of the transition weight

Since
dQTr(si−1, si, X)

dwTr(y′, y)
= δ(si−1.y = y′, si.y = y), (4.32)

it brings about that

dZX
dwTr(y′, y)

=

T∑
t=1

∑
STr∈Λy

′
t ⊕Ωyt+1

P∏
i=1

ψ(si−1, si, X), (4.33)

where each ST = s1, s2, ..., sP ∈ Λy
′

t ⊕ Ωy
t+1 can be defined as the concatenation of two sub

sequences Stprev ∈ Λy
′

t and ST−tpost ∈ Ωy
t+1. Therefore

dZX
dwTr(y′, y)

=

T∑
t=1

γ(y′, t)β(y, t+ 1)ew
Tr(y′,y). (4.34)
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Gradient of the duration weight

From the definition of the duration potential function, it is obvious that

dQD(si, si−1, X)

dwD(y)
=
∑
y,d

δ(si.y = y, si.e− si.b+ 1 = d)
(d−my)

2

−2σ2
y

. (4.35)

As a result
dZX

dwD(y)
=

D∑
d=1

T∑
t=1

(d−my)
2

−2σ2
y

∑
ST∈ χd,ty

P∏
i=1

ψ(si−1, si, X), (4.36)

where χd,ty = {S = s1, ..., sP } is a set of all Semi-Markov sequences whose original sequences

contain d continuous labels y from time t. To utilize the advantages of the caching technique,

some intermediate terms are defined below

θ(y, t, d) =
∑

ST∈χd,ty

P∏
i=1

ψ(si−1, si, X). (4.37)

Obviously, each ST ∈ χd,ty can be represented as a concatenation

ST = St−1
prev ⊕ (y, t, t+ d− 1)⊕ ST−t−d+1

post , (4.38)

where

St−1
prev ∈

⋃
y′

Γy
′

t−1

⋃
{φt−1}, (4.39)

and

ST−t−d+1
post ∈

⋃
y∗

Ωy∗

t+d

⋃
{φT−t−d+1}. (4.40)

Equations (4.37), (4.38), (4.39), and (4.40) imply that

θ(y, t, d) =


λ(y, t− 1)ζ(y, t+ d)eG(y,t,t+d−1)

+ζ(y, t+ d)eGu(u,1,t−1)+G(y,t,t+d−1)

+λ(y, t− 1)eG(y,t,t+d−1)+Gu(u,t+d,T )

+eGu(u,1,t−1)+G(y,t,t+d−1)+Gu(u,t+d,T )

 . (4.41)



CHAPTER 4. CLASSIFICATION 72

Using θ(y, t, d) the gradient is calculated as

dZX
dwD(y)

=
D∑
d=1

T∑
t=1

(d−my)
2

−2σ2
y

θ(y, t, d). (4.42)

Gradient of the observation weight

To estimate the gradient of the observation weight, two different cases should be considered.

Firstly, the observation weights of target labels is computed. Based in equations (4.8), (4.9), and

(4.10), the observation gradient is computed by

dQO(si−1, si, X)

dwO(y, o)
=

si.e∑
k=si.b

δ(si.y = y, xk = o). (4.43)

Combining (4.43) and the definition of θ in (4.41) leads to

dZX
dwO(y, o)

=
∑
k, t, d

k ∈ [t, t+ d− 1]

θ(y, t, d)δ(xk = o). (4.44)

Similarly, observation gradient with respect to the weight of unknown label is computed by

dZX
dwO(u, o)

=
T∑

t = 1

ν(t)δ(xt = o), (4.45)

where

ν(t) =
∑
ST

P∏
i=1

ψ(si−1, si, x), (4.46)

sequence ST = s1, s2, ..., sP does not contain any expected activities at time t. So, ST can be

decomposed as

ST = St−1
prev ⊕ u⊕ ST−tpost , (4.47)

where

St−1
prev ∈

⋃
y′

Γy
′

t−1

⋃
{φt−1}, (4.48)
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and

ST−tpost ∈
⋃
y

Ωy
t+1

⋃
{φT−t}. (4.49)

Finally, ν equals to

ν(t) =



∑
y′

∑
y
α(y′, t− 1)β(y, t+ 1)ew

Tr(y′,y)+Gu(u,t,t)

+α(y′, t− 1)eGu(u,t,T )

+β(y, t+ 1)eGu(u,1,t)

+eGu(u,1,T )


. (4.50)

As mentioned above, L-BFG is used to find the local maximum point of the target function

with L1 regularizer (−1
2W

TW ) to avoid overfitting. Hence the actual target function is

L(S|X) =

P∑
i=1


QTr(si−1, si, X)+

QD(si−1, si, X)+

QO(si−1, si, X)

− log(ZX)− ε1

2
W TW, (4.51)

where ε is a smoothing constant, which is manually estimated.

4.2.4 Concavity of the Target Function

In the previous sections, the methods for calculating the gradients of the log-likelihood target

function have been presented. These gradients are used to find the maximum point of the target

function using L-BFG algorithm. A common issue of the gradient-based optimization methods is

the local optimum point. However, in this section the target function is proven to be a concave

function, which is guaranteed to have a unique global maximum. Therefore, the proposed system

does not suffer from the local optimum problem with the gradient-based optimization method.

From equations (4.2-4.10), we can rewrite the likelihood function as below

P (S|X) =
Q(S,X)

ZX
, (4.52)
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ZX =
∑
S′

Q(S′, X), (4.53)

Q(S,X) = efS(W ), (4.54)

fS(W ) =

P∑
i=1


si.e∑
t=si.b

wO(si.y,Xt) + wD(si.y)× (si.e−si.b+1−my)2

−2σ2
y

+

wTr(si.y, si+1.y) +
si+1.b−1∑
t=si.e+1

wO(u,Xt)

 , (4.55)

d2Q

dW 2
=
d2fS
dW 2

efS(W ) +

(
df

dW

)2

efS(W ). (4.56)

Because fS(W ) is a linear function, d
2fS
dW 2 = 0, therefore we have

d2Q

dW 2
=

(
df

dW

)2

efS(W ) ≥ 0, (4.57)

hence Q is a convex function. Since ZX is a sum of convex functions, its log function is also a

convex function or
d2log(ZX)

dW 2
≥ 0. (4.58)

From equation

L(S|X) = log(P (S|X))− ε1

2
W TW = log(Q(S,X))− log(ZX)− ε1

2
W TW, (4.59)

it can be seen that

d2L

dW 2
=
d2fS
dW 2

− d2log(ZX)

dW 2
− ε = −d

2log(ZX)

dW 2
− ε. (4.60)

From equations (4.58) and (4.60), it is obvious that d2L
dW 2 ≤ 0. In another word, L(S|X) is a

concave function.

4.2.5 Inference Using Viterbi Algorithm

Inference in the proposed Semi-CRF is done by adapting Viterbi algorithm with a complexity of

O(TM2D). The goal of the inference phase is to find the best matched sequence Y given an input

X so that P (Y |X) is maximized. Let denote

V (y, t) = max log
(
P (St = s1, s2, ..., sq|x1, x2, ..., xt)

)
, (4.61)
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St = s1, s2, ..., sq has the last expected label is y, or equivalently sq.e ≤ t and sq.y = y.

V (y, t) = max
d


A = V (y, t− 1) +Gu(u, t, t)

B = Gu(u, 1, t− d) +G(y, t− d+ 1, t)

V (y′, t− d) + wTr(y′, y) +G(y, t− d+ 1, t)

. (4.62)

For backtracking, ∆State(y, t) and ∆Duration(y, t) are used to store the previous trace of V (y, t)

as following

∆State(y, t) =


y if V (y, t)=A

u if V (y, t)=B

y′ otherwise

, (4.63)

∆Duration(y, t) =


0 if V (y, t)=A

d if V (y, t)=B

d otherwise

. (4.64)

Using V (y, t), ∆State(y, t) and ∆Duration(y, t) it is easy to track the optimized path by following

the below steps.

4.3 Validation of The Proposed Algorithms

In this section, to verify the performance of the proposed algorithms, a well-known dataset of long-

term activities, which has been published at http://www.mis.infor matik.tu-darmstadt.de/data, is

used. The dataset contains 7 days of continuous data from one user (except the sleeping time),

measured by two fixed-position triaxial accelerometers (ADXL330), one on the wrist and the other

in the right pocket. The sensor’s sampling frequency was set to 100Hz. The sensor device has on-

board memory for storing data temporarily.

To annotate the activity data, the subject was periodically notified by an application on his

mobile phone, which presented a set of multiple-choice questions about his current activities.
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Algorithm 5: Viterbi algorithm for tracking the best matched sequence

Step 1. Initialization
y∗ = argmax V (y, T )

t = T

y = y∗

i = 1

Step 2. Backtracking

while y 6= u and t > 0 do

while ∆Duration(y, t) = 0 do
t = t− 1

si.y = y

si.e = t

si.b = t−∆Duration(y, t) + 1

i = i+ 1

t = t−∆Duration(y, t)

y = ∆State(y, t)

P = i− 1

Step 3. Finalization
y1, y2, ..., yT = OriginalSequence(sP , sP−1, ..., s1)
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Table 4.1: Low level activities which are annotated [41]

Activity Average duration Occurrences Total

sitting / desk activities 49.41 min 54 3016.0 min

unlabeled 1.35 min 239 931.3 min

having dinner (eating) 17.62 min 6 125.3 min

walking freely 2.86 min 38 124.2 min

driving car 10.37 min 10 120.3 min

having lunch (eating) 10.95 min 7 75.1 min

discussing at white board 12.80 min 5 62.7 min

attending a presentation 48.9 min 1 48.9 min

driving a bike 11.82 min 4 46.3 min

walking while carrying something 1.43 min 10 23.1 min

walking 2.71 min 7 23.0 min

picking up mensa food 3.30 min 7 22.6 min

sitting / having a coffee 5.56 min 4 21.8 min

queuing in a line 2.89 min 7 19.8 min

using the toilet 1.95 min 2 16.7 min

washing dishes 3.37 min 3 12.8 min

standing / having a coffee 6.7 min 1 6.7 min

preparing food 4.6 min 1 4.6 min

washing hands 0.32 min 3 2.2 min

running 1.0 min 1 1.0 min

wiping the whiteboard 0.8 min 1 0.8 min
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Table 4.2: The occurrence of low level activities in activity routines of the dataset [41]

commuting office work lunch dinner

sitting / desk activities x x x

unlabeled x x x x

eating x x

walking freely x x x x

driving car x

discussing at white board x

attending a presentation x

driving a bike x

walking carrying something x x

walking x

picking up mensa food x

sitting / having a coffee x

queuing in a line x

using the toilet x

washing dishes x

standing / having a coffee x x

preparing food x

washing hands x

running x

wiping the whiteboard x
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Table 4.3: Daily routines which are annotated

Routine Occurrences

dinner 7

commuting 14

lunch 7

office work 14

unknown(null) > 50

Besides, the subject also entered labels, starting times, ending times of activities into a diary.

In total, 34 labeled activities were monitored, of which a subset of 24 activities occurred during

the activity routines. Table 4.1 lists all the annotated activities, which were grouped [41] into 5

daily routines as seen in Tables 4.2 and 4.3.

Individual Validation of The Proposed Semi-CRF Model

To validate the Semi-CRF algorithm individually, the feature selection module is not used, we

compare our achievement with that of [11] and [41] using the same feature set. Those features are

time domain features and are clearly described in section 3.1. Figure 4.6 and 4.7 demonstrate the

class distributions on different feature planes.

Because there are few parameters which are decided manually: the length of a sliding window,

the overlapping between two consecutive sliding windows, and the number of code-book vectors.

Therefore, experiments are conducted to analyze the effect of different parameter’s values on the

achieved results. To quantitatively evaluate and compare results, we compute individual precision

and recall rates from the recognized routines using equations (4.65) and (4.66).
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Precision:

PREr =
TPr

TPr + FPr
, (4.65)

Recall:

RECr =
TPr

TPr + FNr
, (4.66)

where r is a routine (can be lunch, commuting, office, or dinner), TPr (true positive) is the number

of r frames which are correctly recognized as r, FPr (false positive) is the number frames which

are misrecognized (or unexpectedly recognized) as r, and FNr is the number of r frames which

are not recognized as r. Based on the precision and recall rates of individual routines, the average

precision, recall and f-score values are calculated using equations (4.67), (4.68), and (4.69).

PREavg =
PRElunch + PREcommuting + PREoffice + PREdinner

4
, (4.67)

RECavg =
REClunch +RECcommuting +RECoffice +RECdinner

4
, (4.68)

F − SCOREavg = 2
PREavgRECavg
PREavg +RECavg

. (4.69)

Table 4.4: Average precision, recall and f-score with different parameters’ values

Overlapping (%) Frame Length Codebook Size

25 50 75 256 512 1024 32 64 128

Precision 82.07 88.47 82.32 82.36 88.47 75.61 80.96 88.47 78.14

Recall 83.46 86.68 83.93 82.65 86.68 75.14 82.65 86.68 77.65

F-Score 82.26 87.57 83.11 82.50 87.57 75.37 81.80 87.57 77.89
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Figure 4.8a, 4.8b, and 4.8c show the results obtained with different values of these parameters.

Table 4.4 contains the average precision, recall and f-score. Based on the experiment results, with

an assumption that the performance of the system with other parameter values can be linearly in-

terpolated, we select the parameter set producing the highest f-score: the overlap portion is 50%,

the window’s length is 512 samples, and the number of codebook vectors is 64.
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Figure 4.6: Distribution of all the classes
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Figure 4.7: Distribution of lunch and dinner classes
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b. Achieved precision and recall with different values of the frame’s length
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Figure 4.8: Achieved precision and recall with different parameter’s values
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Figure 4.9: A single day recognized routines

Leave-one-out cross validation rule is utilized to measure the results of recognition as can be

seen in Table 4.5. Table 4.6 shows the corresponding confusion matrix. Figure 4.9 demonstrates a

typical example of recognized routines together with the ground truth.

The experimental results show a considerable improvement of the proposed method compared

to other methods in [11] and [41], except dinner routine which has lower precision that of HMM

[41] and lower recall than that of Boosting [11]. Since the same feature set is used in all the

experiments, the improvement can be explained as the result of taking the relationship together

with the duration of activities into account.
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Table 4.5: Recognition results of the existing systems and the proposed Semi-CRF model without

the feature selection
Baseline (HMM) Huynh et al. Ulf Blanke et al. Our method

Routines Pre(%) Rec(%) Pre(%) Rec(%) Pre(%) Rec(%) Pre(%) Rec(%)

Dinner 88.60 27.30 56.90 40.20 85.27 90.48 78.43 71.57

Commuting 72.60 31.50 83.50 71.10 81.77 82.36 86.57 86.86

Lunch 84.40 80.70 73.80 70.20 84.56 90.04 91.86 91.57

Office 89.20 91.10 93.40 81.80 98.12 93.63 97.00 96.71

Table 4.6: The classification confusion matrix (%) of the proposed Semi-CRF model

Lunch Commuting Dinner Office Unknown

Lunch 91.57 0 0 0 8.43

Commuting 0 86.86 0 2.20 10.94

Dinner 0 4.65 71.57 0.21 23.57

Office 3.29 0 0.35 96.71 0.65

Unknown 5.82 8.82 19.33 0.58 65.45
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Table 4.7: Sequence of activities, which occur in the dinner routine. As can be seen, a dinner

routine often contains some related activities such as having dinner, sitting, and washing dishes.

However, in day 2 the dinner routine is interrupted by walking and carrying something

Day Sequence of activities Precision (%) Recall (%)

1 having dinner, sitting 100 100

2 having dinner, walking, sitting, walking, sitting, 0 0

carrying something, walking, washing dishes

3 having dinner, sitting, washing dishes 60 100

4 having dinner 100 76

5 having dinner, washing dishes 95 95

6 having dinner, sitting 100 45

7 having dinner, sitting, washing dishes 94 85

Table 4.8: Transition weights after training

Dinner Commuting Lunch Office

Dinner -9.67 -10.99 -9.34 -8.99

Commuting -2.50 -8.38 -6.80 -4.20

Lunch -7.08 -9.39 -8.23 -6.12

Office -9.60 -9.38 -7.51 -8.38
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Table 4.9: Features selected by different methods

Feature FINMIFS mRMR [75] NMIFS [23]

Time (in seconds) x x x

Correlation coeffcients. Acc. 1’s X-Z axes x

Spectral energy. Acc. 1’s X axis x x x

Spectral energy. Acc. 1’s Y axis x x x

Band 4 energy. Acc. 1’s Y axis x

Band 2 energy. Acc. 1’s Z axis x x x

Band 4 energy. Acc. 1’s Z axis x

Linear predictive coefficients 6. Acc. 1’s X axis x x

Spectral energy. Acc. 1’s Z axis x x x

Linear predictive coefficients 2. Acc. 1’s Y axis x

Linear predictive coefficients 5. Acc. 1’s Y axis x

Linear predictive coefficients 6. Acc. 1’s Y axis x x x

Linear predictive coefficients 7. Acc. 1’s Y axis x x

Linear prediction error. Acc. 1’s Z axis x x x

Correlation coefficients. Acc. 2’s X-Y axes x

Correlation coefficients. Acc. 2’s Y-Z axes x

Correlation coefficients. Acc. 2’s X-Z axes x x x

Band 2 energy. Acc. 2’s X axis x x

Spectral energy. Acc. 2’s Y axis x

Spectral energy. Acc. 2’s Z axis x x x

Band 2 energy. Acc. 2’s Z axis x

Linear predictive coefficients 3. Acc. 2’s X axis x x

Linear predictive coefficients 5. Acc. 2’s X axis x x

Linear predictive coefficients 6. Acc. 2’s X axis x x x

Linear predictive coefficients 4. Acc. 2’s Y axis x x

Linear predictive coefficients 6. Acc. 2’s Y axis x x x

Linear predictive coefficients 3. Acc. 2’s Z axis x

Linear prediction error. Acc. 2’s Z axis x x x
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Nevertheless, a limitation of the proposed method is that the precision and recall are affected

by the fragmentation of the routine. As seen in Table 4.7, the worst result, decreasing the overall

achievement, is achieved with dinner routine of day 2, which is interrupted by other activities such

as walking, and carrying something. Meanwhile, the proposed system still obtains good results

(on average higher than 90.00%) with other days, which are not fragmented. This poor result is

mainly caused by the assumption of the duration distribution as shown in Figure 4.5 and the use

of activity transitions described in equation (4.5). In a highly fragmented data, the activity dura-

tion can be strangely long; thus it does not fall into the desired area of the duration distribution

making the duration potential significantly low for the truth labels. Besides the transitions among

fragmented activities are not modeled. These limitations prevent the model from correctly recog-

nizing the fragmented activity routines.

Table 4.8 shows an example of transition matrix after training. It can be seen that the potential

of most likely transitions such as ”office work - lunch”, ”commuting - dinner” or ”lunch - office”

is always the highest to encourage the prediction of these events.

Validation of The Proposed Integrated System

Table 4.10: Recognition results of the proposed system without and with the feature selection

module
Without FS Our method mRMR [75] NMIFS [23]

Routines Pre(%) Rec(%) Pre(%) Rec(%) Pre(%) Rec(%) Pre(%) Rec(%)

Dinner 78.43 71.57 81.20 74.33 84.73 78.72 88.55 82.27

Commuting 86.57 86.86 88.95 87.57 85.14 86.63 82.58 85.47

Lunch 91.86 91.57 94.80 92.20 92.12 94.87 91.13 96.58

Office 97.00 96.71 96.85 96.57 96.23 93.22 94.53 90.57

Average 88.47 86.68 90.45 87.67 89.56 88.36 89.20 88.73
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So far, the proposed algorithms including the feature selection algorithm and the Semi-CRF

model are already validated individually. Therefore, in this section the whole integrated system

depicted in Figure 1.3 is validated using the same dataset as the above section. However, instead of

using the predefined time domain features, a number of different features are extracted as described

in section 3.1, then the feature selection module is executed to select the same number of features

as in the previous experiments. Three different feature selection methods are evaluated including

our feature-independent and normalized mutual information based method (FINMIFS), maximum

relevancy and minimum redundancy method (mRMR) [75], and normalized mutual information

based method (NMIFS) [23]. Table 4.9 shows features that are selected by different methods.

From results depicted in Table 4.10, it obviously can be seen that the use of feature selection

module increases the system’s precision and recall rates. Although in this experiment, different

feature selection methods produce quite similar results, we still prefer our selection algorithm

because of its stable performance for different datasets as pointed out in chapter 3.

4.4 Computational Complexity Analysis

In addition to the accuracy, the proposed Semi-CRF model also has a practical training time. With

72 hours of training data, the algorithm takes about 2 hours to complete parameter estimation in a

system with Intel dual core 1.83GHz processor and 512 MB RAM. More detail about the compu-

tational complexity is presented below.

In [85], the estimation of equation (2.28) requires that α(t, y) and ηk(t, y) are pre-calculated

for all possible values of t and y. Each of them needs a complexity of O(MD) as can be

seen in (2.24) and (2.27). Therefore, the complexity per gradient computation is proportional to

O(TM2D). Hence, the estimation of gradients for all N model’s parameters takes O(NTM2D).
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Figure 4.10: Average time needed for computing all the gradients. Herein, the number of labels

(M) is 4, the maximum duration (D) is 16, the codebook’s size (V) is 128, the length of the input

sequence (T) changes from 32 to 1024

In this work, gradients are computed by using equations (4.34), (4.42), (4.44), and (4.45). It

is obvious that if α, γ, λ, β, θ, ζ, and ν are cached, then estimating the above equations requires a

maximum complexity of O(TD). Hence, for optimizing N parameters, the proposed Semi-CRF

model requires only O(NTD) to completely calculate all gradients. Nevertheless, the extra time

of estimating the cached variables should be taken into account. As shown in the pseudo-code for

the forward and backward algorithm, α, γ, λ, β, η, and ζ can be computed withO(2TM(M+D)).



CHAPTER 4. CLASSIFICATION 91

Meanwhile, equations (4.41) and (4.50) show that θ and ν take O(TMD) and O(TM2), respec-

tively. Totally caching these variables requires a complexity of O(3 TM(M +D)).

It can be seen that the improvement completely comes from the caching mechanism. In the

gradient equations (4.34), (4.42), (4.44), and (4.45), different partitioning methods, which take

into account the characteristics of the gradients, are utilized. For example, in (4.34) the set of all

length-T label sequences (ST ) is partitioned into subsets (
⋃
t

Λy
′

t ⊕Ωy
t+1) based on the occurrence

time of a transition from y′ to y. Meanwhile in [85] a fixed partitioning method, where ST was al-

ways divided into subsets based on the length of the last segment, was used regardless of different

characteristics of the gradients. This is the reason why the proposed calculation method achieves

much more efficient caching perfomance.

Herein, a numerical example is given to compare O(NTM2D), which is the estimated com-

plexity in [85], to O(3TM(M +D)) +O(NTD), the proposed algorithm’s complexity. Suppose

that there are N = 1000 gradients of an input sequence, which has the length T = 1000, the

maximum duration D = 100, the number of labels M = 8, then the former complexity is about

64× 109, the latter one is about 109. In addition, Figure 4.10 illustrates another comparison of the

two complexities with N=532, M=4, D=16 and T changes from 32 to 1024. The amount of time

which was required by the Sarawagi and Cohen’s method in [85] is marked in blue triangles, time

consumed by the proposed algorithm is marked in red squares. Obviously, the proposed method

achieves a remarkable improvement in the computational complexity.

The above analysis points out that the proposed Semi-CRF model not only improve the recog-

nition result but also significantly reduce the calculation time in the training phase. That decrease

is really meaningful especially for the long-term activity recognition system, in which the compu-

tational cost is directly proportional to the length of the input sequence.
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Conclusion and Future Work

Human activity recognition (AR) research area has a big potential of being applied in different

applications such as health care services, Human-Computer interaction, industrial manufacture.

Therefore many researchers have been investigating their time and effort in proposing practical

solutions for activity recognition. So far the two of the most challenges in the area of activity

recognition research area are how to obtain good features from the input sensory data and how to

construct a good classification model for the features.

In this dissertation, the first challenge is addressed by proposing a mutual information based

selection method to select good features extracted from several well-known existing feature extrac-

tion methods. The advantage of this approach is the ability to combine the strengths of different

extraction techniques. However, the selection process can be biased due to the imbalance between

the feature’s classification power and the feature’s redundancy. To avoid that biased selection, we

normalize both terms using our proposed feature-independent upper bound of the mutual informa-

tion function.

92
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Regarding the classification model, since the existing works process the input frames indepen-

dently they are not able to utilize the characteristics of long data sequences such as the relationship

between two consecutive frames and the frame duration. In this work, we overcome that limitation

by proposing a novel semi Markov conditional random fields to model the transition as well as the

duration. Although taking the sequential data characteristics into account helps increasing the

recognition accuracy, it however gives an extra computation burden to the system. Therefore we

utilize a smart caching mechanism based on our own factorization of the model’s target function.

The proposed classification method has been proved to be efficient regarding both accuracy and

computational complexity aspects.

With the above proposed solutions, this dissertation technically contributes novel algorithms

for solving the two important problems in activity recognition:

• Feature selection algorithm: the proposed method follows filtering approach to take the

advantage of low computational cost. Therefore it is suitable to be used in large scale appli-

cation. More importantly, the proposed method overcome the limitations of the previously

proposed algorithms. Hence it produces much better recognition accuracy in comparison

with the existing one.

• Sequential modeling algorithm: the semi-Markov conditional random fields model proposed

in this dissertation makes use the long-term characteristics of Human activities to eliminate

the fragmentation in the classification result. All the necessary algorithms for training and

inferring with the model are presented in chapter 4 including:

– Forward algorithm

– Backward algorithm

– Gradient computation algorithms

– Viterbi algorithm
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• Furthermore, a novel smart-caching gradient computation method is introduced. Both the-

oretical and experimental analyses prove that the proposed method remarkably reduces the

computational complexity in the training phase of the classification model.

Besides the achievement, we also pointed out the limitations of our solutions, which require

further research effort to be solved completely. Firstly, the feature selection algorithm works

based on the assumption that each input frame is long enough to be labeled as one activity in-

stance. Therefore, the frame length of around 3 seconds is reasonable. For a system which uses

low-sampling-rate sensors such as accelerometer or gyroscope such window length is practical.

However with high-sampling rate sensors like microphone (at least 8000 sample-per-second), the

window length is often less than 200 milliseconds. In such a case, the feature selection may not

be applicable. Secondly, in the proposed semi-Markov conditional random fields model there is

an assumption that the input sequence contains only discrete symbols. That is the reason why the

proposed system needs a quantization module to discretize the sensory data. However, it is ob-

vious that the quantization step clears some detail information of the input and may result in bad

accuracy. Thirdly, although the proposed Gaussian-like duration distribution is more reasonable

than the geometric one used in the original conditional random fields model, it may not always true

in realistic applications. Hence, hardly utilization of the Gaussian-like distribution may result in a

bad accuracy if one activity is frequently corrupted by other activities as pointed out in section 4.3.

The above analysis motivates our future work to solve those problems, namely:

• Feature selection for sequential data: a possible solution for selecting good features directly

from the sequential data is to embed the selection process into the training phase of the

classification model. Nevertheless, this approach requires the feature vectors to be directly

handled by the classification model; thus it should be resolved together with the problem of

modeling continuous input feature vectors.
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• Direct modeling of continuous input sequences for the semi-Markov conditional random

fields. Gaussian mixture model is a well-known model for handling such kind of problem.

However integrating a mixture of Gaussian density functions into the classification model

breaks the current factorization mechanism and results in a high computational cost.

• Utilize Gaussian mixture duration distributions for the semi-Markov conditional random

fields. Nevertheless, using the Gaussian mixture imposes difficulties in computing the target

function at a practical computational cost. As can be seen a good factorization of the target

function (to improve the calculation speed by using caching mechanism) can potentially

solve the last two problems. Therefore, it is one of our most focused future work related to

this dissertation.

In conclusion, in this dissertation we have proposed our solutions for the long-term activity

recognition problem. We address and overcome the limitations of the existing work to improve the

performance of the proposed system regarding the recognition accuracy as well as computational

cost. However, there are still some limitations which require much more effort to solve. Those

challenges together with the bright future of activity recognition motivate us to continue our work

in this research area.
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k-Nearest-Neighbor (kNN, k=3)

Arrhythmia Hill Valley

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 50.43 52.01/0.72 47.46/0.41 50.71/0.12 5 51.98 51.73/0.30 52.31/0.21 52.39/0.26

10 60.98 51.58/5.11 44.73/2.54 55.64/2.76 10 52.72 53.05/0.43 52.63/0.10 50.33/2.35

15 63.36 47.06/4.21 50.06/3.37 53.72/4.37 15 52.47 52.56/0.08 53.79/1.42 52.63/0.15

20 62.32 41.78/3.18 45.21/2.50 54.90/5.00 20 53.21 52.97/0.23 53.30/0.11 52.72/0.43

25 64.05 30.55/3.77 49.28/3.26 54.39/1.64 25 53.29 52.88/0.54 52.80/0.98 52.30/1.12

30 65.47 54.28/8.49 41.00/3.49 59.12/2.51 30 52.88 52.30/0.59 53.30/0.65 52.31/0.32

Image Segmentation Ionosphere

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

3 92.64 62.34/21.99 88.61/2.74 88.14/2.86 5 87.43 87.44/0.01 87.15/0.22 84.26/1.78

6 96.10 84.76/13.01 94.33/1.60 88.79/11.67 10 85.42 85.43/0.01 85.98/0.98 87.13/1.76

9 95.97 92.55/3.86 92.55/3.86 93.81/2.07 15 82.17 84.56/0.69 84.86/0.84 85.69/1.11

12 95.76 93.51/4.62 93.55/3.39 95.58/0.94 20 79.62 83.12/1.09 83.70/1.37 83.44/1.15

15 94.33 95.02/1.40 93.64/2.84 94.72/1.40 25 80.86 82.27/1.04 81.99/0.71 82.85/1.76

18 95.06 95.06/0.00 95.06/0.00 95.06/0.00 30 81.14 81.97/0.69 81.97/0.79 81.40/0.28

Isolet Libras Movement

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 49.16 36.89/13.61 49.15/0.03 12.08/73.07 5 62.97 58.27/2.01 58.10/2.84 46.06/4.84

10 64.67 43.81/14.35 52.20/15.81 19.99/44.03 10 69.43 69.73/0.12 71.75/1.20 50.79/4.98

15 70.72 45.53/38.02 57.52/21.87 28.56/37.62 15 69.75 73.52/2.31 73.46/1.94 53.13/6.89

20 72.72 47.98/60.18 57.88/26.20 32.99/43.25 20 70.91 73.01/1.08 74.04/2.00 56.20/6.83

25 74.87 49.71/38.95 57.33/23.66 34.73/25.93 25 72.84 74.70/1.09 76.65/2.15 66.15/2.31

30 75.70 51.44/51.21 57.80/27.50 40.08/16.89 30 73.43 76.09/1.73 77.21/2.34 68.68/3.04
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k-Nearest-Neighbor (kNN, k=3)

Arrhythmia Hill Valley

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 61.00 53.35/10.69 72.12/4.47 59.19/1.21 5 89.25 87.75/1.13 87.10/2.14 77.85/4.15

10 58.54 52.00/4.94 62.19/2.78 73.65/9.52 10 93.95 89.65/5.02 92.05/1.91 89.10/5.99

15 58.42 51.15/8.28 57.81/0.55 80.42/12.86 15 97.25 92.40/7.83 94.40/5.90 93.40/7.61

20 56.69 51.96/3.16 56.81/0.14 76.12/20.03 20 97.85 94.45/5.35 95.20/3.57 93.65/8.78

25 56.88 51.50/4.38 55.12/2.25 71.46/13.26 25 98.15 95.25/6.50 95.85/4.64 95.30/5.57

30 56.46 51.00/4.85 53.42/2.79 67.58/7.83 30 98.35 95.65/4.10 95.70/3.40 95.60/6.40

Landsat Satellite Sonar

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 86.31 86.11/0.48 86.22/0.22 82.45/1.70 5 73.88 74.37/0.23 72.97/0.41 70.04/3.22

10 88.95 89.06/0.33 89.76/3.12 87.93/3.58 10 80.78 72.15/2.30 67.68/3.43 74.49/1.84

15 90.33 90.12/0.57 90.40/0.14 89.39/2.06 15 80.23 71.14/2.54 79.23/0.29 76.90/0.95

20 90.38 90.47/0.24 90.74/1.06 90.19/0.71 20 85.11 74.97/5.14 75.33/3.21 81.18/1.69

25 90.99 90.63/0.94 90.69/1.10 90.82/0.87 25 85.57 73.02/4.03 75.87/3.94 85.09/0.16

30 90.77 90.88/0.31 90.97/0.65 90.72/0.40 30 88.47 77.90/4.27 76.92/3.96 84.57/1.44

Spambase Breast Cancer

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 86.74 73.59/3.10 83.81/0.94 86.20/0.54 5 93.83 90.85/2.69 92.09/1.32 94.38/0.45

10 89.20 78.13/3.82 88.46/0.62 88.44/0.63 10 94.38 91.36/1.60 92.61/1.41 94.56/0.58

15 89.66 78.37/3.90 88.65/1.00 89.33/0.37 15 93.31 92.96/0.43 95.07/2.72 94.02/1.50

20 89.57 81.53/3.68 89.07/0.38 88.57/0.68 20 95.77 95.08/1.49 95.07/1.06 95.42/0.48

25 89.55 86.15/2.20 88.68/0.68 89.18/0.29 25 97.00 96.48/0.66 95.61/2.05 95.76/3.29

30 89.63 87.39/1.97 89.59/0.06 90.16/1.31 30 97.18 97.36/0.31 97.18/0.00 97.01/1.00
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Support Vector Machine (SVM)

Arrhythmia Hill Valley

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 58.20 39.66/2.45 33.19/2.92 58.64/0.34 5 50.00 50.00/0.01 51.65/1.21 50.17/0.13

10 63.53 39.22/2.95 8.86/44.01 60.20/2.23 10 50.33 50.25/0.23 51.57/1.65 50.49/0.32

15 63.73 39.23/3.11 10.18/56.01 60.20/2.13 15 50.66 50.41/0.51 50.66/0.01 49.92/1.07

20 65.05 34.11/3.92 10.41/40.70 60.87/2.20 20 51.07 50.99/0.18 51.15/0.20 50.09/1.33

25 66.58 14.42/8.18 7.78/24.51 50.10/1.94 25 51.07 50.58/0.94 50.99/0.28 49.59/1.63

30 67.92 18.15/8.36 8.65/36.23 43.59/2.70 30 50.58 51.32/1.44 50.58/0.01 51.15/1.35

Image Segmentation Ionosphere

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

3 78.79 53.16/11.03 79.09/0.17 75.54/1.67 5 83.92 84.48/0.98 85.61/1.74 84.45/0.37

6 89.70 75.84/14.04 86.93/5.58 74.81/22.40 10 87.59 87.31/0.32 88.43/1.15 87.86/0.30

9 92.60 86.67/6.79 87.53/8.92 83.72/6.31 15 89.29 88.72/0.56 89.01/0.42 88.14/0.95

12 93.16 93.29/0.44 92.21/4.30 93.29/0.57 20 90.71 89.30/2.22 88.45/2.44 89.86/1.96

15 93.38 93.98/2.09 93.16/1.10 93.64/2.70 25 90.72 89.88/1.96 89.87/1.96 90.13/1.03

18 94.11 94.20/1.01 94.11/0.02 94.29/2.45 30 89.58 90.16/1.50 90.15/0.99 90.43/1.14

Isolet Libras Movement

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 53.26 42.12/9.66 52.66/1.42 13.15/42.09 5 53.31 52.85/0.13 54.27/0.30 33.59/4.39

10 69.14 49.56/14.06 58.15/16.21 23.74/29.65 10 63.64 69.36/2.10 66.00/1.14 40.16/9.26

15 74.00 53.29/22.51 64.13/21.82 32.86/36.84 15 67.99 75.55/3.18 72.77/1.58 46.58/8.31

20 76.77 57.46/24.99 66.17/18.52 37.84/44.69 20 71.42 76.45/2.77 76.62/2.47 54.23/6.21

25 78.85 59.07/27.46 66.97/23.07 38.98/44.86 25 79.22 80.60/0.77 81.38/1.17 63.90/5.79

30 80.15 61.63/40.87 68.05/25.39 43.85/20.25 30 80.25 82.77/2.15 83.42/2.18 67.03/6.04
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Support Vector Machine (SVM)

Arrhythmia Hill Valley

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 61.54 52.77/12.21 66.69/5.56 57.54/4.38 5 90.00 87.85/3.17 85.95/3.28 77.15/4.72

10 64.19 53.12/21.65 65.19/1.21 71.15/8.75 10 93.95 92.65/1.57 94.85/1.43 89.75/5.23

15 63.46 52.12/13.40 62.58/1.74 77.15/10.66 15 97.80 94.55/5.57 96.50/2.62 94.05/5.76

20 62.42 53.31/10.82 60.85/1.96 77.77/16.59 20 98.35 96.35/4.82 97.30/2.40 95.60/5.55

25 61.96 53.54/10.11 60.31/2.65 74.58/14.84 25 98.65 96.85/3.55 97.40/2.95 96.30/5.48

30 60.23 53.19/5.81 59.08/3.26 72.65/14.94 30 98.70 97.35/3.95 97.50/2.98 96.95/3.80

Landsat Satellite Sonar

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 85.05 84.83/0.57 85.27/0.73 83.95/2.84 5 69.56 68.13/0.51 69.52/0.01 62.48/1.22

10 87.21 87.91/1.96 87.66/2.58 86.85/1.55 10 75.87 74.13/0.40 70.68/1.61 69.25/2.24

15 88.80 88.79/0.01 88.97/0.70 88.41/1.88 15 79.69 74.63/1.19 72.70/2.13 75.40/2.05

20 89.34 89.63/1.23 89.73/1.64 89.31/0.14 20 74.94 74.05/0.32 73.60/0.56 77.37/1.63

25 89.81 90.27/1.90 90.15/1.68 89.99/1.60 25 77.89 76.46/0.76 74.03/1.57 78.89/0.62

30 90.36 90.43/0.30 90.46/0.38 90.36/0.01 30 79.80 73.06/3.08 74.01/1.95 79.85/0.02

Spambase Breast Cancer

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 87.98 74.48/6.34 87.65/0.91 86.37/2.32 5 94.56 92.11/2.32 93.15/2.24 94.38/0.37

10 90.65 71.75/7.02 88.42/4.32 89.52/3.69 10 94.73 92.47/2.05 93.16/1.40 94.20/1.01

15 91.33 77.09/5.31 86.24/2.28 90.91/1.33 15 94.56 95.08/0.51 94.74/0.17 94.91/1.50

20 91.70 78.05/5.41 86.44/1.83 89.35/1.29 20 97.01 96.13/1.24 96.67/0.42 97.37/0.62

25 92.44 84.16/3.12 86.29/2.17 89.70/1.71 25 97.37 97.02/1.00 97.19/0.44 97.20/0.55

30 92.59 85.18/2.69 86.81/2.22 90.31/1.39 30 97.55 97.37/1.00 97.37/1.00 97.37/1.00
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Linear Discriminant Analysis (LDA)

Arrhythmia Hill Valley

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 21.24 21.92/0.09 13.22/2.35 16.16/1.36 5 50.90 50.99/0.29 51.40/1.96 51.07/0.68

10 32.34 22.58/1.27 43.27/1.74 25.41/1.68 10 50.99 50.99/0.00 51.40/1.86 51.15/0.69

15 42.97 21.92/2.55 39.92/0.50 33.16/1.92 15 51.40 51.23/0.52 51.56/0.80 51.23/0.81

20 52.33 27.03/3.22 31.19/2.60 33.90/3.85 20 51.15 50.99/0.61 51.15/0.01 51.07/0.23

25 54.19 43.63/1.57 28.61/3.42 35.82/2.72 25 51.40 51.15/0.63 51.23/0.80 50.74/2.07

30 58.07 46.68/1.90 30.79/4.03 26.23/4.42 30 51.57 51.23/0.72 51.48/0.37 52.80/1.74

Image Segmentation Ionosphere

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

3 76.71 42.25/22.53 70.48/3.55 73.68/2.00 5 84.30 83.45/0.99 84.03/0.27 82.31/1.76

6 84.33 60.91/22.98 72.16/6.78 75.02/22.47 10 84.01 84.85/1.39 84.85/1.15 83.43/0.63

9 87.53 72.03/12.73 71.47/22.13 82.51/2.91 15 84.01 84.58/0.61 85.15/1.49 83.70/0.31

12 89.78 89.57/0.51 87.23/6.74 89.65/1.00 20 84.30 84.56/0.27 84.57/0.28 83.99/0.46

15 89.26 89.18/0.21 89.57/1.65 89.48/0.99 25 83.97 85.44/1.21 84.88/0.72 83.68/0.29

18 89.05 89.05/0.00 89.05/0.00 89.05/0.00 30 83.40 85.13/1.53 84.84/1.19 83.68/0.36

Isolet Libras Movement

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 48.15 35.42/9.90 47.89/0.77 10.57/42.96 5 48.17 46.14/0.98 46.47/1.85 37.23/3.53

10 61.52 41.12/18.83 48.72/29.10 19.20/31.87 10 51.57 58.99/2.39 60.36/4.65 45.65/2.28

15 64.01 43.91/20.84 53.85/22.05 27.57/33.54 15 57.68 62.23/1.35 63.48/2.24 48.15/3.85

20 65.44 47.24/18.25 56.38/14.76 32.26/36.08 20 60.83 63.08/0.64 64.50/1.28 49.13/3.33

25 67.27 49.19/19.32 57.39/10.84 33.22/32.61 25 63.83 63.28/0.19 65.02/0.50 50.90/4.69

30 68.35 51.62/23.51 58.63/14.80 36.32/19.85 30 66.31 63.46/1.08 66.23/0.04 53.26/4.64
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Linear Discriminant Analysis (LDA)

Arrhythmia Hill Valley

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 60.62 61.04/2.08 60.38/0.60 60.08/0.47 5 88.65 82.90/3.83 78.95/10.58 74.55/6.69

10 60.62 60.65/0.08 59.96/1.95 61.08/1.02 10 89.60 88.25/1.09 88.85/0.63 84.90/3.84

15 60.27 60.81/1.06 60.04/0.52 61.38/1.62 15 94.60 90.35/3.49 90.75/5.27 88.20/10.06

20 60.00 60.12/0.31 59.92/0.43 60.38/0.47 20 95.30 92.35/2.93 92.50/3.32 90.25/9.27

25 60.15 60.15/0.00 59.77/1.23 60.69/0.84 25 95.80 93.60/2.63 93.65/3.17 91.75/8.06

30 60.08 59.62/0.82 59.50/1.53 60.19/0.13 30 96.50 94.70/2.59 94.00/3.90 92.75/8.36

Landsat Satellite Sonar

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 80.84 79.92/2.01 81.21/1.19 78.35/4.45 5 72.38 72.48/0.03 70.02/1.32 69.05/0.98

10 82.36 81.09/3.99 81.32/2.77 80.89/3.05 10 74.93 71.43/1.07 69.10/2.46 70.50/1.21

15 82.77 82.22/1.96 82.07/2.40 82.35/1.60 15 78.21 74.38/2.46 74.88/2.09 71.98/2.76

20 82.38 82.28/0.23 82.24/0.46 82.39/0.05 20 78.24 70.55/6.04 74.83/1.29 74.90/1.33

25 82.25 82.27/0.04 82.19/0.17 81.99/2.01 25 75.40 70.90/1.12 74.33/0.47 74.43/0.63

30 82.45 82.10/1.21 82.03/1.67 82.58/1.93 30 77.81 74.36/1.23 74.83/1.09 77.33/0.32

Spambase Breast Cancer

# Fea f1 MIFS/t MIFSU/t GR/t # Fea f1 MIFS/t MIFSU/t GR/t

5 83.16 77.07/2.84 85.72/5.10 83.18/0.03 5 93.85 91.21/3.50 92.45/2.45 93.67/0.43

10 86.74 78.25/4.92 86.42/0.90 85.70/2.57 10 94.38 92.97/1.35 92.80/2.38 94.38/0.00

15 87.18 80.92/3.15 86.11/0.82 86.55/1.76 15 94.91 95.08/0.44 94.72/0.33 94.91/0.00

20 87.03 82.33/2.46 87.83/0.65 87.07/0.15 20 96.14 95.26/1.86 95.08/1.77 95.96/0.30

25 88.18 84.42/3.49 87.57/0.48 86.70/1.89 25 96.66 96.14/0.65 95.61/1.60 96.66/0.00

30 88.79 85.61/3.35 87.96/0.83 87.74/1.69 30 96.84 96.84/0.02 96.49/0.79 96.66/0.55
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Figure A.1: Classification accuracies of the proposed feature selection method and SBMLR



Appendix B: Linear-Chain Conditional

Random Fields

As pointed out in the main content of this dissertation, one of the most important contribution of

this work is about the semi-Markov conditional random fields model, which is an extension of the

well-known conditional random fields model. However, chapters 2 and 4 just focus on the main

points in order to avoid diluting the content. Therefore, the goal of this appendix is to provide

more detail of the fundamental theory behind the linear-chain conditional random fields model,

which is often used to process sequential data such as speech signal, sentence of words (charac-

ters) or human activity sensory data.

A linear-chain conditional random fields model is a graphical model which is illustrated in

figure B.1, wherein each white circle represents a class label such, as eating, running or walking

in activity recognition, and each gray circle represents an input data, for example one can represent

accelerometer input, and the other an represent gyroscope input. Although it has some similarity

with the hidden Markov model, there are two obvious differences:

• State labels are observable, each state (represented by a white circle) contains a class label

which is explicitly given in the training data.
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Figure B.1: Factor graph of a linear-chain conditional random fields model

• More flexible state-input dependency, as can be seen there may be more than one input

sequences.

Without loss of generality, assume that a training dataset D = {x(i), y(i)}Ni=1 is given, where

each x(i) = {x(i)
1 , x

(i)
2 , ..., x

(i)
T } is a sequence of inputs, and each y(i) = {y(i)

1 , y
(i)
2 , ..., y

(i)
T } is a

sequence of class labels. The goal of the training phase is to maximize the conditional distribution

(also called the likelihood of the training data)

p(Y |X) =
N∑
i=1

p(y(i)|x(i)), (B.1)

where each individual conditional distribution is defined as

p(y(i)|x(i)) =
e

{
K∑
k=1

λkfk(y(i),x(i))

}

Z(i)
, (B.2)
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where

Z(i) =
∑
y′

e

{
K∑
k=1

λkfk(y′,x(i))

}
. (B.3)

In the above equations, K is the number of features (statistical dependencies that is learnt by

the model) fk is a feature function vector, λk is a weight vector. In the following paragraphs, the 3

most commonly used feature functions are considered including prior, transition and observation.

A prior feature function is defined as

fpriors (y(i), x(i)) = δ(y
(i)
1 = s)∀s, (B.4)

then the corresponding feature function vector and weight vector are defined as

f1 =
[
fpriors

]
∀s, (B.5)

and

λ1 =
[
λpriors

]
∀s, (B.6)

where s is a state value (or a class label).

Similarly, transition feature functions and weights are described below

f transss′ (y(i), x(i)) =
T−1∑
t=1

δ(y
(i)
t = s, y

(i)
t+1 = s′)∀s, s′, (B.7)

where T is the length of the sequences y(i),

f2 =
[
f transss′

]
∀s, s′, (B.8)

λ2 =
[
λtransss′

]
∀s, s′. (B.9)



110

Finally, observation feature functions and weights are given as followings

fobsso (y(i), x(i)) =
T∑
t=1

δ(y
(i)
t = s, x

(i)
t = o)∀s, o, (B.10)

where o is a discrete value of the input sequence at time instance t.

f3 =
[
fobsso

]
∀s, o, (B.11)

λ3 =
[
λobsso

]
∀s, o. (B.12)

To avoid the use of exponential functions, which can result in overflow calculation, the condi-

tional density function in B.2 is replaced by its logarithmic value. Hence, the likelihood of training

data in B.1 is also replaced by a log-likelihood function defined as

L(Y |X) =
N∑
i=1

log(p(y(i)|x(i)))

=
N∑
i=1

(
K∑
k=1

λkfk(y
(i), x(i))− log(Z(i))

)
(B.13)

The maximization of L(Y |X) is done by using the gradient method, therefore it is necessary

to evaluate the function and its gradients. As can be seen in equation B.13, the left side is a trivial

sum and can be easily computed, the right part (Z(i))) is however a sum of exponentially large

number of values. Therefore, the dynamical programming methods called forward/backward are

applied to resolve the calculation.

Calculate Z using the forward algorithm

α(i)(s, 1) = e

{
K∑
k=1

λkfk({s},x(i))
}
∀s, (B.14)
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where s can be any class label,

α(i)(s, τ) =
∑

y={y1,y2,...,yτ=s}

e

{
K∑
k=1

λkfk(y,x(i))

}
,

=
∑
s′

α(i)(s′, τ − 1)× e

{
λtrans
s′s +λobs

s,x
(i)
τ

}
∀s, τ, (B.15)

Z(i) =
∑
s

α(i)(s, T ). (B.16)

Calculate gradient

dL

dλk
=

N∑
i=1

fk(y(i), x(i))−
dZ(i)

dλk

Z(i)



=
N∑
i=1

fk(y
(i), x(i))−

∑
y′
fk(y

′, x(i))e

{
K∑
k=1

λkfk(y′,x(i))

}

Z(i)

 . (B.17)

The numerator of the right component in equation (B.17) is computed using a similar forward

algorithm when computing Z(i).

Inference algorithm

Once the model is trained, the inference algorithm decides the label sequence y(T ) = {y1, y2, ..., yT }

of a given testing input sequence x(T ) = {x1, x2, ..., xT } by solving the below maximization

problem

y(T ) = argmaxy′(T )p(y
′(T )|x(T )),

Denote

y(τ, s) = argmaxy′(τ):y′τ=sp(y
′(τ)|x(τ)), (B.18)
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then it can be easily seen that

y(τ) = argmaxsp(y(τ, s)|x(τ)). (B.19)

Furthermore, y(τ, s) can be computed using backtracking method as below

max (p (y(τ, s)|x(τ))) = maxs′p
(
y(τ − 1, s′)|x(τ − 1)

)
+ λtranss′s + λobss,xτ (τ) (B.20)
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