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Ⅰ

Abstract

Traditional speech emotion recognition researches collected data from multiple users 

with various professions, and created a general training model to be used in the 

recognition process. These traditional speech emotion recognition methods have a 

critical problem that they show large differences in recognition accuracy from each 

user. In order to solve the deviation of accuracy differences, a personalized emotion 

recognition research is actively carried out which provides a customized model for each 

target user. Existing personalized speech emotion recognition research has a cold start 

problem that requires sufficient and emotionally balanced personalized data from a 

target user when creating a customized model. In an environment where a cold start 

problem occurs, there are 3 kinds of data environments. The first one is having small 

data in which data is not collected enough to create a personalized model. The second 

one is having absent data in which a particular emotion is not collected. Finally, the 

third one is having imbalanced data where the number of emotion data are collected by 

large difference between minor class and major class. In order to solve these data 

environment problems, various existing adaptation modeling methods are proposed which 

incrementally changes the model reflecting the emotional speech of the target user 

based on the initial model from multiple users. These existing methods are difficult to 

create a stable personalized training model at the initial stage of emotion recognition 

because it does not cope well in the environment with having absent data and 

imbalanced data.

Therefore, a Robust Speaker Adapting Framework solving the cold start problem in 

three different data environments is proposed in this thesis. The proposed techniques 



are consisted of 3 core solutions. The first solution is a similarity data selection 

technique based on maximum threshold distance, which selects more real case data 

from existing data sets compared with existing methodologies. The second solution is to 

find other user who has similar emotional speech with target user based on data 

distribution factors, and replaces the target user’s absent emotion data with this. The 

third solution is a SMOTE (Synthetic Minority Over-Sampling Technique) based virtual 

data generation method that generates virtual data by repeatedly using the Oversampling 

algorithm SMOTE to improve the imbalanced data environment.

The proposed Robust Speaker Adaptation Framework provides a personalized training 

model for the target user utilizing 3 core solutions by selecting the actual case data 

useful for the target user from collected target user emotional speech with initial 

training model and incrementally augmenting virtual data based on the SMOTE. A 

comparative evaluation is conducted using public databases which are well-known data 

set such as IEMOCAP (Interactive Emotional Dyadic Motion Capture) and CREMA-D 

(CRowd-sourced Emotional Multimodal Actors Dataset). In the experimental result, the 

proposed method has been proved to be able to provide a stable personalization model 

which is faster than existing techniques in the limited data environment from the whole 

section by providing a sufficient and balanced personalized training model even in the 

initial stage.

Keywords: Speaker Adaptation; Machine Learning; Model Adaptation; Data Selection; 

Data Augmentation; Speech Signal Analysis
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Chapter 1

Introduction

1.1 Overview

Emotion recognition is a technology that recognizes and processes human emotions 

using video, voice, text, and biological signals. Emotion recognition technology makes 

human life comfortable by quantitatively and qualitatively measuring human emotion 

and applying it to product and environment design through scientific analysis and 

evaluation.

Speech emotion recognition automatically recognizes a user's emotions by analyzing 

the user's voice signal. Various technologies such as audio preprocessing, feature 

extraction, model creation, feature/ decision level fusion, and adaptation has been 

researched in the field of speech emotion recognition recently [1-2].

Traditional speech emotion recognition studies aim at improving the feature 

extraction and classification methodologies in order to improve the accuracy of various 

amounts of recorded emotional speech from multiple users. Such feature extraction 

studies consist of filter-bank algorithm improvements and statistical feature discoveries 

[3-4]. On the other hand, the classification studies include a hierarchical classification 

methodology [5], a mixture of two classifiers [6], and the creation of training models 

of males and females [7]. These previous studies achieved high accuracy based on 

Speaker-Dependent (SD) model experiments, where the users participated in the training 

process. However, the accuracy is significantly lowered when the target user's speech 

does not participate in the training [8].
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Therefore, the speech emotion recognition studies have been conducted to create 

training model that achieves high accuracy in Speaker Independent (SI) experiments. SI 

models studies have also been researched to create high accurate predictive model for 

every user. The accuracy of an SI model was 2 – 3 times lower than that of existing 

SD models [9]. Nowadays, the gap of accuracy difference has been reduced with SD 

model by introducing many machine learning techniques and strategies such as the 

Deep Learning [10-13], Extreme Learning Machines [14-17], Classification fusions 

[18-19], AdaboostMH [20] and Ensemble Classifier [21]. These method has the 

advantage of providing recognition service to users with reasonable models immediately 

in initial stage. However, it still does not guarantee high accuracy level for every user. 

And it also requires sufficient training dataset in training phases. Additionally, it is 

difficult to improve the accuracy level due to static training model. 

As such, the speech emotion recognition research in recent year has focused on 

creating personalized emotion recognition to be able to process the recognition 

immediately such as SI model and high accuracy level of SD model. In personalized 

emotion recognition, it is very important to establish an efficient machine learning 

strategy. There are 3 typical machine learning strategies including convolutional 

learning, self-learning and adaptive Learning. The convolutional Learning strategy is to 

improve the accuracy level by extracting various and sophisticated features set from the 

obtained data. It requires a lot of data in feature vector extraction process. The 

self-learning strategy is a way to improve the accuracy by updating the existing 

training model continuously through many iterations without user intervention on the 

new inputs. It does not only take a long time to change to customized model but it 

also requires a lot of data. The convolutional and self-learning strategies face the 

underfitting problem in small data set. However, the adaptive Learning strategy can 

avoid the underfitting problem through combining existing dataset with target user 

dataset from feedback. And also, the adaptive learning strategy is an efficient 

methodology to create personalized emotion recognition models, and is able to show a 
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high accuracy with only a small amount of data [22]. Therefore, most of the 

personalized emotion recognition has researched on Speaker Adaptation (SA) Model 

using adaptive learning strategies when considering the amount of limited data and the 

duration of the training process.

SA models are dynamic training models for target user created by combining the 

target user speech and speech from multiple users. SA model researches consists of 

feature normalization, supervised adaptation and unsupervised adaptation. Feature 

normalization studies [23-24] have created personalized models through iterative feature 

value normalization processes. In particular, these models can create individual models 

for target users by controlling the overall ranges of the feature values of the training 

dataset. However, in small-sample environments, these studies have not achieved high 

accuracy, as it is difficult to estimate target user speech characteristics. Supervised 

adaptation studies [25-28] consist of individual model creation utilizing only the target 

user speech and incremental learning [29-31], which adds target user speech to existing 

multiple-user training models. However, these methods require large amounts of data to 

create personalized models that are dependent on target user speech. Unsupervised 

adaptation [32-33] has an advantage in easily constructing SA models via cluster 

models of the target user speech without any emotional speech annotation processes. 

However, this leads to low accuracy when using small amounts of samples, making it 

difficult to predict the probability distribution of clustering. 

In other words, the experimental results of existing SA studies have considered 

numerous target user samples and balanced data for each emotion. In real environments, 

the acquired target user speech in the initial stage cannot guarantee a large number of 

samples with balanced emotion due to imbalanced emotion expression as seen in daily 

life. Regarding the small amount of imbalanced data at the initial stage, the 

experimental results indicate that no reinforcement methods have been conducted due to 

the lack of emotional speech cases. This is known as a cold-start problems, which can 

be overcome by constructing personalized training datasets using real data selection and 
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virtual data augmentation. 

Therefore, this thesis proposes Robust Speaker Adaptation Framework to deal with 

the cold-start problems in small, absent and imbalanced datasets during the initial stage 

and implement the Robust Personalized Speech Emotion Recognition Framework. The 

proposed Robust Speaker Adaptation reinforces the training dataset with a similar real 

training data when there is an insufficient amount or absence of emotion data. This 

process is conducted by constructing a similarity of speech feature vector by comparing 

the acquired target user speech with the initial multiple-user database. Further, the 

system also augment virtual data using the SMOTE (Synthetic Minority Over-sampling 

Technique) algorithm to create a robust model considering the new data. The proposed 

Personalized Speech Emotion Recognition Framework incrementally provides 

personalized models for target users through a retraining process via a machine learning 

algorithm based on the boosted personalized data from Robust Speaker Adaptation. 

Figure 1-1 shows the taxonomy of this thesis.

Figure 1-1. Research Taxonomy
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1.2 Motivation

The Personalized Emotion Recognition System is a technique for incrementally 

creating a customized model by collecting the data of the labeled target users from the 

initial models built from various users. Figure 1-2 is shown the Personalized Emotion 

Recognition System Architecture.

Figure 1-2. Personalized Emotion Recognition System Architecture

Personalized emotion recognition is a technique to maintain a high recognition 

accuracy by generating a model suitable for individuals to collect and it is very 

important to acquire data of target users. In real environments, the acquired target user 

speech in the initial stage cannot guarantee a sufficient number of samples with 

balanced emotion due to imbalanced emotion expression as seen in daily life. In other 

words, there is a cold start problem that it is difficult to create highly accurate 

personalized models in such a emotionally imbalanced small data environments.

The cold-start problem is occurred 3 kinds data environment in data acquisition 

process such as small data, absent data, imbalanced data. The small data environment is 
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that Target user emotional speeches are collected in limited numbers in the initial stage 

of personalized emotional speech acquisition. The absent data environment is that 

impossible to reflect personalized model about absent emotion. The imbalanced data 

environment is that the difference is ver high between the major class and minor class.

Figure 1-3. Cold start problem environments

Various studies have been conducted to solve these three cold start environments, 

but most of the studies do not correspond to absent data and imbalanced data 

environments. Even small data environments require as many as 200 to 700 target user 

data. Therefore, existing methods are difficult to solve these three cold start problems. 

Figure 1-4 is shown the comparison of existing methods.

Figure 1-4. Comparison of existing methods
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To overcome these existing limitations, this thesis proposes a Robust Speaker 

Adaptation Framework that augment real-case and virtual-case data. This hybrid data 

augmentation approach is can provide balanced sufficient data samples to create stable 

personalized emotion recognition model. This thesis gaol is to research the process and 

methodologies to create personalized emotion model to solve the cold-start problems. 

And the main challenges and proposed solutions are as follows.

l Challenge 1 - Increasing target user oriented training data set for small data

→ Solution 1 - Similar Data Selection based on Maximum Threshold Distance. 

l Challenge 2 - Reinforcing absent data to target user relevant data

→ Solution 2 – Similar Other Similar User Emotional Speech Mapping.

l Challenge 3 - Solving imbalanced data problem from selected real-case dataset 

→ Solution 3 - Virtual Case Data Augmentation based on SMOTE.

Figure 1-5. Proposed Robust Model Adaptation System Architecture



- 8 -

1.3 Problem Statement

There are 3 kinds of cold start problem to create personalized emotion recognition 

model is very difficult in limited data environments such as having ⓛ small data, 

②absent data and ③ imbalanced data. Existing methods also have a limitation for 

these cold start problems.

In the small data environment, the existing method calculate the Maximum 

Likelihood Estimation (MLE) value integrating target user speech data and existing 

initial data. This is a method to change the parameters of the model by reflecting 

the target user data from the existing data so that the accuracy of the initial model 

can be maintained in the initial stage when there is not enough data. However, this 

approach has the disadvantage that it does not accurately reflect the characteristics of 

the target user speech in a small data environment. In other words, if the target user 

data is not sufficiently acquired, it take a long time to change to a personalization 

model. Therefore, this method requires sufficient target user data to create 

personalized model with stable recognition accuracy. And it also has the disadvantage 

of selected data is small amount for personalization by setting a low rage of 

threshold for the data selection. That means, this approaches is not suitable to solve 

the small amount data environment to create personalized model. Therefore, the 

solution for small data environment propose the approach that selecting a lots of 

similar data by setting a larger range of threshold values based on calculating MLE 

values with only the target user’s emotional speeches. This approach can effectively 

create a personalized emotion model in a small data environment by selecting more 

data that is more similar to the target user.
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Figure 1-6. Proposed Idea for Small Data Environment

In the absent data environment, when the personalization model is generated based 

on the collected data, there is a problem that the recognition accuracy of the absent 

label is 0%. Therefore, the existing method deal with non-existent emotional data in 

a way that utilizes existing models. This method has been utilized in many 

methodologies as a way to maintain the accuracy of the initial model in the absence 

data environment. However, this method causes a problem of data imbalance because 

it utilizes a large number of existing data of the absence label. In addition, when the 

data of the initial model is much larger than the data collected from the target user, 

there is a disadvantage that more target user data is required to show high 

recognition accuracy in addition to the absence label. Therefore, the solution for 

absent data environment propose the approach that utilizes emotional voice data of 

the user most similar to the absent emotional label. This approach considers only 

data that is more similar to the target user, and can solve some of the imbalanced 

data environment that is generated when using all of the existing data.
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Figure 1-7. Proposed Idea for Absent Data Environment

As is well known, in imbalanced data environments it is difficult to show even 

accuracy for each class. Especially in environments where training data sets are not 

well balanced, the amount of data collected does not show high accuracy in the 

actual field. To solve these problems, various studies have been conducted in various 

machine learning fields. In the personalized emotion recognition, the target user's data 

can not be received in a balanced manner for each emotion, and the difference 

between the minor class data and the major class data is large. In addition, existing 

personalized emotion recognition studies do not provide any process considering 

imbalanced elements because most of them conduct experiments using balanced data 

sets. Therefore, the solution for imbalanced data environment proposes the virtual 

case data augmentation approach that utilizes SMOTE oversampling algorithms. 
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Figure 1-8. Proposed Idea for imbalanced data environment

Existing methods can not solve effectively about 3 kinds of cold-start problem. 

These limitations are the reason that the accuracy of personalized emotion recognition 

model to be lowered. Therefore, I proposed a personalized model creation with 3 

solutions to solve each challenge. The description of the proposed method concept is 

presented in the following section.
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1.4 Proposed Concept

To provide a personalized model for the target user, it is important to collect a 

varied amount of target user speech in a balanced manner. However, the target user’s 

speech may not exist when using the recognition process for the first time, and it is 

impossible to collect emotion data if the user does not appropriately express themselves 

during the data collection period. In this initial stage, it is difficult to create a 

personalized model with high accuracy since there is no speech dataset that includes 

various cases, thus making it impossible to predict the data distribution of the target 

user. In order to create a highly personalized training model, it is necessary to 

reinforce and augment various speech data.

Therefore, this thesis propose Robust Speaker Adaptation methods to acquire an 

initial dataset through data reinforcement and data augmentation to create a personalized 

model with high accuracy with a emotionally imbalanced minimal number of samples.

Robust Speaker Adaptation reinforces and augments real and virtual data to provide a 

customized model for target users. Robust Speaker Adaptation consists of 3 kinds solutions 

to resolve the cold-start problem such as small data environment and absent data 

environment, imbalanced data environment. The proposed framework designed with solution 

1, 2 and 3. The below figure shown the concept of the Robust Speaker Adaptation 

Framework. The descriptions of the detailed methodologies are given in the Chapter 3.

l Solution 1: Similar Data Selection based on Maximum Threshold Distance. 

Reinforces the insufficient target emotional samples from an initial constructed 

multiple user speech dataset to increase the data samples to solve the small data 

environment.

l Solution 2: Similar Other Similar User Emotional Speech Mapping.

Replaces the dataset of empty target emotional samples through similar user 
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emotional speeches from another user speech dataset to solve the absent data 

environment.

l Solution 3: Virtual Case Data Augmentation based on SMOTE.

Augment virtual case data using oversampling algorithm to solve the imbalanced 

data environment on selected real-case data.

Figure 1-9. Abstract Exist method’s limitation and proposed solution.
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1.5 Key Contributions

In this thesis, I proposed Robust Speaker Adaptation Framework to solve the 

cold-start problem in initial stage of personalized emotion recognition. The proposed 

Robust Speaker Adaptation Framework select similar real-case data for small and absent 

data environment and augment virtual data for imbalanced data environment.

The main work of this study can be divided 3 parts to solve the cold-start problem. 

First, target user oriented similar user speech selection to insufficient data 

reinforcement. Second, I proposed similar other suer emotional mapping to reinforce 

absent data. Third, I proposed the virtual data augmentation using the oversampling 

algorithm to reduce the imbalanced ratio.

l Solution 1: Similar Data Selection based on Maximum Threshold Distance for 

Small Data Environment. (Real-case Data Selection)

In the first study, I propose the data selection algorithm based on Maximum 

Threshold Distance. This is a new approach that select the similar data based on 

target user centric value and maximized range. It can select more target user 

relevant speech data than exist method.

l Solution 2: Similar Other Similar User Emotional Speech Mapping based on 

Data Distribution Factor for Absent Data Environment. (Real-case Data Selection)

Second, I proposed a process of replacing absent data to other similar user 

emotional speech based on 4 kinds of data distribution factors as median, 

variance, skewness and kurtosis. This is a new approach to reinforce absent data 

in the process of target user data acquisition. The exist approach can not 

improvement of accuracy for absent data due to utilize the initial model. 

However, this proposed approach can improve the accuracy for absent data due 

to utilize similar user speech data.
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l Solution 3: Virtual Case Data Augmentation based on SMOTE for Imbalanced 

Data Environment. (Virtual-case Data Selection)

Finally, I proposed the iterative virtual case data augmentation to solve the 

imbalanced data environment for selected real-case data by solution 1 and 2. 

This approach employed SMOTE algorithm which is most popular oversampling 

techniques to reduce the imbalanced ratio between major class and minor class. 

It can create personalized training dataset effectively through virtual-case data 

augmentation repeatedly until the number of the data of imbalanced ratio is low.
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1.6 Thesis Organization

This thesis is organized into chapters as following.

l Chapter 1: Introduction. This Chapter provides a brief introduction to the 

research work of personalized speech emotion recognition. The chapter further 

summarized several major problems in the area of cold-start problem and the 

limitations of current approaches. After that, the goal and the overview of the 

contribution of the dissertation are presented.

l Chapter 2: Related Work. This chapter provides the detail review and discussion 

on previous approaches of personalized speech emotion recognition to provide 

highly accurate recognition model and their corresponding limitations. In addition, 

traditional speech emotion recognition limitations also given.

l Chapter 3: Proposed Robust Speaker Adaptation Methodologies. This chapter, I 

present the robust speaker adaptation framework with 3 core solutions. This work 

mainly propose real-case and virtual-case data augmentation to solve the 

cold-start problem in personalized emotion recognition.

l Chapter 4: Experimental results and Discussions. This chapter provide the 

description of testing datasets, currently available publicity, which are utilized for 

evaluating the performance of our proposed robust speaker adaptation algorithm 

on results of 2 kinds evaluation as accuracy and imbalanced ratio. 

l Chapter 5: Conclusion and Future Directions. This chapter concludes the 

dissertation with some discussions of limitations and also provides future 

directions for performance improvement.
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Chapter 2

Related Works

This chapter presents the limitations of traditional speech emotion recognition 

approaches and why the emotion recognition system need the personalization. in 

addition, this chapter also introduces state-of-the-art Personalized Speech Emotion 

Recognition methods. 

2.1 Traditional Speech Emotion Recognition

Traditional speech emotion recognition aim to improve accuracy thorough extract 

new features [3, 34] or apply classification methodologies [35-38] based on generalized 

model [34]. As a representative new feature extraction study, it is a technique that 

recognizes emotions without specifying a window size because it uses features that 

reflect the characteristics of each individual vocalization. [3] The features used in this 

study are 14 MFCC, Delta 14 MFCC, Delta-Delta 14 MFCC, Log-Energy features. 

Figure 2-1. MFCC feature based Emotion Recognition with GMM
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A representative study that applies the classification methodology is emotion 

recognition based on SVM and HMM-GMM Hybrid System. [37] This approach 

utilized GMM-HMM model fed with MFCC feature to exploit the dynamics of 

emotional signals. Then a balanced SVM classifier was applied on the static Low-Level 

Descriptors (LLD) feature as Zero Crossing Rate (ZCR), Root Means Square (RMS) 

Energy, F0-frequency(pitch), Harmonics to Noise and 1-12 MFCC features. In order to 

take advantage of generative model and discriminate model, these two methods were 

combined by taking the probability representation of the GMM-HMM model as the 

additional features for the SVM classifier. 

Figure 2-2. SVM and HMM-GMM Hybrid System 

Another study applying the classification methodology has applied the hierarchical 

classification methodology [38]. This study divides and classifies similar emotional 

factors in speech by using various classifiers as SVM, BLG and SVR. 
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Figure 2-3. Optimum Hierarchical Decision Tree using best classifier at each decision level

These traditional Speech Emotion Recognition system generate static model based on 

training data collected from various users. And then, the system provide recognition 

process to every user based on generated static model. This system Performed low 

accuracy in speaker independent evaluations and Impossible to modify training model 

due to implement by static model. These techniques have a limitation in user 

independent evaluation. That means they don’t guarantee same accuracy on all of user. 

And these traditional speech emotion recognition system can’t reflect user voice 

characteristic. In other words, traditional speech emotion recognition framework have 

very different accuracy in user independent evaluation. Therefore, recent emotion 

recognition technologies have been research personalized emotion recognition framework. 

Figure 2-4 shows the structure of a traditional speech emotion recognition system. 

Figure 2-4. Traditional speech Emotion Recognition System
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2.2 Personalized Emotion Recognition

A personalized emotion recognition system aims to tune the initially constructed 

model to recognize accurately the targeted user's emotion. Personalized emotion 

recognition researches are divided into three categories: feature adaptation, incremental 

learning, and model adaptation. Following sections introduce the state-of-art 

personalization methods.

2.2.1 Feature Adaptation

Feature adaptation is a technique to find a suitable feature scheme for users by 

using unsupervised learning methodology. These approach can make the personalized 

model.

A typical study of feature adaptation is the Iterative Feature Normalization (IFN) 

framework [23]. This approach proposed to eliminate user intervention for the 

annotation process in a personalized emotion recognition process. Adapting any 

general emotion recognition system for a particular individual requires speech samples 

and prior knowledge about their emotional content. These assumptions constrain the 

use of these techniques in many real scenarios in which no annotated data is 

available to train or adapt the models. To address this problem, this paper introduces 

an unsupervised feature adaptation scheme that aims to reduce the mismatch between 

the acoustic features used to train the system and the acoustic features extracted 

from the target user [24]. 
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Another study is the Robust Feature Normalization and Selection [39]. This approach 

focus on reducing the feature mismatch caused by the variability of speakers and 

channels. The histogram equalization normalization is used to normalize each feature 

component. In addition, an eigen feature selection is performed for the discriminative 

representation. In this representation, the meaningful features in a reduced feature 

dimension are obtained via subspace projection to eliminate the noise features. Finally, 

Gaussian Mixture Models (GMM) are adopted to classify the emotional states.

Figure 2-6. Feature Analysis and Singular Value Decomposition for Speaker 

State Recognition

Figure 2-5. Overview of The Iterative Feature Normalization (IFN) approach
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The most recent feature normalization study is the Cascaded Normalization approach. 

This approach is focus on the robustness for cross-corpus and corps-language emotion 

recognition. This paper finds the best feature normalization strategies deploys a 

cascaded normalization approach, combining linear speaker level, nonlinear value level 

and feature vector level normalization to minimize speaker- and corpus-related effects as 

well as to maximize class separability with linear kernel classifiers. 

Figure 2-7. Illustration of baseline and cascaded normalization strategies

These approaches are convenient for the user, but there is no verification of the 

user's data and it is difficult to make a proper personalized model in a short time. 

That means, it require large amount of your target user data and time to create a 

stable, personalized model.
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2.2.2 Incremental Learning

The incremental learning methodology provides a personalized model by retraining 

process with machine learning algorithm continuously when the target user's data is 

input in the existing model. These approach can make the personalized emotion 

recognition model by supervised or unsupervised manner.

A typical research of incremental learning methodology in speech emotion 

recognition is the active learning approach using an Incremental Support Vector 

Machine (SVM) [40]. Incremental SVM classifiers were introduced to reduce batch 

SVM memory and computational requirements, especially for very large data sets. 

One of the useful features of incremental learning is the ability to add more training 

data. These approaches employ incremental learning techniques, where only a subset 

of the data is considered at each step of the learning process, discarding old data 

while maintaining the support vectors learned in previous steps [41, 43]. Shalev et al 

[42] proposed and analyzed a simple and effective stochastic sub-gradient descent 

algorithm for solving the optimization problem imposed by SVMs. Each iteration of 

the algorithm operates on a single training example selected at random. By selecting 

the training examples at random, the authors demonstrated that the solution converges 

in probability regardless of the data used in the classification problem.

Figure 2-8. Incremental SVM Architecture
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Another incremental learning study is the SVM Adaptation. This work uses the 

adaptive SVM algorithm proposed by Yang et al. [44] in an attempt to transform 

existing SVM classifiers into a new effective SVM classifier that would work on a 

new dataset with limited number of labeled data. The approach aims to minimize 

both the classification error over the training examples, and the discrepancy between 

the originals and adapted classifier. The new optimization problem seeks a decision 

boundary close to that of the classifier trained from the source domain, while 

managing to separate the new labeled data from the target domain.

These approaches require large amounts of data to create stable personalized 

models that are dependent on target user speech. And also, these approaches are less 

likely to be an imbalanced data environment if the number of initial data is 

balanced. However, there is a disadvantage that it is not possible to create a 

personalized model properly in a small data set because it requires a lot of data. 

Recently, Model adaptation technology which can give a quick change of model to 

overcome the limitation of incremental learning methods is mainly studied, and 

detailed description is given in the next section.
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2.2.3 Model Adaptation

The model Adaptation technology constructs training dataset by collecting a small 

amount of adaptive data from the target user and selecting similar user data from the 

initial model based on the target user speeches. This approach only requires a relatively 

small amount of data from the target user through the target user customized emotional 

speech training model, it can nearly achieve the performance of the SD model [45]. 

The typical personalized emotion recognition method is Maximum Likelihood Linear 

Regression (MLLR) based speaker adaption technique [46]. The conventional MLLR 

adaptation technique modify the initial SI models parameters, i.e. Gaussian means and 

variances, according to transformation matrices. Given adaptation data collected from 

target users and their labels, the transformation matrices are estimated to maximize the 

likelihood of the adapted models observing the adaptation data, using the 

expectation-maximization (EM) algorithm [33]. However, this approach still require 

sufficient target user speeches of adaptation data are necessary in order to reliably 

calculate the transformation matrices [47]. Therefore, this approach is difficult to solve 

cold start problem in initial stage of personalized emotion recognition. Figure 2-10 

represents a general procedure for the conventional MLLR adaptation.

Figure 2-9. Example of the data selection by MLLR Adaptation 
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Figure 2-10. Procedure for the conventional MLLR adaptation [33]
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To resolve the MLLR problems, There is LDM-MDT(Log-likelihood Distance based 

confidence Measure - Model based Dynamic Threshold) MLLR based Data Selection 

techniques [24]. This approach solved conventional MLLR adaptation problem to select 

useless data from the initial model with discarding indiscriminative emotional speech 

data based on MDT. However this approach still require sufficient data environment 

(At least 18min data, about 360 samples need) and approximately, half of all of target 

user adaptation data are determined to be indiscriminative and are disregarded. And 

also If absence data is exist, utilize Initial model.

Figure 2-11. Multistage data selection based on LDM–MDT MLLR 

Algorithm [33]
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Figure 2-12. The example of data selection based on LDM–MDT MLLR Algorithm

These approaches can generate a personalized model by reflecting the data 

immediately even in a small data environment, but it has a disadvantage that the model 

adaptation speed is slow. In addition, there is no process corresponding to the absence 

data environment, the imbalanced environment problem may occur because the accuracy 

of the emotion part is not significantly increased by the data of the SI model. Finally, 

since the imbalanced data environment cannot be solved, there is a disadvantage that 

the accuracy per each emotion cannot be displayed evenly.
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2.2.4 Deep Domain Adaptation Network

Deep Neural Networks have achieved great success in various applications [48]. The 

deep domain adaptation network (DAN) adjust a model from the source domain 

knowledge to a different related target domain [49]. Almost deep domain model 

adaptation techniques are researched in image-based recognition such as face recognition 

and object recognition to overcome the problem of the different background 

environment [50]. This method creates virtual data related to target image samples of 

the newly added class and uses the Deep Learning algorithm to create training models 

to improve the recognition accuracy of new images in various background 

environments. This approach is highly focused on image compositing methods because 

it can not label many real-case images considering the directionality and accuracy of 

images.

Figure 2-13. Outline of the SSPP-DAN 

(Single Sample Per Person – Domain Adaptation Networks) [50]

Speech emotion recognition area also have common problem. The performance of 

speech emotion recognition is affected by differences in data distribution between 

training and test datasets used to build and evaluate the models [51]. Many speech 

emotion recognition domain adaptation researches using Deep Neural Network (DNN) 
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aim to solve the adversarial example that is that adding some noise to the original 

input data will degrade DNN performance. This DAN techniques are very powerful to 

solve the differences in data distributions. Therefore, the DAN researches in speech 

emotion recognition handle cross-corpus evaluation problem and noise recording 

environments. 

The representative cross-corpus research method is the Domain Adversarial Neural 

Network (DANN) for emotion recognition. The DANN approach has constructed the 

network is trained using labeled data from the source domain and unlabeled data from 

the target domain. The network is learned by two classifiers with tasks classifier and 

domain classifier based on samples entered into the target sources domain. Both 

classifiers share the first few layers that determine the representation of the data used 

for classification. This approach can increase the robustness of the speech emotion 

recognition system against certain type of noise and readjust weights to find the new 

representation that satisfies all conditions when change the training data set.

Figure 2-14. Architecture of the domain adversarial neural network (DANN) [51]
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The representative robustness for audio noise research using DAN is a Generative 

Adversarial Networks (GAN) based defense for speech emotion recognition system [52]. 

This approach aim to investigate the utility of adversarial examples to achieve 

robustness in speech emotion classification to adversarial attacks. It can better withstand 

adversarial examples compared to the previous defense solutions [53-54] such as 

adversarial training and random noise addition.

These Deep Domain Adaptation Networks are a methodology that adapts quickly to 

the domain of a new recording environment by utilizing existing data sets. In other 

words, this approach creates new models by comparing and modifying existing data 

with new target domains considering data distributions. Therefore, this technique is very 

powerful for changes in the data environment, but it is not suitable for generating a 

personalization model reflecting the characteristics of the target user data. This method 

requires virtual speech data generation and synthesis techniques to apply this 

methodology to personalized speech based emotion recognition that covers various cases 

in a limited personalized data environment.
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Chapter 3

Proposed Robust Speaker Adaptation Methodologies

3.1 Robust Speaker Adaptation Framework

The framework introduced in this section incrementally creates an acceptable training 

model using a minimal number of target user samples via the proposed Robust Speaker 

Adaptation methods. This framework is an innovative system that can resolve the 

cold-start problem present in small and emotionally-imbalanced data environments. The 

proposed Robust Speaker Adaptation, which is the core methodology of this framework, 

consists of data reinforcement and data augmentation. The data reinforcement method 

selects real data by determining the similarity of speech datasets between the acquired 

target speech and the initial multiple-user training model. The data augmentation method 

generates virtual data to create more scenarios by utilizing SMOTE. The augmented 

data extracted via the Robust Speaker Adaptation process constructs the personalized 

training model using a machine learning algorithm. 

This framework can create and update a personalized model incrementally for a 

target user by implementing a re-training process with only a single target user input. 

Figure 3-1 shows the system architecture of the proposed method.
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Figure 3-1
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① Preprocessing

This module performs normalization and the silence removal process. this thesis 

employed the peak normalization implemented by jAudio [55] from the precedent 

research [56], which is the default approach to adjusting the data value based on the 

highest signal level present in the audio. Additionally, also employed the existing silent 

removal approach based on the zero crossing rate (ZCR) for speaker identification [57] 

to discard the blank area in the speech. This approach divides audio into frames, where 

each duration is segmented in 15ms by a hamming window. Then, speech boundaries 

are estimated based on the short time energy (STE) algorithm [58]. After that, silence 

areas are removed by the extracted threshold values. 

When the converted STE signal information increases from the minimum threshold 

value to the maximum threshold value, it is judged to be a start point of voice. 

Thereafter, the maximum threshold value is decreased from the maximum threshold 

value to the minimum threshold value, and when it falls below the threshold value, it 

is determined as the end point. Equation 1 represents the Short-term Energy conversion 

formula, and Equations 2, 3, 4, 5, and 6 represent the threshold value extraction 

process.

                           (1)

               (2)

               (3)

                        (4)
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                              (5)

                 (6)

Figure 3-2 shows the waveforms of the original speech Signal and Figure 3-3 shows 

the waveforms of the original speech signal converted into Short-term Energy 

information.

Figure 3-2. Waveform of Original Raw Speech Signal

Figure 3-3. Waveform of Converted STE Signal
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This method can extract user’s speech in consideration of the noise level. Figure 3-4 

presents the examples of waves of before and after applying the silent remover.

(1) Anger                                (2) Neutral         

(3) Sadness                     (4) Happiness

Figure 3-4. Waves of (a) before and (b) after preprocessing module in a sentence

② Feature Extraction & Selection

This module extracts the feature vector from the speech. this thesis employed 

various basic feature vector in existing methods of speech emotion recognition area 

[59]. At first, the speech data is split to 16ms and then the filter-bank values are 

extracted, including 13 MFCC (Mel Frequency Cepstral Coefficient), 10 LPC (Linear 
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Predictive Coding), Energy, and Pitch in each frame. Then, it calculates the statistical 

feature vector, which includes the mean, standard deviation, max, and min. Table 3-1 

shows the feature vector scheme description.

Table 3-1. Feature Vector Scheme Description

Categories
Statistical 

Values

Number of 

Features (100)
Description

13 MFCC

- Mean

- StdDev

- Max

- Min

52

(13 x 4)

This filterbank algorithm takes into account 

human auditory characteristics and is 

widely used in speech recognition, having 

excellent recognition performance [60].

10 LPC
40

(10 x 4)

This filterbank algorithm is also widely 

used in speech recognition as a kind of 

parameter speech synthesis method based 

on a humans vocalization model. [61]

Energy 4

This is a feature that is mainly used in 

speech-based emotion recognition by 

measuring the strength of a voice 

waveform in a speech impulse signal. [62]

Pitch 4

This is a feature which is frequently used 

in speech recognition and includes the 

main acoustic correlation of tone and 

intonation generated by vocal frequency 

per second. [63]
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Figure 3-5. Feature Extraction Procedure

In the 100 feature schemes, The Feature Selection process is performed to optimize 

the feature vector. There are many feature selection methods such as Correlation 

Feature Selection [64], Information Gain [65], Principal Component Analysis (PCA) [66] 

etc. These almost feature selection algorithms optimize by reducing features. Therefore, 

the accuracy level also is decreased from 1% to 2% affected by reducing features. 

Furthermore, we do not know how deleted features affect the recognition model in 

personal data. Therefore, we employed the weighted correlation feature selection method 

[64] that assigns weights to each feature without deleting features. First, global feature 

extraction is performed through 10-fold cross validation using the existing public data 

set IEMOCAP (The Interactive Emotional Dyadic Motion Capture) dataset [67], and 

Merit score points of each feature are measured. IEMOCAP consists of 10 people’s 

emotional speeches by natural conversation, which are useful for selecting more 
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objective features. Details of IEMOCAP is described in the Experimental section. Table 

3-2 shows the correlation merit points measured using the IEMOCAP dataset.

As a result of the correlation merit point for each feature, all of the 10 LPC 

features have a correlation value of 0, which is a useless feature. Finally, this module 

uses a total of 96 features excepting four 10 LPC features and reflect weighted values 

for each feature in the recognition and training process. This feature selection approach 

can increase the accuracy a little bit. Table 3-3 are show a comparison of accuracy 

between original emotion recognition and applied correlation feature selection by 10-fold 

cross validation.

ID Feature Avg. Merit ID Feature Avg. Merit

1 1 MFCC Mean 0.14 51 12 MFCC Min 0.092

2 2 MFCC Mean 0.212 52 13 MFCC Min 0.104

3 3 MFCC Mean 0.019 53 1 LPC Mean 0.081

4 4 MFCC Mean 0.026 54 2 LPC Mean 0.077

5 5 MFCC Mean 0.04 55 3 LPC Mean 0.047

6 6 MFCC Mean 0.182 56 4 LPC Mean 0.106

7 7 MFCC Mean 0.152 57 5 LPC Mean 0.105

8 8 MFCC Mean 0.153 58 6 LPC Mean 0.068

9 9 MFCC Mean 0.156 59 7 LPC Mean 0.058

10 10 MFCC Mean 0.152 60 8 LPC Mean 0.093

11 11 MFCC Mean 0.156 61 9 LPC Mean 0.08

12 12 MFCC Mean 0.162 62 10 LPC Mean 0

13 13 MFCC Mean 0.09 63 1 LPC StdDev 0.107

14 1 MFCC StdDev 0.153 64 2 LPC StdDev 0.101

Table 3-2. Correlation Feature Selection Matrix
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15 2 MFCC StdDev 0.183 65 3 LPC StdDev 0.118

16 3 MFCC StdDev 0.187 66 4 LPC StdDev 0.169

17 4 MFCC StdDev 0.18 67 5 LPC StdDev 0.129

18 5 MFCC StdDev 0.177 68 6 LPC StdDev 0.09

19 6 MFCC StdDev 0.172 69 7 LPC StdDev 0.144

20 7 MFCC StdDev 0.034 70 8 LPC StdDev 0.068

21 8 MFCC StdDev 0.04 71 9 LPC StdDev 0.089

22 9 MFCC StdDev 0.056 72 10 LPC StdDev 0

23 10 MFCC StdDev 0.027 73 1 LPC Max 0.053

24 11 MFCC StdDev 0.136 74 2 LPC Max 0.092

25 12 MFCC StdDev 0.089 75 3 LPC Max 0.052

26 13 MFCC StdDev 0.073 76 4 LPC Max 0.107

27 1 MFCC Max 0.065 77 5 LPC Max 0.124

28 2 MFCC Max 0.069 78 6 LPC Max 0.128

29 3 MFCC Max 0.128 79 7 LPC Max 0.072

30 4 MFCC Max 0.148 80 8 LPC Max 0.124

31 5 MFCC Max 0.158 81 9 LPC Max 0.041

32 6 MFCC Max 0.163 82 10 LPC Max 0

33 7 MFCC Max 0.153 83 1 LPC Min 0.057

34 8 MFCC Max 0.218 84 2 LPC Min 0.053

35 9 MFCC Max 0.062 85 3 LPC Min 0.049

36 10 MFCC Max 0.185 86 4 LPC Min 0.105

37 11 MFCC Max 0.176 87 5 LPC Min 0.064

38 12 MFCC Max 0.16 88 6 LPC Min 0.091

39 13 MFCC Max 0.132 89 7 LPC Min 0.058

40 1 MFCC Min 0.128 90 8 LPC Min 0.07
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41 2 MFCC Min 0.155 91 9 LPC Min 0.079

42 3 MFCC Min 0.141 92 10 LPC Min 0

43 4 MFCC Min 0.149 93 Energy Mean 0.113

44 5 MFCC Min 0.156 94 Energy StdDev 0.045

45 6 MFCC Min 0.145 95 Energy Max 0.092

46 7 MFCC Min 0.079 96 Energy Min 0.132

47 8 MFCC Min 0.14 97 Pitch Mean 0.035

48 9 MFCC Min 0.157 98 Pitch StdDev 0.043

49 10 MFCC Min 0.144 99 Pitch Max 0.099

50 11 MFCC Min 0.07 100 Pitch Min 0.014

J48 (without feature selection) J48 (applied feature selection)
class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.
Ang. 44.22 10.82 20.05 24.92 Ang. 44.11 11.16 19.99 24.75
Sad. 14.15 39.22 16.84 29.79 Sad. 14.45 39.75 16.54 29.27
Hap. 23.48 15.97 27.67 32.88 Hap. 23.00 16.24 28.62 32.14
Neu. 20.04 16.89 21.24 41.83 Neu. 19.91 16.76 21.71 41.62

SMO (without feature selection) SMO (applied feature selection)
class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.
Ang. 59.34 5.49 5.66 29.50 Ang. 59.34 5.49 5.66 29.50
Sad. 8.53 51.12 2.92 37.43 Sad. 8.53 50.97 2.99 37.50
Hap. 21.92 11.10 21.58 45.40 Hap. 21.85 11.10 21.72 45.33
Neu. 12.24 13.82 6.57 67.38 Neu. 12.20 13.82 6.57 67.42

Random Forest (without feature selection) Random Forest (applied feature selection)
class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.
Ang. 58.15 4.36 3.51 33.98 Ang. 58.61 4.42 2.94 34.03
Sad. 8.31 44.84 3.22 43.64 Sad. 8.16 45.21 3.22 43.41
Hap. 23.61 9.61 15.63 51.15 Hap. 22.67 8.80 16.78 51.76
Neu. 9.81 10.11 4.69 75.39 Neu. 10.15 9.55 5.07 75.22

Table 3-3. The Comparison of accuracy between original emotion recognition (Left) 

and applied correlation feature selection (Right) - IEMOCAP (Unit %)
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③ Similar data selection based on Maximum Threshold Distance

This module reinforces the insufficient target emotional samples from initial 

constructed multiple user speech dataset when the acquired target user speech samples 

in particular emotional label is not enough to train. Regarding reinforcement of target 

user training dataset from other users, the overall labeled dataset in multiple user 

speech dataset is transformed into an unlabeled statement. Then measure the distance 

from the extracted feature vectors through module 1 and 2 from not only labeled target 

user speeches but also unlabeled multiple user speeches. The distance between the 

unlabeled speech data and the mean value of the acquired target user speech is 

calculated to measure the similarity. Then, the training dataset is reinforced with the 

speech that has the most similarities.

④ Other similar user emotional speech mapping based on Data Distribution Factor

This module replaces the dataset of empty target emotional samples through similar 

user emotional speeches from other user speech dataset when some particular emotional 

label samples were never acquired from target user. Regarding the similar user 

emotional speech selection from other users, the distance is measured on each 

emotional category between target user and other user through data distribution factors 

such as median, variance, skewness, and kurtosis for the target user as well as every 

user in the initial constructed multiple user dataset. Then, the most similar emotion data 

among the other users is copied to the empty target user emotional label dataset based 

on the distance from the distribution factors.

⑤ Virtual Case Data Augmentation based on SMOTE

Using the SMOTE algorithm [68] is an efficient way to reinforce and augment 

different speech cases. SMOTE is a well-known over-sampling technique that can 
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resolve the imbalanced data problem where particular class is biased. The SMOTE 

method reduces the gap in the number of samples compared to the majority and 

minority classes by augmenting the samples of the minority class. However, the main 

limitation of this method is the cold-start problem, in which there is no accurate data 

generated when the initial input data are prime numbers. The reason is that SMOTE 

generates the random data in the nearest boundary of acquired data [69]. In small 

amount of data, the boundary area is narrowed. Therefore, it can fall into overfitting 

problem and show low accuracy with the new input data. To solve this problem, it is 

important to acquire enough initial samples before oversampling. Therefore, This module 

builds the final dataset by reinforcing the virtual dataset using the SMOTE algorithm, 

based on the selected sufficient real-case dataset from 3 and 4 module. 

⑥ Model Creation and Classification (Model Creation)

This module creates a training model based on the generated dataset from module 3 

to 5 and then classifies emotions from a new speech input from the target user. 

Accuracy in all recognition research domains affects the selection of machine learning 

algorithms as well as feature extraction. The selection of machine learning algorithms is 

also important in the field of emotion recognition because it greatly affects recognition 

accuracy depending on which machine learning algorithm is selected. Therefore, in this 

module, utilize the best performance classifier based on the machine learning 

comparison evaluation results.
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3.2. Similar data selection based on Maximum Threshold Distance

The target user speech data is not always acquired in sufficient amount to create the 

personalized emotion recognition model. Especially, the target user emotional samples 

are collected in prime number in initial stage of personalized emotional speech 

acquisition. If the personalized model is trained in prime number of target user 

emotional speech, we cannot achieve high performance on new input data due to the 

lack of real case data. The proposed method can solve to overcome the insufficient 

data problems by adding the similar emotional speech of other users to the training 

dataset of the personalized model.

Figure 3-6. Similar data selection based on Maximum Threshold Distance

This section introduces the proposed technique to reinforce insufficient emotional 

speech of the target users. To increase the amount of insufficient target user emotional 

speech, the dataset is selected based on the similarity between the target user speech 

and the multiple-user speech. Figure 3-5 shows the process of Insufficient Data 

Reinforcement.
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For the similarity calculation between the target user speech and the multiple-user 

speech, preprocessing and a feature extraction process are performed first. Then, the 

target user dataset is separated into different emotion classes and the MLE value of 

each feature is obtained for each emotion. The distance between the speech relative to 

the initial multiple-user speech database is calculated and the target user MLE values 

are obtained. Among this process, the labeled data in the initial multiple-user speech 

database are transformed into unlabeled data. This means the label information is 

ignored in multiple-user speech database. 

Figure 3-7. Unlabeled transformation 
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Figure 3-7. Unlabeled transformation in feature space

The reason for using an unlabeled transformation is that emotional expressions are 

different for each user. For example, if the target user’s anger speech pattern is similar 

to the happiness pattern from the multiple-user speech database, the system classifies 

the target user’s anger as happiness. This means that the target user’s particular 

emotional speech can be similar to different emotional speech in other user emotional 

speech when the acoustic pattern is almost same. Therefore, this method ignore the 

labeled information in the multiple-user speech database when reinforcing the target 

user training dataset with other user similar speech. 

Then, the speech samples from the user closest to the target speech MLE value are 

selected. After that, selected unlabeled data of other users are map to the most similar 

target user emotional label and add the target user training data set. 

Figure 3-9. MLE value calculation based on target user data
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There are various techniques such as Euclidean Distance [70], Log-likelihood 

Distance [33] and Jaccard Distance [71]. Although the distance measurement method 

and the calculation result of each technique are different, the distance ranking between 

the target data and the existing model data does not change. Therefore, in this thesis, 

the distance measurement method is employed as the method with the lowest 

complexity and time cost in the calculation of the above three distance measurement 

methods. Table 3-4 shows the distance measurement process time cost between each 

data between target data using IEMOCAP dataset and shows the extracted data Index 

ranking as an example. The time cost was measured using about 6000 data by 10 

users for only one target emotion. And the lowest distance ranking index shows the 

example of user-1 related data.

Distance 
Measurement

Description
Time 
cost 

Example of lowest distance 
ranking (User 1)

Euclidean 
Distance

The Euclidean distance is 
the straight-line distance 
between two points in 
Euclidean space. With this 
distance, Euclidean space 
becomes a metric space.

53ms

Total 235
3158, 3428, 1064, 733, 6778, 
6384, 2460, 5180, 2016, 
4630, 1063, 2048, 6870, 
2991, 1399,
... 
6557, 840, 2359, 3397, 5843 

Log-
Likelihood 
Distance

Log-Likelihood Distance is 
measured the distance by 
N-best result from 
log-likelihood. This method 
can observe large value for 
a similar small distance 

123ms

Total 235
3158, 3428, 1064, 733, 6778, 
6384, 2460, 5180, 2016, 
4630, 1063, 2048, 6870, 
2991, 1399,
... 
6557, 840, 2359, 3397, 5843 

Jaccard 
Distance

Jaccard distance considers 
two objects to be compared 
as sets of characteristics. 
Basic concepts or notations 
are based on set theory.

83ms

Total 235
3158, 3428, 1064, 733, 6778, 
6384, 2460, 5180, 2016, 
4630, 1063, 2048, 6870, 
2991, 1399,
... 
6557, 840, 2359, 3397, 5843 

Table 3-4. Distance measurement performance
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Based on the results in Table 3-4, the distance is measured using a Euclidean 

Distance measurement between the target user’s mean feature vector and each of the 

other user’s feature vectors, which is then used to determine the similarity. The 

following Equations provide distance measurements.

                (7)

              (8)

       (9)

In Equation 7, is a two-dimensional array that stores the average value of the 

acquired target user emotion voice feature vectors, where is the corresponding emotion 

index, is the index of the feature vector, N is the number of data is the index of the 

data, and is the extracted statistical speech feature vector via the feature extraction 

module. In Equation 8, represents the distance between two vectors, where is the index 

of the initial multiple-user speech and is the initial dataset consisting of multiple users. 

Equation 7 is performed independently for each emotional label of the acquired target 

user, and Equation 8 is performed based on the results of Equation 7. In the case of 

the initial dataset in Equation 8, all of the data are retrieved regardless of the label, 

and then the distance is calculated for each emotion. Then, the maximum threshold 

value for data that is relevant to the user is specified through Equation 9. 
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Figure 3-10. MTD based Similar Data Selection Process
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Finally, the process of sequentially selecting similar data to reinforce the insufficient 

data according to distance is performed via the following figure 3-7 and 3-8.

Figure 3-11. Similar Data Selection Algorithm

Figure 3-12. The Proposed Algorithm of Similar Speech Data Selection based 
on Maximum Threshold Distance
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Figure 3-9 present the output of the this proposed data selection algorithm. 

Compared with existing method [33], we can see that the proposed technique selects 

more target user related data.

Figure 3-13. Output comparison of the proposed method and existing method 
(LDT-MDT- MLLR [33])



- 53 -

3.3. Other similar user emotional speech mapping based on Data 

Distribution Factor

Normally, humans do not express different emotions at the same rates in daily life 

[72]. If the target user does not express a particular emotion for a long time, the 

training model will be created without any samples for that particular emotional speech. 

In this case, this particular emotion is not recognized by the system and the accuracy 

is 0%. We can assume that the target user’s absent emotion data will be similar to 

that of another user’s emotional speech if they have a similar speech pattern. Therefore, 

I propose the reinforcement method to replace absent target user emotion data to 

similar user’s emotional speech based on this assumption.

This section introduces the proposed method to reinforce data that is not collected 

from the target user’s particular emotional speech. The proposed method selects the 

user most similar with the target user from among the emotional speech data of 

multiple users, and then selects the speech from this similar user. Then calculates the 

distribution similarity based on the speech of each user's training dataset and selects the 

most similar user relative to the acquired target user. Finally, this particular absent 

emotion data will be reinforced regarding the target user’s training dataset considering 

its similarity with the other user’s emotion speech data. 

Figure 3-14. Absent Emotion Data Reinforcement Workflow
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We compute the statistical distribution, including the median, variance, skewness, 

and kurtosis, from the speech data of both the target user and the other users 

considering the speech feature vectors extracted in step 2 of Section 2. Then, the 

similarity degree between the target user and the other users is calculated. The 

similarity calculation procedure is the data of the user with the highest the Euclidean 

Distance Similarity distance value of data distribution factors of each user. The contents 

of the speech feature vector distribution to be considered are as follows.

l Average – The average is a single number taken as representative of a list of 

numbers [73]. The value is often used as an estimate of a central tendency 

such as a mean. The calculation procedure is shown in Equation 10.

 






                     (10)

l Median - The median is the value separating the higher half from the lower 

half of a data sample (a population or a probability distribution). For a data 

set, it may be thought of as the "middle" value [74]. The calculation procedure 

is shown in Equation 11.

      (11)

l Variance - It is the expectation of the squared deviation of a random variable 

from its mean. Informally, it measures how far a set of (random) numbers are 

spread out from their average value [75]. The calculation procedure is shown 

in Equation 12.

               (12)
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l Standard Deviation - The standard deviation is a measure of the scattering of 

the data, defined as the square root of the amount of variance [76]. The 

smaller the standard deviation, the closer the distance of the variables from the 

mean value. Statistics and probabilities mainly represent distribution of 

probability, random variable or measured population or redundancy set. The 

calculation procedure is shown in Equation 13.

               (13)

l Skewness - It is a measure of the asymmetry of the probability distribution of 

a real-valued random variable about its mean. The skewness value can be 

positive or negative, or undefined [77]. The calculation procedure is shown in 

Equation 14.

                       (14)

l Kurtosis - It is a measure of the "tailedness" of the probability distribution of 

a real-valued random variable. In a similar way to the concept of skewness, 

kurtosis is a descriptor of the shape of a probability distribution and, just as 

for skewness, there are different ways of quantifying it for a theoretical 

distribution and corresponding ways of estimating it from a sample from a 

population [78]. The calculation procedure is shown in Equation 15.

                                (15)
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l Maximum - The maximum is the extreme value in a data set [79]. The 

maximum value should be the largest value within a given range and is useful to 

measure the extent of the feature vector data distribution. The calculation procedure 

is shown in Equation 16.

       (15)

l Minimum - The minimum is the lowest value in a data set [79]. The maximum 

value should be the largest value within a given range with maximum value and is 

useful to measure the extent of the feature vector data distribution. The calculation 

procedure is shown in Equation 16.

       (16)

Finally, compute the Euclidean Distance Similarity based on data distribution factors 

for each user to estimate similar user. Then we select the most similar user’s real-case 

data for absent area. The calculation procedure of distance similarity is shown in 

Equation 17 and 18.

                    (17)

                   (18)
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Figure 3-15. Other similar user emotional speech mapping based on 
Data Distribution Factor
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Figure 3-16 present the output of the this proposed data selection algorithm. 

Compared with existing method [33], By comparison with existing techniques, we can 

see that the proposed technique selects more target user related data and solves the 

imbalanced problem to some extent.

Figure 3-16. Output comparison of the proposed method and existing method 
(LDT-MDT- MLLR [33])
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3.4. Virtual Case Data Augmentation based on SMOTE

SMOTE is the method used to generate the dataset for a minority number of 

particular class samples in the classification model. At first, SMOTE finds the K 

nearest neighbors of the minor class samples and finds the difference between the 

current sample and these K neighbors. This difference is multiplied by a random value 

between 0 and 1 and is then added to both the training data as well as the original 

sample. The SMOTE algorithm increases the number of minority classes, which has the 

smallest number of samples, repeating this several times until the numbers of samples 

for all classes are balanced. In addition, this algorithm reinforces untrained case data by 

oversampling this data virtually. This method increases the recognition accuracy of the 

new input data.

However, the cold-start problem, in which the mis-recognition rate increases during 

the initial stage, occurs due to the generation of limited ranges of oversampled data, 

which itself occurs when the number of acquired sample data is too small and thus 

cannot generate accurate samples for the absent emotion data for SMOTE. The 

cold-start problem of SMOTE can be solved using the dataset extracted from the 

proposed real-case data selection process. Then, if the data are amplified using 

SMOTE, the accuracy can be improved even at the initial stage. Therefore, the final 

training dataset is constructed by reinforcing the virtual case data using the SMOTE 

algorithm for the training dataset, which is selected via the data reinforcement 

technique. 

This method performed by following algorithm such as Figure 3-16 and 3-17. And 

Figure 3-18 show the selected final data compare with existing work and proposed 

Robust Speaker Adaptation.
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Figure 3-17. The Flowchart of SMOTE Algorithm

Figure 3-18. The Proposed Algorithm of Virtual Case Data Augmentation based 
on SMOTE
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Figure 3-19. Final output comparison of the proposed method and existing method 
(LDT-MDT- MLLR [33])
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3.5. Model Creation and Classification

In this section, we generate the training model using common classification 

techniques. Choosing an appropriate classifier is important for creating a training model 

in speech emotion recognition. Machine learning algorithms such as Support Vector 

Machines (SVM), Decision Trees, and Random Forest have unique characteristics when 

generating and recognizing training models.

In this paper, we use a random forest classification algorithm [80] to perform 

training model generation and recognition. This random forest algorithm was first 

introduced to mitigate the disadvantages of overfitting and instability common among 

decision trees. A random forest is a method of creating a single model by combining 

multiple decision trees. Multiple trees are created by applying randomness to 

observations and variables. This process generates N bootstrap samples, N trees with 

arbitrary bootstrap samples and variables, and an ensemble training classifier, which has 

the advantage of excellent prediction and high stability [81]. Therefore, this classifier is 

an effective algorithm for speech-based emotion recognition, which can build a reliable 

training model with few data.

Figure 3-20. Simplified Random Forest
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Chapter 4

Experimental Result and Discussion

In this section, evaluate the performance of the proposed Robust Speaker Adaptation 

framework to solve the cold-start problem. Therefore, we proposed new evaluation 

methodologies to evaluate the cold-start problem. First of all, we selected a dataset with 

a lot of personal voice data. And make a similar real-world data acquisition environment 

through randomly training data selection for each user. Finally, this experiment was repeated 10 

times. And we also performed cross corpus evaluation for validation of proposed method.

4.1. Experimental Setup

In this work, performed the experiment using Interactive Emotional Dyadic Motion 

Capture (IEMOCAP) [67], which is a public emotion speech dataset. The IEMOCAP 

dataset has an extremely large number of data compared to other similar datasets 

consisting of various speech patterns from real environments. In other recent studies, 

the 5-fold Cross Validation technique with the four emotions of Anger, Sadness, 

Happiness, and Neutral has shown a low accuracy of about 60%, which has been 

challenging to overcome [82-83]. Therefore, the IEMOCAP dataset was selected for our 

experimental dataset, for which individual datasets are sufficient and clearly exhibit 

accuracy improvements. In our experimental method, the accuracy of the personalization 

model generation was calculated by randomly selecting training data and test data from 

the target user and increasing the number of training data. And we also select the 

CRowd-sourced Emotional Multimodal Actors Dataset (CREMA-D) [84] for cross 

domain evaluation in this experiment.
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4.1.1 Dataset

The purpose of the experiment in this paper is to verify the performance of the 

personalized emotion recognition model creation method. The proposed method uses the 

existing SI model when the target user’s data is 0. Since the user data is collected 

more than once, the training model is rapidly changed by retraining process using 

proposed Robust Speaker Adaptation (Robust Speaker Adaptation). In order to verify 

the performance of this technique, the number of personalized data must be enough to 

be able to train and test. 

In speech emotion recognition area, there are many `well organized open dataset 

such as eNTEFACE [85], EMO-DB [86], Surrey Audio-Visual Expressed Emotion 

(SAVEE) Database [87], The Ryerson Audio-Visual Database of Emotional Speech and 

Song (RAVDESS) [88] and Crowd-sourced emotional multimodal actors dataset 

(CREMA-D) [84]. These databases consist of hundreds to thousands of samples. Most 

of the existing SI studies used k-fold cross validation when evaluating their algorithm. 

It means they utilize all of data fully to train and test. However, our approach can 

verify the utilization of individual target user dataset only to train and test. Therefore, 

for accurate evaluation, we have required a large amount of individual emotional 

speech data. Table 4-1 shows the representation of existing speech database 

organization. Existing databases have insufficient amount of individual emotion data 

such as about 20. These environments have limited choice of user training data and 

test data, making it difficult to conduct accurate indirect comparison experiment. 

Finally, we have selected IEMOCAP which has the largest number of total samples 

about 100 emotional samples of each emotion per person.
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Table 4-1. Organization of Existing Emotional Speech Database

Emotional 
Database

Total 
Samples Emotions Speakers

Avg. 
Samples per 

person

Avg. Samples of 
Each Emotion per 

Person

Emo-DB 535 7 10 53.5 7.6

eNTERFACE 1,166 6 42 27 4.5

SAVEE 480 8 4 120 15

RAVDESS 1,440 8 24 60 7.5

CREMA-D 7,442 6 91 81.7 13.61

IEMOCAP 10,038 10 10 1003.8 100.3

The IEMOCAP dataset is composed of 10,038 corpus samples with 10 labels 

(Neutral, Frustration, Anger, Sadness, Happiness, Excited, Other, Surprise, Fear, and 

Disgust), which are speech data continually collected through a script. Each sample 

from the IEMOCAP dataset is annotated with multiple labels from many audiences. We 

chose a representative label through voting. However, the dataset contains ambiguous 

emotions such as Excited and Frustration. Further, the number of data among Surprise, 

Fear, Disgust, and Other is too small. Therefore, it is difficult to conduct precise 

experiments when the data is divided into training and test datasets. Table 4-2 shows 

the original IEMOCAP dataset structure.
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Table 4-2. Original IEMOCAP Dataset Structure

Emotion Number of Samples Rate

Anger 1,229 12.24%

Sadness 1,182 11.78%

Happiness 495 4.93%

Neutral 575 5.73%

Excited 2,505 24.96%

Surprise 24 0.24%

Fear 135 1.34%

Disgust 4 0.03%

Frustration 3,830 38.16%

Other 59 0.59%

Total 10,038 100%

Therefore, we transformed the data for the Excited and Frustration emotion labels to 

other annotated emotion labels that these labels are ambiguous and have high 

composition ratio in the dataset. We did this by selecting the second most voted label 

from the IEMOCAP dataset. In addition, We use four emotions based on Valence & 

Arousal model [89] without using all ten emotions. In most emotion recognition studies 

using Valence Arousal Model, four emotions as Angry, Happy, Calm(Neutral), Sad are 

used as cognitive measures by deleting ambiguous emotions such as Afraid, Excited, 
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Content and Depressed. Therefore, we conducted experiments using data for only four 

basic emotions which is normally used in speech emotion recognition [90-91]: Neutral, 

Anger, Sadness, and Happiness. 

Figure 4-1. Valence-arousal Dimensional Model

Table 4-3 shows the number and ratio of refined data and Fig. 4-1 shows the 

number of user-specific samples.

Table 4-3. Refined IEMOCAP Dataset Organization

Emotion Number of Samples Rate

Anger 1,766 25.51%

Sadness 1,336 19.29%

Happiness 1,478 21.34%

Neutral 2,345 33.86%

Total 6,925 100%
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Figure 4-2. Refined IEMOCAP Dataset Represented by Each User

 The CREMA-D selected for the cross-corpus evaluation is constructed with 91 

different user speeches and is suitable for generating as an initial model. This dataset 

was recorded a common method that every user (actors) collect training data speech 

from a given script. And this dataset has a high diversity including various ages.

Table 4-4. CREMA-D Actors’ Age Distribution

Age # actors

20-29 YRS 25.51%

30-39 YRS 19.29%

40-49 YRS 21.34%

50-59 YRS 33.86%

60-69 YRS 5

over 70 YRS 1

Total 100%
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This dataset is targeted the 6 kinds of emotions such as happy, sad, anger, fear, 

disgust and neutral. This corpus consist of 12 sentences for each rendered in all of the 

emotional states. This dataset was recorded by directed to express the first sentence in 

three levels of intensity: low, medium, and high. For the other remaining 11 sentences, 

the intensity level was unspecified. 

The semantic content of all 12 sentences was rated as emotionally neutral in a prior 

study [92]. The 12 sentences is presented in Table 4-5.

Table 4-5. CREMA-D sematic contents

Description

l It’s 11 o’clock.
l That is exactly what happened.
l I’m on my way to the meeting.
l I wonder what this is about.
l The airplane is almost full.
l Maybe tomorrow it will be cold.
l I would like a new alarm clock.
l I think I have a doctor’s appointment.
l Don’t forget a jacket.
l I think I’ve seen this before.
l The surface is slick.
l We’ll stop in a couple of minutes.

The CREAM-D is organized by emotionally balanced manner. Table 4-6 present 

the organization of CREMA-D of selected only 4 kinds basic emotions such as anger, 

sadness, happiness, neutral.
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Table 4-6. Organization of CREMA-D

Emotion Number of Samples Rate

Anger 1271 25.94%

Sadness 1270 25.92%

Happiness 1271 25.94%

Neutral 1087 22.2%

Total 4899 100%
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4.1.2 Experimental Methodologies

The traditional emotion recognition experiments were conducted using the 5-fold 

cross validation method usually. This evaluation method yields a high accuracy and 

includes the target user data in the training dataset, where the number of training data 

is relatively large. However, this method is not suitable for measuring the performance 

in personalized emotion recognition experiments, as there is only a small amount of 

target user training data. Therefore, we aimed to verify the individual accuracy 

performance using a minimal target user training dataset combined with a new 

experimental method. 

In this new experiment, the training dataset and test dataset were randomly divided 

without considering emotion label balance in order to create an environment similar to 

real speech acquisition with a limited dataset. At first, we decided the number of 

maximum training data samples. We allocated the training data and test data to half 

and half, and we also constructed the sufficient test data samples for evaluation. As a 

result, we set maximum training data to 300 as considering the total number of data is 

6,925 and the minimum number of data is 379 in subject 2. The remained data not 

included in the training dataset were used as the test dataset. Second, we incrementally 

increased the size of the training dataset for each target user starting from a minimum 

of 50 to a maximum of 300. 

This is done to progressively measure the accuracy according to the number of 

target user training data when creating the personalized training model. And the average 

accuracy and precision were measured by repeating the experiment 10 times for 

fairness. In other words, test data is randomly fixed in each experiment and the 

training data changes from 50 to 300 incrementally. (e.g. Subject 1 had 431 utterances; 

total dataset:431, Training dataset: 50-300, Test dataset: 131) 
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We performed 4 kinds of comparison evaluation to validate if the proposed method 

is really efficient in emotionally imbalanced small samples environment. And we also 

employed the Imbalance Ratio (IR) [93] to understand how much emotional data is 

unbalanced and improved. And we also evaluate the cross corpus environment with 

CREMA-D. There are 51 to 53 personal data in CREMA-D. Therefore, when 

CREMA-D is used as evaluation dataset, only 20 data are used as training data sets 

and the remained data are used as test data. The experiment consists of four criteria as 

follows.

1) SI (Speaker Independent – baseline) : 

The experiment using target user speech data as the test data and creating a 

training model with the remaining nine users’ datasets

2) PM (Personal Model – self learning) : 

The experiment conducted by constructing a training model only with personal 

user speech data.

3) Conventional MLLR with HMM :

The experiment using conventional MLLR based model adaptation

4) LDM-MDT MLLR with GMM :

The experiment using LDM-MDT MLLR based data selection

5) Proposed method :

The experiment using the proposed Robust Speaker Adaptation Framework
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4.2. Experimental Results

4.2.1. Recognition Accuracy

In this section, we describe the results of the recognition accuracy of the four 

experiments introduced in Section 5.2. The experiments were performed using 

implemented SMO, J48 and Random Forest in WEKA Library [94] to estimate which 

classifier shows best performance. The WEKA Library is a well known machine 

learning open source library. 

In SMO case, we select the RBF kernel which is normally used in speech emotion 

recognition area. The advantage of using RBF kernel is that it restricts training data to 

lie in specified boundaries. The RBF kernel nonlinearly maps samples into a higher 

dimensional space which means it can handle the case when the relation between class 

labels and attributes is nonlinear unlike the linear kernel. The RBF kernel has less 

numerical difficulties than polynomial kernel [95]. Therefore, we used the RBF Kernel 

for SVM classifier. And the parameter of the Gamma and C is set to default value as 

in the Weka Library (Gamma Value = 0.01, C value = 1). And we also use the 

standardization process in RBF Kernel. 

Figure 4-4 and Figure 4-5. shows the average accuracy for experiments using 

various classifiers and how many target user data we use to train. In Figure 4-4. and 

Figure 4-5, the accuracy in every classifier in all experiments is incrementally increased 

while target user’s training data is increased. The performance of the Random Forest 

classifier used in the proposed framework is the highest.
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Figure 4-4. Experimental Results for Each Classifier (Unit %) 
(Initial Model: CREMA-D, Evaluation Dataset: IEMOCAP)

In SMO experiment, there is a large difference between small amount of training 

data and large amount of training data. As a result. We can see that the SMO 

classifier requires lots of target user training data to create personalized model. This 

means, SMO classifier is more suitable to create general model than personalized 

model.

In J48 experiment, the result shows that the accuracy improves continuously as the 

target user data increases (37.241% to 59.54%). However, the accuracy is poor in small 

data environments. This means that the J48 classifier is hard to create personalized 

model when acquired amount of data is small.

In Random Forest experiment, the result shows the best accuracy compared with all 

other experiments (49.57% to 68.501%). Therefore, we can know that the Random 

Forest classifier is suitable to create personalized model with our proposed method.
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To validate the robustness of diversity environment, we performed evaluate again 

that CREMA-D is set as an evaluation data and IEMOCAP dataset is set as an initial 

model. Figure 4-5 shows the results of a machine learning algorithm comparison 

experiment in a reversed cross-corpus environment. This result does not make much 

difference from the experimental result compared with previous experiment. The reason 

is the proposed algorithm selects the data of the specific area in feature space. In other 

words, stable accuracy can be obtained when a large number of data in an initial 

model is obtained. Finally, we can know that the classifier suitable for the personalized 

emotion recognition model is the Random Forest through two cross-corpus experiments. 

And also we can see CREAMA-D is higher accuracy than IEMOCAP dataset 

evaluation because it was recorded by the defined rule and limited dataset. 

Figure 4-5. Experimental Results for Each Classifier (Unit %) 
(Initial Model: CREMA-D, Evaluation Dataset: IEMOCAP)

Figure 4-6 and Figure 4-7 shows the detailed results using the Random Forest 

classifier with caparison evaluation. We can see that the proposed method always 

shows the highest accuracy. 
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Figure 4-6 D
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The experimental results of SI show an average of 42.1%. Before the target user 

speech exceeds 70, the performance is higher than both PM and SMOTE. After that 

value however, PM and SMOTE show a higher accuracy. The SMOTE shows a lower 

accuracy than PM when the number of target user samples is less than 70. After that, 

when the target user data is sufficiently acquired, we can see that the accuracy is 

rapidly increased. The experimental results of conventional MLLR method is increase 

the accuracy very slowly due to utilize target user data with all of existing data. And 

the LDM-MDT-MLLR method is performed better than Conventional MLLR method 

due to utilize useful data in existing data for target user. However, it still adaptation 

speed is very slow due to select insufficient real case data for personalization in small 

samples environment.

Proposed method exhibits high performance across all of the experiments over the 

whole period due to the construction of sufficient number of data with proposed Robust 

Speaker Adaptation method from other user even small amount of data environment. 

The result in large amount of data environment of LDM-MDT-MLLR and proposed 

method are becoming similar. However, in the small amount of the target user data 

environment, the result of proposed method clearly shows higher accuracy than 

LDM-MDT-MLLR where the accuracy difference is about 6%. In other words, we can 

see that the proposed Robust Speaker Adaptation method solves the cold-start problem 

of existing methods efficiently.

The reversed cross-corpus evaluation also is shown the proposed methods is highest 

accuracy compared with existing methods. The CREAM-D dataset is very diverse and 

limited data set. Therefore, we can not see the rapid increment of accuracy level in 

Figure 4-7. Table 4-7 and 4-8 is show the confusion matrix of comparison of accuracy 

for each cross-corpus evaluations.
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Figure 4-7 D
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Target 
user 
Data 
300

PM Model (46.3%) Conventional MLLR (59%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 35.39 4.42 26.16 34.03 Ang. 64.87 9.08 11.18 14.87

Sad. 6.66 33.23 15.94 44.16 Sad. 9.00 64.56 7.31 19.13

Hap. 23.30 9.04 22.81 44.85 Hap. 20.09 12.22 49.71 17.98

Neu. 8.87 9.55 5.07 76.50 Neu. 13.81 13.30 12.93 59.96

LDM-MDT-MLLR (63.6%) Proposed Method (68.5%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 63.47 8.98 11.18 16.37 Ang. 75.50 4.21 7.92 12.38

Sad. 9.14 64.42 8.72 17.72 Sad. 6.09 72.75 7.54 13.62

Hap. 20.45 9.87 50.76 18.92 Hap. 14.71 12.42 53.59 19.28

Neu. 12.34 12.64 11.76 63.26 Neu. 6.38 12.59 8.87 72.16

Target 
user 
Data 
250

PM Model (44.4%) Conventional MLLR (52.6%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 51.89 6.47 11.75 29.88 Ang. 53.98 13.77 17.58 14.67

Sad. 7.21 35.92 11.56 45.31 Sad. 9.86 63.91 10.97 15.26

Hap. 24.56 9.98 26.21 39.25 Hap. 19.72 18.01 45.67 16.60

Neu. 12.98 11.79 15.01 60.21 Neu. 14.10 20.54 18.19 47.17

LDM-MDT-MLLR (58.7%) Proposed Method (65.8%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 62.48 8.58 12.08 16.87 Ang. 69.06 5.69 9.65 15.59

Sad. 8.58 62.45 7.74 21.24 Sad. 6.38 71.30 9.57 12.75

Hap. 22.56 10.34 47.83 19.27 Hap. 13.73 12.75 54.25 19.28

Neu. 14.62 13.15 12.86 59.37 Neu. 7.45 13.83 10.28 68.44

Table 4-7. The confusion matrix of comparison of accuracy (Unit %)

 (Evaluation Data: IEMOCAP, Initial Model: CREMA-D)
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Target 
user 
Data 
200

PM Model (44.8%) Conventional MLLR (48.9%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 42.63 5.58 19.12 32.67 Ang. 54.76 16.91 13.89 14.45

Sad. 7.35 37.69 12.93 42.04 Sad. 9.22 66.30 11.92 12.56

Hap. 19.30 11.62 30.26 38.82 Hap. 21.70 20.99 40.71 16.60

Neu. 7.44 12.03 15.72 64.80 Neu. 18.36 22.72 19.84 39.08

LDM-MDT-MLLR (55.5%) Proposed Method (62.6%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 56.33 12.43 16.46 14.78 Ang. 64.85 8.17 9.90 17.08

Sad. 10.81 63.75 10.65 14.79 Sad. 7.54 71.59 10.14 10.72

Hap. 19.57 14.75 47.52 18.16 Hap. 16.67 14.38 50.33 18.63

Neu. 12.53 17.41 16.97 53.09 Neu. 7.98 15.96 12.41 63.65

Target 
user 
Data 
150

PM Model (44.3%) Conventional MLLR (48.2%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 41.63 6.18 21.41 30.78 Ang. 53.98 18.03 16.80 11.20

Sad. 7.48 41.90 10.61 40.00 Sad. 12.24 62.00 12.72 13.04

Hap. 20.50 11.95 29.50 38.05 Hap. 25.53 22.55 40.14 11.77

Neu. 10.48 13.28 16.02 60.21 Neu. 18.36 24.72 20.19 36.73

LDM-MDT-MLLR (52.5%) Proposed Method (58.9%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 53.98 13.77 17.58 14.67 Ang. 59.90 12.38 11.63 16.09

Sad. 9.86 63.91 10.97 15.26 Sad. 5.22 66.67 15.94 12.17

Hap. 19.72 18.01 45.67 16.60 Hap. 14.38 15.03 51.31 19.28

Neu. 14.10 20.54 18.19 47.17 Neu. 8.16 16.84 17.20 57.80
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Target 
user 
Data 
100

PM Model (43.3%) Conventional MLLR (46.4%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 44.82 7.57 12.85 34.76 Ang. 47.26 21.61 20.38 10.75

Sad. 6.80 43.67 9.52 40.00 Sad. 7.95 66.45 13.67 11.92

Hap. 22.59 13.49 20.07 43.86 Hap. 23.83 24.82 39.72 11.63

Neu. 9.95 13.40 13.82 62.84 Neu. 16.71 31.94 22.72 28.63

LDM-MDT-MLLR (49.8%) Proposed Method (53.3%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 54.76 16.91 13.89 14.45 Ang. 49.50 10.64 22.28 17.57

Sad. 9.22 66.30 11.92 12.56 Sad. 3.48 60.00 25.80 10.72

Hap. 21.70 20.99 40.71 16.60 Hap. 15.03 15.03 52.29 17.65

Neu. 18.36 22.72 19.84 39.08 Neu. 5.85 21.81 20.74 51.60

Target 
user 
Data 
50

PM Model (40.9%) Conventional MLLR (44.9%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 29.88 5.08 15.64 49.40 Ang. 45.46 21.50 21.72 11.31

Sad. 3.27 36.60 5.85 54.29 Sad. 10.17 64.86 17.01 7.95

Hap. 12.83 10.42 17.87 58.88 Hap. 19.29 27.94 40.28 12.48

Neu. 3.45 10.07 9.17 77.31 Neu. 17.23 31.51 22.80 28.46

LDM-MDT-MLLR (46.2%) Proposed Method (49.6%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 48.49 18.92 21.16 11.42 Ang. 57.92 23.02 4.95 14.11

Sad. 10.17 64.86 12.72 12.24 Sad. 3.48 51.01 40.00 5.51

Hap. 20.71 23.83 43.55 11.91 Hap. 7.84 30.39 50.33 11.44

Neu. 15.06 29.85 21.67 33.42 Neu. 6.56 28.55 25.89 39.01
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Target 
user 
Data 
20

PM Model (49.86%) Conventional MLLR (67%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 64.71 4.99 23.57 6.73 Ang. 73.85 0.81 22.81 2.53

Sad. 4.17 63.50 11.82 20.51 Sad. 5.07 76.18 6.84 11.91

Hap. 30.50 13.65 39.61 16.24 Hap. 16.93 6.68 67.71 8.69

Neu. 14.09 29.27 27.77 28.86 Neu. 8.47 22.46 18.36 50.71

LDM-MDT-MLLR (67.8%) Proposed Method (72.36%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 73.18 1.50 23.12 2.20 Ang. 70.93 3.28 18.64 7.15

Sad. 5.66 75.00 6.13 13.21 Sad. 0.85 82.22 4.11 12.82

Hap. 19.80 8.38 63.87 7.94 Hap. 12.77 9.12 56.78 21.32

Neu. 11.05 18.64 15.17 55.14 Neu. 1.61 9.37 9.66 79.36

Target 
user 
Data 
15

PM Model (46.8%) Conventional MLLR (66.5%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 65.18 3.94 23.39 7.49 Ang. 72.00 1.73 22.93 3.34

Sad. 6.79 58.79 14.67 19.76 Sad. 4.94 75.18 6.12 13.76

Hap. 34.86 13.74 34.73 16.67 Hap. 18.56 7.89 65.00 8.56

Neu. 17.55 25.91 27.99 28.55 Neu. 9.37 18.23 18.87 53.53

LDM-MDT-MLLR (67.4%) Proposed Method (71.6%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 69.46 1.96 25.11 3.48 Ang. 72.03 3.58 17.62 6.77

Sad. 3.57 75.95 6.21 14.27 Sad. 1.81 80.05 4.47 13.66

Hap. 18.46 8.55 64.44 8.55 Hap. 16.26 9.23 55.59 18.92

Neu. 6.60 16.84 17.06 59.50 Neu. 2.49 10.10 8.64 78.77

Table 4-8. The confusion matrix of comparison of accuracy (Unit %)

 (Evaluation Data: CREMA-D, Initial Model: IEMOCAP)
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Target 
user 
Data 
10

PM Model (43.1%) Conventional MLLR (66.1%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 60.58 4.10 28.44 6.88 Ang. 66.94 1.96 26.73 4.38

Sad. 7.41 53.58 19.08 19.93 Sad. 3.54 75.71 6.49 14.27

Hap. 35.46 14.54 37.63 12.37 Hap. 17.33 9.11 63.89 9.67

Neu. 17.81 28.33 31.84 22.02 Neu. 6.51 17.58 18.26 57.65

LDM-MDT-MLLR (67.1%) Proposed Method (71.2%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 71.21 2.58 23.32 2.89 Ang. 74.56 3.05 17.58 4.81

Sad. 4.56 77.42 7.34 10.68 Sad. 1.09 80.70 3.38 14.84

Hap. 17.62 9.59 64.44 8.34 Hap. 16.50 8.76 54.72 20.02

Neu. 8.74 18.99 17.04 55.23 Neu. 2.72 11.30 11.16 74.82

Target 
user 
Data 

5

PM Model (35.5%) Conventional MLLR (65.8%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 49.60 8.22 34.35 7.82 Ang. 65.15 2.82 28.88 3.15

Sad. 9.68 38.97 32.72 18.63 Sad. 3.56 76.33 6.22 13.89

Hap. 34.39 15.80 36.94 12.87 Hap. 16.03 9.60 65.61 8.76

Neu. 18.80 27.72 36.63 16.85 Neu. 8.08 18.53 18.00 55.39

LDM-MDT-MLLR (66.7%) Proposed Method (70.9%)

class Ang. Sad. Hap. Neu. class Ang. Sad. Hap. Neu.

Ang. 70.41 2.06 23.13 4.40 Ang. 71.00 4.20 19.29 5.51

Sad. 5.38 74.89 6.33 13.40 Sad. 0.87 81.59 4.10 13.43

Hap. 22.44 11.22 53.24 13.09 Hap. 17.00 8.92 55.89 18.19

Neu. 6.54 12.31 12.99 68.17 Neu. 2.20 10.98 11.71 75.11



- 85 -

In the confusion matrix of cross-corpus evaluation, it can be seen that the proposed 

algorithm shows balanced accuracy in each emotion class over the whole interval. In 

the case of the PM model, the accuracy varies depending on the number of selected 

training data for each emotion, and the most imbalanced accuracy is shown. On the 

other hand, the model adaptation techniques of MLLR and LDM-MDT-MLLR show 

somewhat balanced accuracy. However, existing model adaptation techniques show 

uneven accuracy that the number of selected target user training data is a limited 

environment such as 5 or 10. The proposed method is more accurate than the 

conventional methods over the whole interval. And, in a limited environment with very 

few data, it showed more accurate accuracy than the existing techniques.
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4.2.2. Imbalanced Ratio

The Imbalanced Ratio (IR) evaluation is an validation of the imbalance in the final 

selected training data sets. If the IR is high, the difference between the majority class 

and the minority class is not so accurate. Therefore, lowering this IR value has a good 

effect on improving the perception accuracy. The Figure 4-8 shows the status of 

imbalanced level represented by IR between the majority class and minority class. The 

IR measurement is calculated by the equation 16. 

          (16)

The result of PM experiment means standard IR value in the IEMOCAP dataset. the 

PM does not solve imbalanced environment over the whole periods, and conventional 

SMOTE solves a little bit in small amount data environment. The conventional MLLR 

method basically cannot solves the imbalanced problem due to utilize all of data for 

adaptation. Because it is affected by imbalanced ratio of initial data set. The 

LDM-MDT MLLR method looks like solve the imbalanced ratio due to select similar 

data of small range. However, in absence data, the imbalanced ratio is increased 

significantly due to utilize exist model for absence data. Proposed method solves the 

imbalanced data in not only small data environment but also large data environment. 
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Figure 4-8 D
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Chapter 5

Conclusion and Future Direction

5.1 Conclusion

In this paper, we proposed a robust personalized emotion recognition framework 

considering the small and imbalanced data environment problem in adaptive 

speech-based emotion recognition. The proposed Robust Speaker Adaptation Framework 

provides a personalized training model for the target user utilizing 3 core solutions by 

selecting the actual case data useful for the target user from collected target user 

emotional speech with initial training model and incrementally augmenting virtual data 

based on the SMOTE. 

In this thesis, a well-known data set such as IEMOCAP and CREMA-D which is a 

public emotional speech database is used for comparison experiment evaluation. In 

experimental result, the proposed method showed about 2.2%~6% accuracy improvement 

compared to existing methods in small data environment when the number of target 

user training data is from 10 to 150. And the proposed method reduced imbalanced 

difference about 178% to 356% from original target user training dataset. The proposed 

method proved that it is able to provide a stable personalization model which is faster 

than existing techniques in the limited data environment in the whole section by 

providing a sufficient and balanced personalized training model even in the initial stage. 
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5.2 Future Direction

This section presents the direction of future research and the research extension. 4 

kinds of future plan are set up which are ① Data acquisition mechanism to apply real 

environment, ② Enhancement of proposed framework using deep learning method, ③ 
Apply the proposed framework to other domain, and ④ Research on emotion fusion 

techniques based on multi-modal sensors. 

① Data acquisition mechanism to apply real environment

The first future work is to develop a personalized data collection mechanism to 

utilize the proposed framework in a real environment. The proposed framework in this 

research has only considered model adaptation part. Therefore, an effective personalized 

data acquisition mechanism must be developed for fully personalized speech based 

emotion recognition in supervised manner. In other words, the direction of effective 

personalized data acquisition mechanism must be possible to create a personalized 

emotion recognition model while minimizing target user intervention. And this research 

have to extend to conduct additional experiments using state of the art classification 

methods. Currently, we cannot conduct direct comparison with other studies as the data 

environment, research goal, and methodologies are quite different. However, we will 

figure out a solution for this later. Also, I will further conduct research integrating 

emotional speech databases, such as Emo-DB, CREMA-D, eNTERFACE, SAVEE, and 

IEMOCAP etc. to validate the generalization of our framework. 
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② Enhancement of proposed framework using deep learning method

The second future direction is to develop enhanced model adaptation techniques 

using Deep Domain Adaptation Network which is the state of art technology to adapt 

to enable personalized Speech based emotion recognition. The Deep Domain Adaptation 

is designed to improve the accuracy level for various data environments. This approach 

is very powerful method to solve the adversarial problem. For resolving the adversarial 

problem in the speeches, it should make various data through synthetic speeches. The 

basic idea of emotional speech synthetic techniques is creating combined speeches 

randomly on long-term speech. After then, learn through Deep Neural Network 

Algorithm based on created various real-cases. Therefore, the proposed framework in 

this research will extend to Deep Domain Adaptation Network research field for 

personalized emotion recognition through emotional speech data augmentation and 

synthetic techniques. 

Figure 5-1. Concept of the proposed personalized modeling using DNN 
based on target user speech synthesis
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③ Apply the proposed framework to other domain

The third future work is to apply the proposed framework to other domain. The 

proposed framework is a very general algorithm for personalization. Therefore, if there 

is knowledge of feature extraction in other fields, customized learning model can be 

created regardless of domain. Especially, it is a plan to apply image based face 

recognition in a lot of machine learning field to prove the generalization of the 

algorithm. The basic idea of applying the proposed framework to personalized face 

recognition is to generate real-case data and virtual case data based on the face 

photograph of the user tagged in the SNS and apply it to the Deep Neural Network. 

Figure 5-2. show application of proposed framework in face recognition.

Figure 5-2. Application of proposed framework in face recognition

④ Research on emotion fusion techniques based on multi-modal sensors

The final future work is to extend the work using multi-modal sensors. There are 

many kinds data which can be acquired from sensors such as camera, word etc. for 
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emotion recognition. At first, we consider three different sources such as image, audio, 

and word from audio. The reason for considering these three data is that they are the 

most affected representative data sources to recognize emotions. We have a plan to 

develop feature level fusion technique using DNN algorithm. The DNN algorithm is 

very powerful to find the optimized feature automatically. Therefore, we will develop 

the feature aggregation methodologies for feature level emotion fusion. After that, we 

will try to apply the personalization by proposed framework in this thesis. Figure 5-3 

shows the concept of the proposed multi-modal fusion.

Figure 5-3. Concept of the proposed multi-modal fusion.
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Korean Abstract (국문 초록)

전통적인 음성기반 감정인식 연구는 여러 사용자로부터 감정음성을 수집하여 범

용적인 훈련 모델을 생성하고 이를 인지 프로세스에 적용한다. 전통적인 감정인식 

방법들은 사용자마다 감정인식 정확도의 편차가 크다는 문제가 있다. 이러한 정확

도 편차를 해결하기 위해 각 대상 사용자에 대한 개인화된 모델을 생성하여 제공

하는 개인화된 감정인식 연구가 활발히 진행되고 있다. 기존의 개인화 된 음성 감

정인식 연구는 정확한 개인화된 훈련 모델을 생성하기 위해서는 대상 사용자에게 

충분하고 균형잡힌 개인화 감정음성 데이터를 요구하는 콜드 스타트 문제가 있다. 

콜드 스타트 문제가 발생하는 환경으로는 데이터가 개인화 모델을 생성하기에 충

분히 수집되지 않은 ① 적은 데이터 환경, 특정 감정이 수집되지 않은 ② 부재 데

이터 환경, 수집된 감정 데이터 개수의 편차가 큰 ③ 불균형한 데이터 환경의 3가

지 환경이 있다. 이러한 콜드스타트 문제를 해결하기 위한 다양한 기존 적응형 모

델 기법은 기존에 다수의 사용자로부터 구축되어진 초기 모델을 기반으로 수집되

는 타겟 사용자의 감정 음성을 반영하여 점진적으로 모델을 변경하는 방식으로 동

작한다. 이러한 연구들은 빠른 개인화 모델 생성에 초점을 맞춘 기법으로 적은 데

이터 환경에서는 어느 정도 해결하는 반면, 부재 데이터 및 불균형한 데이터 환경

에서는 제대로 대응하지 못해 개인화된 감정음성 수집의 초기 단계에서 안정적인 

개인화된 훈련 모델 생성이 어렵다는 단점이 있다. 

따라서 본 논문에서는 이러한 3가지 데이터 환경에서 발생하는 콜드 스타트 문
제를 해결하는 Robust Speaker Adaptation Framework를 제안한다. 제안하는 기술

은 적은 데이터 환경에서 기존 데이터 셋에서 더 많은 실제 사례 데이터를 선택하

는 ① 최대임계거리 기반의 유사 데이터 선택 기법, 수집된 감정음성 특징벡터 데

이터 분포를 타 사용자간의 특징벡터 데이터 분포를 비교하여 가장 감정음성이 비
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슷한 사용자를 추출하여 타겟 사용자의 부재 데이터 부분을 유사 사용자의 감정음

성으로 대체하는 ② 데이터 분포요소 기반 유사 사용자 음성 매핑 기법, 불균형한 

데이터 환경을 개선하기 위해서 Oversampling 알고리즘인 SMOTE (Synthetic 

Minority Over-Sampling Technique)을 반복적으로 활용하여 가상 데이터를 생성하

는 ③ SMOTE 기반 가상 데이터 생성 기법으로 구성된다.

제안된 프레임워크는 제안하는 솔루션들을 결합하여 수집된 대상 사용자 음성과 

다른 사용자의 음성을 결합하여 대상 사용자에게 유용한 실제 사례 데이터를 선택

하고 SMOTE 기반으로 가상 데이터를 생성하여 개인화된 훈련 데이터 셋을 강화함

으로써 대상 사용자에 대한 개인화된 훈련 모델을 점진적으로 제공한다. 제안된 방

법은 IEMOCAP (Interactive Emotional Dyadic Motion Capture)와 CREMA-D 

(CRowd-sourced Emotional Multimodal Actors Dataset) 공공 감정 음성 데이터베이

스를 사용하여 기존 기법과 비교실험을 통해 제한된 데이터 환경에서 기존 기법보

다 빠르게 개인화된 모델 생성하고 감정음성 초기 단계에서도 충분하고 균형 잡힌 

개인화된 훈련 모델을 제공함으로써 전체 구간에서 안정적인 개인화 모델 제공이 

가능함을 입증하였다.

핵심어: 화자적응; 기계학습; 적응형 모델; 데이터 선택; 데이터 생성; 음성신호분석
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