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Abstract

To design a good product, it is a crucial issue to identify the opportunities from the user feedback

data. These days’ customers want an interactive product that brings positive and initiative expe-

riences. Most product designers and companies come to the point that positive user experience

(UX) has a more significant impact on product design and success. Therefore, it is important to

understand the UX of users and customers. Prior studies mentioned different methods for the UX

assessment and evaluation, but still, there is no universal method exists because UX is context

dependent, subjective in nature, and dynamic.

Conventional methods use qualitative data collected through traditional methods such as post-

task questionnaires or surveys which have predefined question items related to users experience.

These methods are essential to obtain the user data, but such methods considered limited dimen-

sions of UX for data collection, that might have a more significant impact on how the user is

feeling about the product, system, or service. Additionally, the experimental cost is too high, and

the designer may not be free from biasness. To overcome these shortcomings, new methods are

designed to extract the usability and UX information from online products distributed platforms

in the form of user-generated content (UGC). UGC become a vital source of information for UX

aspects extraction for both researcher and companies. A UX researcher tries to extract the in-

formation related to product sentiment requested features, bug reports, suggestion, complaints,

and others. With these platforms, customers can share their product experience, provide useful

suggestions, and comments in the form of online user reviews. These reviews are in the form of

spontaneous and insightful user feedback that is usually accessible free of cost anywhere and any-

time. User review is not just a summary assessment but also self-reported data of user experience

in a real context. The existing literature has shown that user review used by the researchers to ex-
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tract information can help to understand the user preference that the user felt during the usage of a

product. Despite the availability of the vast amount of online reviews, existing literature primarily

focuses on the online ratings, which is in the numerical form and ignore the actual textual context

in online reviews. Compared to online ratings, the textual part often contains valuable information

that can be used for improving the existing product or making the new innovative product.

However, this vast amount of user reviews are in the unstructured format written in natu-

ral language. How these online user reviews help the designer for designing a new product or

improve the existing product? How to make a solution that extracts UX information from user

reviews that can help to build an innovative product based on the requested features? It is still

very challenging for both product designers and researchers to apply text mining techniques to

derive the UX insights from the vast amount of UGC data. The sentiment analysis and opinion

mining are often used on user reviews to find the opinion toward the product, but the extraction

of UX information from user reviews is still limited. Most of the existing studies use topic mod-

eling approach especially LDA for the extraction of latent dimensions along with the regression

analysis on the rating data for the verification and validation of the extracted dimensions in the

domain of UX. LDA uses an unsupervised generative statistical model to identify latent aspects

from the collection of a textual document without any supposition about the text distribution and

their syntactic information, which gives the global context of the corpus documents. Combing

the online rating and user reviews content analysis by LDA enables the researchers to identify

the causal relationship between the extracted dimensions and user satisfaction. However, with-

out prior knowledge, the unsupervised models frequently generate semantically incoherent topics

which are hard to understand. To resolve the shortcoming of the unsupervised models, some pre-

vious works add domain knowledge in the topic modeling using various approaches, but most of

the these models cannot learn knowledge automatically. The main goal of this thesis is to resolve

these challenges; we design a comprehensive framework for modeling UX from online reviews.

In the proposed method, first, we filter out those reviews which are unrelated to UX domain using

UX multi-criteria qualifiers (UXMCQ). Then, we extract the UXDs from the filtered reviews using

enhanced topic extraction methodology called UXWE-LDA. UXWE-LDA improves the existing

knowledge-based topic models by extracting more domain dependent dimensions in the UX area
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through UGC. UXWE-LDA combines the topics modeling, especially LDA with word embedding

that automatically learns the domain knowledge from a large amount of textual data. The proposed

method automatically gains the domain knowledge from the vast amount of documents using co-

occurrence and word-embedding word vectors correlation of related data, which gives a more

coherent topic. Then, we apply the sentiment analysis on the reviews concerning the extracted

UXDs. To measures, the casual relationship of customer sentiment toward each UXDs on user

satisfaction, an ensemble neural network based model (ENNM) Method is used [1]. Finally, we

map each dimension on the Kano model of satisfaction. The proposed methodology presented in

this thesis is evaluated at different levels by performing multiple experiments on various evaluation

criteria. Firstly, we evaluate UXMCQ model for domain aspect classification by comparing with

two LDA-based approaches in terms of precision, recall, and F-measure. We compare UXMCQ

against the results with two LDA-based methods, UXMCQ achieves marginally higher perfor-

mance. The results generated by these models required supervision for labeling the extracted top-

ics. Our UXMCQ model gives a labeled data based on the domain aspects configuration; therefore,

no of the need for manual inspection and labeling. Secondly, the UXWE-LDA model performance

is evaluated based on the topic coherence by comparing with baseline topic models. UXWE-LDA

regularly gives higher topic coherence scores as compared to the baseline models. Thirdly, the sen-

timent analyzer model employed an ensemble learning method with feature selection approaches

efficiently increase the classification performance as compared to baseline classifier. Finally, the

results obtained from these evaluations showed significant improvements in terms of accuracy and

topic coherence. The presented study has potential implication in product design. It can extract

those UX aspects from online reviews that customers are most concerned about. Additionally, they

can further know the strengths and weaknesses of the product. This method allows the product

designer to understand the different categories of UDXs in terms of the Kano model, which is

essential for product enhancement. According to the classification results of UXDs, the priority

order of UXDs for developing product enhancement plans can be determined.
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Chapter 1
Introduction

1.1 Background

To design a good product; It is necessary to identify the opportunities from the user feedback

data analysis is still a crucial issue. These days’ customers want an interactive product that brings

positive and initiative experiences. Most product designers and companies come to the point that

positive user experience (UX) has a greater impact on product design and success [2, 3]. So it

is essential to understand the UX of users and customers. In academia and industry, different

methods used to examine and evaluate UX of product, system, or services, but still, there is no

universal method exists because UX is context dependent, subjective in nature, and dynamic. In

general, UX is all about user feeling about a product, system, or services [4, 5]. According to

ISO 9241-11:2018(E) [6], “person’s perceptions and responses resulting from the use and antici-

pated use of a product, system or service.” UX influences from many factors such as user mental

and physical state, product, and context of use that occur before, during and after use [6]. Many

studies have proposed that positive UX play a vital role in motivating user loyalty such as a rec-

ommendation to other peoples, writing positive reviews or continuous the product usage. Many

factors contribute to making a positive UX (e.g., user satisfaction, quality, fun, enjoyment, ease

of use, and others). Most of the prior studies usually used traditional methods such as question-

naires, survey, report grand techniques (RGT) in field and lab studies to evaluate UX by crafting

various scenarios [7–9]. In the scenario, they define different tasks and context-of-use while par-

ticipants interact with the product [4]. They often require many efforts such as task arrangement,

participants selection, selection of UX evaluation methods and training, and cost involving in the

collection of sample data. These methods are essential to collect the user/customer data, but such

approaches considered limited aspects UX for data collection, that might have a more significant

1



CHAPTER 1. INTRODUCTION 2

impact on how the user is feeling about the product, system, or services. Moreover, in prior studies

measurement items used in the survey developed based on the researchers knowledge which might

inconsistent and most ignore the perspective of end user. In literature, we found studies [10, 11]

that have designed new successful products based on the actual user experience by gathering a

rich user experience data (e.g., user feeling, preferences, thought, and beliefs). However, the ex-

perimental cost is too high, and the designer may not be free from biased. To overcome these

shortcomings, new methods [11–15] in the literature to extracts the usability and UX information

from online products distributed platforms in the form of user-generated content (UGC). UGC

become a vital source of information for UX aspects extraction for both researcher and compa-

nies. The researcher tries to extract the information related to product sentiment [16], requested

features, bug reports, suggestion, complaints and others [17]. With these platforms, customers can

share their product experience, provide useful suggestions, and comments in the form of online

user reviews [12]. These reviews are in the form of spontaneous and insightful user feedback that

usually accessible free of cost anywhere and anytime. User review is not just a summary assess-

ment but also self-reported data of user experience in a real context. The existing literature has

shown that user review used by the researchers to extract information can help to understand the

user preference that the user felt during the usage of a product.

Additionally, user reviews obtained from diverse users, which contains different user opinions

at the different context of use. For example, different users have different performance and expe-

rience for the same products. Such a diverse user experience gives a complete picture to design a

new product by considering the influencing factors. Despite the availability of the vast amount of

online reviews, existing literature primarily focuses on the online ratings, which is in the numer-

ical form and ignore the actual textual context in online reviews. Despite the availability of the

vast amount of online reviews, existing literature primarily focuses on the online ratings, which

is in the numerical form and ignore the actual textual context in online reviews. Compared to

online ratings, the textual part often contains valuable information related to features requested ,

bug reports, and much more, which can help to improve the product. However, this vast amount

of user reviews in the unstructured form written in natural language. How to use these user re-

views for designing new design product or improve the existing product? How to make a solution
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that extracts UX information from user reviews that can help to build an innovative product based

on the requested features? It is still very challenging for both product designers and researchers

to apply text mining techniques to derive the UX insights from large UGC data. The sentiment

analysis and opinion mining are often used on user reviews to find the opinion toward the prod-

uct [18], but the extraction of UX information from user reviews is still limited [12]. An evolving

research in the UX area has tried to know about user satisfaction from the online reviews. These

studies can be classified into two categories, (1) mining the user experience dimensions (UXDs)

from online reviews [14], and (2) modelling UX from online reviews [19]. In the first category, the

researcher uses the numerous text mining techniques for the extractions of different UXDs using

probabilistic topic models: Latent Dirichlet Allocation (LDA) and Probabilistic Latent Semantic

Analysis (PLSA) [1, 14, 15]. and analyzing the relative importance of each UXDs. For example,

Tirunillai and Tellis [20] proposed a framework for extracting the UXDs from online reviews by

an improved latent Dirichlet allocation (LDA). Yue Guo (2017) [14] used data having 266,544

online reviews using topic modeling and content analysis to find out user satisfaction. Most of

the existing studies [1, 10, 14, 15] use topic modeling approach especially LDA for the extraction

of latent dimensions along with the regression analysis on the rating data for the verification and

validation of the extracted dimensions in the domain of UX. LDA uses an unsupervised generative

statistical model to identify latent aspects from the collection of a textual document without any

supposition about the text distribution and their syntactic information, which gives the global con-

text of the corpus documents. Combing the online rating and user reviews content analysis by LDA

enables the researchers to identify the causal relationship between the extracted dimensions and

user satisfaction. However, without prior knowledge, the unsupervised models frequently generate

semantically incoherent topics which are hard to understand [21, 22]. To resolve the shortcoming

of the unsupervised models, some previous works add domain knowledge in the topic modeling

using various approaches, but most of the models cannot learn knowledge automatically [23].

These days researchers try to use other word representation scheme as word embedding into topic

modeling that reduces the dimensionality of word vector based on the co-occurrence informa-

tion, considering the local context of words. By combining the global and local context gives

more coherence topics. To resolve these challenges, we designed a comprehensive framework for
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modeling UX from online reviews. In the method, first, we filter those reviews unrelated to UX

domain using UX multi-criteria qualifiers. Then, we extract the UXDs from the filtered reviews

using enhanced topic extraction methodology called UXWE-LDA. UXWE-LDA improve the ex-

isting knowledge-based topic models by for the extractions of more domain dependent dimensions

in the UX area through UGC. UXWE-LDA combines the topics modeling especially LDA with

word embedding that automatically learns the domain knowledge from a large amount of textual

data. The proposed method automatically gains the domain knowledge from the vast amount of

documents using co-occurrence and word-embedding word vectors correlation of related data,

which gives a more coherent topic. Then, we apply the sentiments analysis on the reviews con-

cerning the extracted UXDs. To measures, the casual relationship of customer sentiment toward

each UXDs on user satisfaction, an ensemble neural network based model (ENNM) Method is

used [1]. Finally, we map each dimension on the Kano model of satisfaction. More Specially, the

contributions are made in three parts:

• UX Multi-Criteria Qualifiers (UXMCQ) identify those reviews which contain useful infor-

mation related to UX. This step is essential to remove trivial reviews before applying the

topic modeling. The UXMCQ classify the online review based on the predefined UX as-

pects (user facets, situation facets, and product facets). It contains two important steps i)

aspects configuration as seed word for auto labeling for model training ii) Novel methodol-

ogy for feature construction and selection for enhancing the modeling accuracy.

• UXDs extraction from online reviews using propose user experience word-embedding LDA

(UXWE-LDA) methodology. UXWE-LDA automatically learn the domain knowledge from

the given text corpus for the generation of a more coherent topic. It contains mainly two

steps i) UXWE-LDA is an improved version of LDA, that automatically learn the domain

knowledge from the given text corpus and extract more coherent topics and assign labels

as UXD to each extracted topic using dictionary based approach ii) Identifying the senti-

ment orientations of the reviews concerning each UXDs based on ensemble methodology.

It classifies each review into positive or negative sentiment and associates the sentiment

orientation with the extracted UXDs.
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• The causal relationship of sentiments toward each UXDs on user satisfaction obtains from

using existing ensemble neural network based model (ENNM) proposed by [1], which over-

come the problem of existing models used to the modeling of user satisfaction from online

reviews.

Our aim to extract essential aspects inducing positive UX using UGC data. By extracting UXDs

from UGC data, allows to understand the customer preferences and needs more efficiently, so that

the owner of product and investors can improve their product, system, or service.

1.2 Motivation

In literature, we found studies that have designed new successful products based on the actual user

experience by gathering a rich user experience data (e.g., user feeling, preferences, thought, and

beliefs). However, the experimental cost is too high, and the designer may not be free from biased.

To overcome these shortcomings, new methods [12] in the literature to extracts the usability and

UX information from a social media platform, user-generated content (UGC). UGC become a

significant source of information for UX aspects extraction for both researcher and companies.

The researcher tries to extract the information related to product sentiment, requested features,

bug reports, suggestion, complaints and others. With these platforms, customers can share their

product experience, provide useful suggestions, and comments in the form of user reviews. These

reviews are in the form of spontaneous and insightful user feedback that usually accessible free of

cost anywhere and anytime. User review is not just a summary assessment but also self-reported

data of user experience in their own word in a real context. The existing literature has shown

that user review used by the researcher to extract information can help to understand the user

preference that the user felt during the usage of a product.

In this thesis, we focus on the dimensions extractions from online user reviews for modeling

the user experience in the form of user satisfaction. The proposed methodology utilizes online

user reviews to drive the useful insights related to UXDs and identify the causal relationships with

extracted dimension on user satisfaction.
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Qualitative Data

Online Reviews benefits
 Contains user opinions (wants

and needs etc.)
 Feature requested
 Uses and interacts with the

product and service
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Textual Big-data Developer/End User

Read Text Manually

Useful Insights Related to UX
Automation Techniques

Machine

Figure 1.1: Motivations for extracting useful insights from user online reviews

1.3 Problem Statement

The user online reviews most part in the form of unstructured text. How to extract meaningful

and essential information from these unstructured user online reviews? How to make a system/ap-

proach that automatically mines the UX information from reviews to help the product designer to

build a new product based on these insights. It is still challenging for both designer and compa-

nies to analyze the vast amount of user online reviews to get informed decision about the product

design. Most of existing methods use the unsupervised topic models for the extraction of latent

dimensions. However, these unsupervised models without prior knowledge often generated se-

mantically incoherent topics which are hard to understand. To resolve the shortcoming of LDA,

prior works integrate domain knowledge in the topic modeling using various approaches, but most

of the models cannot learn knowledge automatically [23]. To resolve these challenges, we de-

signed a comprehensive framework for modeling UX from online reviews by attempting to mine

the essential aspects of influencing user satisfaction. By mining information from online user re-

views, enables product designer or developer can effectively understand the user requeirements to

develop more innovate product. . Specially, the main aim of this thesis is to clarify the following

questions:

• How do extract the expected dimensions using topic modeling approach by incorporating

the domain knowledge?
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• What are the essential dimensions of UX expressed in online reviews?

• What are the essential UX dimensions influencing user satisfaction based casual effect anal-

ysis?

We proposed a flexible and robust methodology to extract the more related UX dimensions from

user online reviews for user satisfaction modeling. It provides the following three steps solutions

to achieve the goal as mentioned earlier and to address the above challenges.

• UX Multi-Criteria Qualifiers (UXMCQ) identify those reviews which contain useful infor-

mation related to UX. This step is essential to remove trivial reviews before applying the

topic modeling. The UXMCQ classify the online review based on the predefined UX as-

pects (user facets, situation facets, and product facets). It contains two important steps i)

aspects configuration as seed word for auto labeling for model training ii) Novel methodol-

ogy for feature construction and selection for enhancing the modeling accuracy.

• UXDs extraction from online reviews using propose user experience word-embedding LDA

(UXWE-LDA) methodology. UXWE-LDA automatically learn the domain knowledge from

the given text corpus for the generation of a more coherent topic. It contains mainly two

steps i) UXWE-LDA is an improved version of LDA, that automatically learn the domain

knowledge from the given text corpus and extract more coherent topics and assign labels

as UXD to each extracted topic using dictionary based approach ii) Identifying the senti-

ment orientations of the reviews concerning each UXDs based on ensemble methodology.

It classifies each review into positive or negative sentiment and associates the sentiment

orientation with the extracted UXDs.

• The causal relationship of sentiments toward each UXDs on user satisfaction obtains from

using existing ensemble neural network based model (ENNM) proposed by [1], which over-

come the problem of existing models used to the modeling of user satisfaction from online

reviews.
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1.4 Thesis Organization

This dissertation is organized into chapters as following.

• Chapter 1: Introduction. Chapter 1 provides brief introduction of the research work on

UX experience model for UX assessment particularly UX structural model.In UX structural

model, focus on the UX dimensions in existing literature, and their extraction methodolo-

gies.

• Chapter 2: Related Work. A background detail is provided in this chapter about the

user experience and usability. User real expereience data in the form of user reviews,which

contains useful information related to UX. This chapter also provides the state-of-the-art

literature for the knowledge extracion from those reviews.

• Chapter 3: Proposed Methodology. A proposed solution in the form of a framework for

achieving more coherent topic extraction methodology for UX dimension extraction from

user reviews is presented in this chapter to overcome the limitations of current approaches.

• Chapter 4: Usefulness of reviews. The UX multi-criteria Qualifiers UXMCQ filter out

those reviews which contain useful information related to UX. This step is very important

to remove the un important text before apply the topic modeling.

• Chapter 5: UXWE-LDA: Topic Extractor Model. This chapter will explain about Topic

Extractor Model to extract the expect UX dimension by automatically incorporating UX

domain knowledge.

• Chapter 6: Results and Evaluation. The results and evaluation of different techniques

used in the proposed framework are highlighted in this chapter. It explains two types of

results and evaluation.

• Chapter 7: Conclusion and Future Directions. This chapter concludes the thesis and also

provides future directions in this research area. The main contribution of the thesis is also

highlighted in this chapter.



Chapter 2
Related Work

2.1 User Experience

The user experience (UX) is a multi-faceted research area that includes diverse aspects of the

experiential and effective use of a product, system or service [24, 25]. A UX assessment helps

uncover the important aspects of designing high-quality interactive products and providing an

overall positive UX [26]. The UX involves user beliefs, preferences, thoughts, feelings, and be-

haviors when interacting with the product, system, or service [24]. It is thus subjective by nature,

highly dependent on the use context [27], and linked to the potential benefits obtained from the

product, system, or service [28]. The UX is measured using different constructs related to the

usability (perspicuity, efficiency, etc.), user perception (stimulation, dependability, novelty, etc.),

and human emotional reaction [29] using various methods. For example, a user’s feelings can

be captured if the user “thinks aloud” while performing tasks. Similarly, the UX can also be in-

terpreted by means of a daily diary over a certain period, such as a long-term diary study [30],

day reconstruction method [31], repertory grid technique (RGT) [32], and experience sampling

method (ESM) [33].

Furthermore, UX plays a vital role in system design and interaction value, which is measured

using diverse methods and tools. The appropriate method selection is one of the significant chal-

lenges for UX expert based on the context of use. Based on UX assessment, UX experts and prac-

titioners benchmark the products with a competitive product and enhance their product based on

the UX recommendation assessed through various measurement methods or tools. The main con-

cern is how to validate the UX constructs or dimensions and how to measures those constructs or

dimensions. Therefore, modeling UX is the baseline for creating great design and products [1,14].

There are two types of UX modeling: measurement models and structural models. Measurement

9
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models deal with measuring the constructs using various methods or tools in a specific domain,

where the structural models deal to identify the causal relations among the constructs [34]. Com-

prehensive measurement methods need to establish proper validation for measuring the UX. Then,

descriptive or predictive structural models are required for identifying the consequences in be-

tween UX constructs for better understanding the user experience for inform decisions to make a

better system, product, or service.

UX modeling is one of the vital research areas for efficient product development and quality

enhancement [1, 14]. It can also be combined with other models, including quality function de-

ployment (QFD) for improved results. UX can be measured through various techniques. One of

the most used methods is customer surveys [19, 35]. There are multiple advantages to customer

surveys. However, it required enough time, as well as money. Also, the survey result is heavily

dependent on the willingness of the participant, the length of the survey, and the complexity of

the questions asked in the survey [36]. The collected data is applicable only for a limited time

and in a constraint targeted environment [37]. Therefore, it is essential to contemplate multiple

sources for understanding actual user experience and satisfaction. The ease of access to internet

increase number of posts, products, and its reviews tremendously [38]. The review is a rich source

of customers’ opinion sentiment and concerns about a product. The research can utilize these re-

views to understand customers’ needs, requirements, and satisfaction about a product [10]. The

products reviews are publically available online. It is easy to collect, analyze, and understand real

user experience with minimum cost, time, and efforts [1,14]. Hundreds of thousands of customers

contribute their opinions about a product, regarded as “wisdom of crowds” [12]. Therefore, online

reviews can help in understanding user experience and customer satisfaction.

2.2 Usability and user experience dimensions

Usability and UX have commonly used terms in human-computer interaction (HCI). However,

the accurate definitions, commonalities, and the differences between these terms are still under

discussions. Also, it is challenging to sub-divide it into UX dimensions [39], in the case of UX

hotly so [24, 40, 41]. There is no universally agreed decision about whether usability is an aspect

of UX or UX is an aspect of usability. The key focus of this research is to understand the existing
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research work that maps dimensions to aspects, phenomena, and viewpoints in UX. The brief

description of those research works is as follows.

2.2.1 Dimensions of usability

The usability defined by the ISO 9241 standard [6] using three dimensions, such as efficiency,

effectiveness, and satisfaction. They define the usability as “The extent to which a product can be

used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction

in a specified context of use.” A detailed description of usability is mapped to five dimensions

[42,43]. However, there exist some deviations in the aspects’ name. The five dimensions includes:

(i) Effectiveness/Errors, (ii) Efficiency, (iii) Satisfaction, (iv) Learnability, (v) Memorability. There

exist variations in the definition of these five dimensions in literature, and some of the researchers

use subsets only [39]. Also, the meaning of these terms varies in different studies some research

focuses on its limited scope while others consider it on its broader range.

2.2.2 Dimensions of UX

Compare to usability; there exists a minimal consensus on UX definition and its mapping to as-

pects. According to the ISO 9241-210 [6] UX is defined as: “A person’s perceptions and responses

that result from the use and/or anticipated use of a product, system or service”.

This can be interpreted the same as veiled by the Satisfaction dimension of usability defined

by ISO 9241-11. However, the literature interpreted it in much more nuanced. Bevan, et al. [44]

considered it into four dimensions named satisfaction measures. The study performed at Nokia

by Roto [41] considered as useful, however, Bevan subsequently grouped it into dimensions [40].

Hassenzahl [24] split UX analysis to three methods beyond the instrumental, emotion and affect,

and the experimental with partial overlapping. However, the author later on [5] focus on the

subjectivity of the product use and considered it to Self Determination Theory and Flow.
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2.3 Usability and UX in online reviews

Usability measures the overall ability of a product, service, or system to achieve targeted goals

effectively and proficiently. While UX evaluations provide a perception of the users’ satisfaction

towards achieving these goals. Both usability and UX are closely related to the specific product,

defined task, user cognitive, and distinct circumstances. They play an essential role in critical

product analysis and are the target of academic evaluations. Product reviews are the rich sources

of identifying usability and UX of a targeted product. It helps in understanding user opinion about

a product and assists in product improvements. Users typically check the reviews given by other

users to take a final decision of purchasing a product. Also, the reviews reveal the real UX of

a user about the product as it is given after consuming the services and using the product. The

user provides product feedback in the form of reviews due to motivation, tangible, and intangi-

ble rewards. Despite benefits, there are some limitations for considering online product reviews

for usability and UX evaluation. The reviews strong describe user opinion towards a product.

However, in user online reviews some important information are missing such as age, gender, and

preferences, which are required for usability studies. Moreover, all reviews are not credible for

usability study; some reviews may contain false information or even provided by the owner of the

product for promoting their products.

2.4 Mining the UX dimensions from online reviews

An evolving stream of UX research has focused to directly or indirectly assess the UX from online

reviews. Online reviews are real reservoirs of the UX. These are unstructured textual documents

containing a large amount of information. The quantitative analysis of these reviews generates

insight by applying text mining and analytics techniques. Additionally, these techniques extract

substantial information from unstructured text data and then analyzing such information. Cur-

rently, text mining is intensifying the major research areas of sentiment analysis, topic modeling,

document classification, and natural language processing. Generally, the studies in these domains

can be categorized into extracting UX dimensions (UXDs) from online reviews and modeling UX

from online reviews [1]. The following subsection described these two categories in detail.
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2.4.1 Topic modeling for UX dimension extraction

The user experience dimensions mining extracts the UXDs from online user reviews and evalu-

ates the equal importance of each UXD. Tirunillai et al. [20] proposed a “unified framework for

extracting the UXD from online reviews” using an enhanced LDA algorithm. Initially, reviews

were preprocessed by applying preprocessing techniques(tokenization, stop-words filtering, stem-

ming , and others) for further analysis. Next, they employed the improved version of LDA for

latent dimension extraction along with sentiment orientation. Finally, they assigned a label to each

extracted topic as dimension. Guo et al. [14] empirically determined the tourist satisfaction dimen-

sions from online reviews. They used 266,554 online reviews for user satisfaction modeling. They

used the LDA model for extraction of 19 dimensions related to tourist satisfaction. Moreover,

perceptual mapping was used to determine the critical aspects of tourist satisfaction according to

hotel star-ratings. However, without prior knowledge, the unsupervised models frequently gener-

ate semantically incoherent topics which are hard to understand [21, 22].

To resolve the shortcoming of the unsupervised models, some previous works add domain

knowledge in the topic modeling using various approaches, but most of the models cannot learn

knowledge automatically [23]. These days researchers try to use other word representation scheme

as word embedding into topic modeling that reduces the dimensionality of word vector based on

the co-occurrence information, considering the local context of words. By combining the global

and local context gives more coherence topics. Andrzejewski et al. [45] developed topic-in-set

knowledge model which controlled the assignment of words to topic based on a subset of topics.

The Author extended [46] that model by integrating the general knowledge using first-order logic.

Likewise, Chemudugunta et al. [47] developed a concept model using the “Open Directory

Project (ODP).” The Dirichlet Forest LDA (DF-LDA) model incorporate knowledge by a user in

Andrzejewski et al. [45] model in the form of must-links and cannot-links. If two words in the

same topic refer to must-link otherwise, cannot-link. Newman et al. [48] developed two models

based on Bayesian regularization interpretations along with word co-occurrence to enrich topic

coherence.

Chen et al. [49] proposed the Multi-Domain Knowledge (MDK-LDA) LDA model, having

abilities to incorporate the multiple domains prior knowledge. The author extended the MDK-
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LDA model called a knowledge-based topic model (MC-LDA) using must-link and cannot-link

set. General Knowledge based LDA (GK-LDA) [50] model uses word ratio probabilities in each

topic to diminish the wrong knowledge induction. Recently, Probase-LDA [51] model combined

a probabilistic knowledge base with model uses the Wikipedia knowledge for a better topic gen-

eration. Yang et al. [52] incorporate the existing prior knowledge into topic modeling with large

scale datasets.

While the above stated knowledge-based topic models unable to learn the domain knowledge

automatically, the prior knowledge only feeds by a human expert. Automated Knowledge LDA

(AKL) [53], Lifelong Topic model (LTM) [51], and topic modeling with Automatically generated

Must-links and Cannot-links (AMC) [52] model resolve the issue of automatically incorporation of

domain knowledge into topic modeling. These models automatically learn the domain knowledge

from the given corpus. Although, these models were useful for extracting the more precise topics.

These models uses frequent itemset mining technique for mining the domain knowledge without

considering the word order in the corpus. The model coherence is measured using automatic ap-

proach proposed by [22] by word co-occurrence. Chuang et al. [51] measured the correspondence

between a set of latent topics and a set of reference concepts. These days’ word embedding has

been employed to assess the topic coherence from Twitter data by Fang et al. [54].

2.4.2 Sentiment Analysis of online user reviews

Sentiment analysis (SA), also known as opinion mining. In existing studies, SA has been done

at three levels [55]: document level, sentence level, and word/aspect level [56–60]. In document

level, the document is classified into either positive, negative, or neutral. In sentence level, each

sentence in document is classified into either positive, negative, or neutral. While, in word/aspect

level, each word polarity is checked either positive, negative, or neutral. In our work, we consid-

ered the document level SA classification. In our case, each review is considered a single docu-

ment. The effective SA classification of online reviews is relying on important feature construction

and selection. In literature, different feature construction and selection has been discussed. Such

as Bag-of-word (BOW), part-of-speech (POS), n-gram for feature construction, while, filters and

wrapper base approaches for feature selection. Feature construction task converts the collection
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of documents into word-vector by extracting the important features that express the user opinion.

In the feature selection task, the unwanted and unrelated features are filtered out by selecting the

most dominant features for improving the classification.

In prior work, the feature selection process has been done in three methods: filter, wrapper,

and embedded methods [61]. In the filtering method, the subset of essential features/relevant fea-

tures are selected by ranking them according to specific scoring schemes based on the intrinsic

properties of the features. The low scoring features are removed while the highest scoring features

are selected. The filter uses a fast evaluation function and is independent of the classifier. In the

wrapper method, various subsets of features are generated and evaluated through the classifier.

Different methods have been used in wrapper feature selection methods such as forward selec-

tion, backward selection, and optimize selection. For example, a forward selection method starts

with an empty selection of features/attributes and, in each iteration, it adds a new attribute of the

given recordset. The embedded method selects features during the model training. Among the

three methods, wrapper feature selection methods perform better but computationally expensive

and overfitting problem. Pang et al. [56] used the supervised machine learning techniques and

performed classification using three classifier (Support Vector Machine, Naive Bayes, and Maxi-

mum Entropy) for SA. They classify the movie reviews into positive and negative by employing

the different combination of feature set of unigram and bigram along with POS tags. Their results

show the best classification performance on unigram features. They claim that using bigram for

feature construction is not appropriate for SA either using bigram separately or used with unigram.

On another hand, Dave et al. [62] gains higher model performance using bigram features for SA

classification. Tripathy et al. [63] performed different experiments using different classification

algorithms (Maximum Entropy, Nave Bayes, Stochastic Gradient Descent, and SVM) with a dif-

ferent combination of n-grams (unigram, bigram, and trigram) on movie review dataset. Their

experimental results show higher accuracy on a different combination of n-grams using SVM

classifier.

Turney [58] classify review documents using unsupervised algorithm. The author used point-

wise mutual information(PMI) and part of speech patterns to identify each phrase average sen-

timent orientation by comparing the similarity of a phrase with already known sentiment terms
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like poor and excellent. M. rushid et al. [64] perform various experiments for sentiment analysis

by applying SVM algorithm with various features, weighting schemes including TFIDF, BO and

TO, n-grams like unigrams, bigrams, and trigrams, data sets, and applied in different domains.

The trigram model performed better compare to unigram and bigram. Ng et al. [65] also ap-

plied SVM classifier for review sentiment identification and its polarity classification. They also

applied various n-grams along with dependency relation. The primary problem faced in the exper-

iment was the review identification and polarity classification. The review identification focuses

on separating reviews document from other documents while in polarity classification, reviews

are classified as positive or negative against the target product or service. Most of the sentiment

analysis techniques are applicable in the English language. However, Zhang et al. [66] presented

an approach for Chinese reviews sentiment classification. The authors used word2vec and SVM

algorithm for the review classification. The authors clustered related and similar features by using

word2vec and produce training data using lexicon and part of speech based approaches. Tan and

Zhang [67] used the filter based feature selection methods using four filters algorithms (Informa-

tion Gain, chi-square statistics, Mutual Information, and document frequency) for SA classifica-

tion using five different machine learning classifier on Chinese review dataset. These classifiers

were K-nearest neighbor, centroid, winnow, Nave Bayes, and SVM. The Information Gain feature

selection method gives higher performance among the other filter based algorithms using SVM for

SA classification. Alireza et al. [68] proposed a hybrid approach by ensemble the filter and wrap-

per methods for feature selection to extract dominant features for SA classification. As ensemble

learning methods increases the SA classification performance for different domains [69–76]. Xia

et al. [76] studied the efficiency of ensemble learning method for feature selection for SA clas-

sification. They first extracted features set based on part-of-speech tags and word-relation. Then

they used three well-known base classifiers SVM, NB and ME. Finally they combined these clas-

sification algorithms and considered three ensemble methods, fixed combination, meta-classifier

combination and weighted combination. Catal [72] proposed multiple classifier systems (MCS)

for sentiment classification on Turkish reviews. According to their experimental results MCS

achieved better performance on sentiment classification for Turkish reviews. In addition, the en-

semble of multiple filters feature selection methods [77–80] has been widely proposed for appro-
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priate feature selection in different domains. In this study the existing ensemble based multiple

feature selection techniques in different domains are considered [78, 81, 82]. Onan [77] presented

genetic rank aggregation based feature selection model for sentiment classification. Their model

increased the classification accuracy of sentiment classification.

According to state-of-the-art, feature extraction, selection, and ensemble techniques have been

enhanced the performance of sentiment classification. In our approach, the appropriate features

extraction and selection for document sentiment classification is based on the different feature sets

combinations with ensemble learning methods.

2.4.3 Modeling UX from online reviews

The modeling UX from online reviews primarily concern on examining the effects of user sen-

timents towards product features on UX, particular on customer satisfaction. In the literature,

various studies have been proposed to model user satisfaction from online reviews. Farhad et

al. [19] proposed a Bayesian approach by using semi-structured data for aspect-level sentiment

analysis for customer satisfaction modeling. They associated the sentiment with product aspect in

each review using a probabilistic approach to produce a single rating for each attribute and their

relative importance of the product or service. Decker et al. [83] used regression models (Poisson,

negative binomial, and latent class Poisson) to assess the effects of user sentiments toward product

features on satisfaction. Their findings show that a negative binomial regression model outper-

forms for identification of the causal impact of user sentiments towards product features on user

satisfaction.

Xiao et al. [84] developed a model for assessing customer preferences from online reviews.

They used semi-structured reviews for identification of sentiment orientations toward product at-

tributes along with user rating to build the customer trust network.

These stated studies made substantial contributions to modeling customer satisfaction from

online reviews. However, there are some issues these methods to measure the effect of UXDs

for mining UXDs from online reviews [14, 20]. These methods typically rely on the supposition

that the online rating (customer satisfaction) follows a Gaussian distribution [19, 83, 85]. But, this

supposition is not always correct due to the user rating. In most cases the user rating is in the
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form of J-shaped asymmetric distribution [19, 83, 85, 86]. Customer discusses a different aspects

of a product, so there might be multifaceted associations among different UXDs and customer

satisfaction. Therefore, we need a model that can deal with the complicated relationship between

different UXDs and user satisfaction.

Also, the Kano model developed by Kano et al. [87] were used in existing studies for mod-

eling customer satisfaction. This model categorizes the product features different classes such as

must-be, performance, excitement, indifferent, and reverse. These features values associate with

user satisfaction [1]. Must-be features are essential customers requirements and expectation and

are taken for granted. These features must be fulfilled; otherwise, the product customer becomes

dissatisfied. One-dimensional (Performance) features related to product quality promised by the

product, service provider. These features have a direct impact on customer satisfaction when ful-

filled. Attractive (Excitement) feature gives satisfaction, when filled, but do not affect customer

dissatisfaction. Indifferent features neither influence on user satisfaction nor dissatisfaction. The

reverse features state to a more significant degree of achievement, causing more customer dissat-

isfaction.



Chapter 3
Proposed Methodology

For the extraction of UXDs, we proposed the three steps methodology for the modeling UX from

online user reviews is shown in Figure 3.1
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Figure 3.1: Abstract view of proposed methodology

The part-1 is related to find the usefulness of user reviews from the collection of the cor-

pus, which contains information related to UX and usability. We propose a methodology called

UX multi-criteria qualifier (UXMCQ). The UXMCQ uses an almost unsupervised method that re-

quired minimal configuration of domain seed words for auto labeling the data based on the context

window. UXMCQ classify the UX aspects (product, user, and sentiment) for the given input text.

The part-2 is related to the UXDs extraction from the filtered useful reviews in part-1 using an

improved knowledge-based topic modeling methodology called UXWE-LDA. Additionally, iden-

tifying the user positive and negative sentiment association towards each UXDs using ensemble

19
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learning methodology. Part-3 is about measuring the casual relations toward each UXD on user

satisfaction using ensemble neural network based model (ENNM) proposed by Bi, Jian-Wu, et

al. [1].

In the following section, we briefly described each methodology internal function details as

shown in Figure 3.2.
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Figure 3.2: The overall proposed methodology workflow

3.1 UX Multi-Criteria Qualifier (UXMCQ)

UX Multi-Criteria Qualifiers (UXMCQ) identify those reviews which contain useful information

related to UX. This step is essential to remove trivial reviews before applying the topic modeling.

The UXMCQ classify pieces of text into a predefined set of UX domain aspects.

3.1.1 Aspects and sentiment configuration

UXMCQ need minimal domain aspect as seed words. The domain aspect terms used as gold terms

for auto labeling of the model training. The bootstrapped mechanism is used based on the word

occurrences on the unlabeled domain corpus. For the occurrence, we use the context window

size [+3, -3] for generating the training instances. Finally, the ensemble learning methodology for

model training based on these labeled instances.
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3.1.2 Features construction and selection in conjunction with ensemble learning

methods for model training

For model training, we propose features selection methodology, that will select the appropriate

features from the training instances created through bootstrap method using filters base features

selection and majority voting technique. The construction of an adequate feature space from the

raw and unstructured text for better learning performance is necessary for text classification. It

is essential to include only relevant/appropriate features for text representation. In this study, we

used BOW, POS tags, semantic features (lexicons and dictionaries). For feature construction, we

have applied a preprocessing step to make the initial feature vectors which are suitable for further

feature extraction and selection process. The preprocessing step contains tokenization, stop-word

removal, and stemming (Porter algorithm).

Feature selection is the way to extract and select the most important and relevant features.

It reduces the dimensionality feature space without losing too much information for an accurate

prediction. The selected features are used to train the predictive model. In the filtering method,

the subset of essential features/relevant features is selected by ranking them according to specific

scoring schemes based on the intrinsic properties of the features. The low scoring features are

removed while the highest scoring features are selected.

3.1.3 Ensemble learner

We have employed the ensemble learning method for aspects and sentiments classification. En-

semble learning combines the predictions of multiple base learners to improve performance over

a single learner. In this work, we have employed a majority voting technique in conjunction with

three base learners namely, Support Vector Machine (SVM), Nave Bayes (NB) and Decision Tree.

Based on the majority voting of base learners, the user reviews is classified into three UX facets.

After classification, filter is applied to select the useful reviews for UXDs extraction.
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3.2 UXDs Extraction from online reviews using UXWE-LDA

In this subsection, a brief introduction of UXWE-LDA then the process of UXDs from the online

reviews based on the UXWE-LDA is explained.

3.2.1 User Experience word-embedding LDA (UXWE-LDA)

UXWE-LDA is an improved version of LDA, that automatically learn the domain knowledge from

the given text corpus. UXWE-LDA resolve the problems of existing LDA, which knowledge of-

ten generated semantically incoherent topics. UXWE-LDA improve the existing knowledge-based

topic models by for the extractions of more domain dependent dimensions in the UX area through

UGC. UXWE-LDA combines topic modeling especially LDA with word embedding that automat-

ically learns the domain knowledge from a large amount of textual data. This model automatically

learns the domain knowledge from the given text corpus and extracts more coherent topics in order

to assign labels as UXD to each extracted topic using dictionary based approach. UXWE-LDA

mainly consists of three steps. First, it has run the guidedLDA with guided seeds words and se-

lects topical words as seed words from the online reviews. The word vector of the seeds words is

used to generated must-link knowledge-based using word embedding and other similarity compu-

tation. For the similarity, we use cosine similarity and Point-wise Mutual Information (PMI) [88].

Finally, we cluster similar must-links words and apply Gibbs sampling to find more semantically

coherent topics. The goal of the first and second step is to generate the prior domain knowledge

from local and global context for topic modeling, and the third step is to generate more coherent

topics from the domain knowledge.

3.2.2 Identifying the sentiment orientations of the reviews concerning each CSD

based on ensemble methodology

To identify the sentiment orientation, we trained the sentiment analysis model based on the en-

semble methodology [18]. The sentiment analysis process consists of three steps. The first step

is related to features construction based on bag-of-words (BOW), part-of-speech (POS) tagging,

semantic features (lexicons and dictionaries). For feature construction, we have applied a prepro-
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cessing step to make the initial feature vectors which are suitable for further feature extraction and

selection process. The preprocessing step contains tokenization, stop-word removal, and stem-

ming (Porter algorithm). We used PENN Treebank scheme [89] for POS tagging pattern. For

example, the feature excellent interface filtered by the POS tag pattern JJ NN and was disap-

pointed feature is filtered out by the pattern VBD VBN. TF-IDF term weight scheme is used for

word vector creation. The second step is about the feature selection. We have employed a filter

method and the wrapper method for the most dominant features selection. The third step is about

the training the ensemble learning model using voting techniques having three base classifiers base

learners namely, Support Vector Machine (SVM), Nave Bayes (NB) and Decision Tree. The sen-

timent orientation of each review is associated with the UXDs for finding the positive and negative

sentiment toward each UXDs for user satisfaction modeling.

3.3 The causal relationship of sentiments toward each UXDs on user

satisfaction

For the causal relationship, we used the existing ensemble neural network based model (ENNM)

proposed by [1] which overcome the problem of existing models used to the modeling of user

satisfaction from online reviews. This model combines the user rating and extracted dimensions

for measuring the causal relationship of user sentiment on user satisfaction. We employed the

Kano model, developed by Kano et al. [87], which is a two-dimensional model. Kano model is a

well-known model of user satisfaction. This model categorizes the product features into different

classes such as must-be, performance, excitement, indifferent, and reverse. These features values

are associated with user satisfaction [1].



Chapter 4
Usefulness of Reviews : UX Multi-Criteria Qualifiers

In this chapter, we discussed the part 1 of the proposed methodology as shown in Figure 4.1. Part

1 is responsible to filter out the unrelated online reviews, which shadow the overall semantics of

topic extraction in part 2 of the proposed methodology.
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Figure 4.1: Abstract view of proposed methodology

Before apply topic modeling, it is essential to filter out those reviews which contain unrelated

data to a specific domain. This type of filter can boost the topic coherence in the topic extraction

methodology. The overview of the proposed UX Multi-Criteria Qualifiers (UXMCQ) filter is

shown in Figure 4.2 and described in Algorithm 1. The UXMCQ select those reviews for topic

modeling, which contain useful information related to UX.

The UXMCQ model creation consists of mainly three steps 1) UX aspects dictionary cre-

ation and aspects configuration 2) word occurrence mapping and context window creation for auto

24
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Figure 4.2: A Processing to identify the usefulness of review

labeling 3) model creation based on the influence factors selected through filter based selection

process. The overall process model is shown in Figure 4.3. The details of each step are explained

in the following subsections.
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Figure 4.3: A UX multi-criteria qualifiers model overview.

4.1 UX aspects dictionary creation and aspects configuration

UX aspects configuration is the primary step for UXCQ module. Based on the selected aspects, the

model automatically labeled the unlabeled data using bootstrap method based on the occurrence of
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Algorithm 1: UX multi-criteria Qualifier algorithm

Input : Ad = {D1, D2, D3, .., Di, ..., Dn} // Aspects definition
1 BW = {w1, w2, w3, .., wi, ..., wn} // Bag of words of size n
2 Fs = {f1, f2, f3, .., fj ..., Cn}
3 λ = Threshold value

Result: UX multi-criteria Qualifiers(UXMCQ) Model
4 Initialization ;
5 Csize ← [+n,−n] ;
6 Yi ← 0 ;
7 f ← newSet() ;
8 foreach Di in Ad do
9 if matched Di in BW do then

10 CW ← createContextWindow(BW , Di, Csize) ;
11 Yi ← toLabeledData(Cw)

12 end
13 end
14 foreach f in F do
15 XF ← rankFeatures(yi, F )
16 XF ← sortDES()
17 TF ← selectTopKFeatures(XF , k)
18 RF .add(T)

19 end
20 RF ← majorityV oting(RF , >t) ;
21 UXMCQModel← trainModel(RF , classifier) ;

a word using the context window size. It is essential to make the domain depend aspects seed for

filtering the important reviews for latent dimensions extraction. In order to make the UX domain

aspects, we made UX aspects dictionary using a systematic review process. The detail of UX

existing aspects identification for aspect configuration is discussed in the following subsections.

4.1.1 Identifying UX existing aspects for aspect configuration

As we mentioned in the introduction section, that UX is context dependent, subject in nature, and

dynamic. Due to these factors, UX researchers considered different aspects for measuring the

UX. So we need to scan the prior research using systematic review process for identifying the

UX dimensions or aspect in the UX domain, which help to build UX aspects dictionary for aspect

configuration. Additionally, this UX aspect dictionary can help to build a more comprehensive
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UX model for UX evaluation. We used a two-phase approach for the extraction of UX aspects as

shown in Figure 4.4. In the First phase, we use the systematic review process to identify the UX

related literature mentioned the UX aspects, dimensions, and measurements. In the later phase,

we analyzed the selected papers for UX aspects selection. Finally, we construct the UX aspects

dictionary.

Systematic Reviews 
Process

Phase -1

Results Analysis

UX Definitions

UX Aspects

UX Measurement Methods

Phase -2

UX Aspects 
Dictionary

Figure 4.4: Identifying UX existing aspects for aspect configuration process.

4.1.1.1 Phase-1: Systematic review process

We used Systematic review process for articles selection in UX research. The publications is

selected using four steps, borrowed from the [90]. The Systematic review process steps are shown

in Figure 4.5.

In Step-I, we selected the sources such as Google Scholar, ACM, IEEE explore, Springer,

Elsevier, and web of knowledge for searching the UX related articles by using the search terms

“User Experience, UX, UX aspects, UX dimensions, and UX measurement methods”. In Step-II,

we exclude those papers having citation lower than 10, non-English, and duplicates. In Step-

III, we narrow down the selection criteria by including the high impact journal and premium

conference papers. In Step-IV, we filtered out those papers that discussed UX dimensions. Finally,

we selected 57 research articles for the extraction of the essential UX dimensions and aspects for

making a comprehensive UX dictionary.
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Figure 4.5: A systematic review process for UX related articles selection.

4.1.1.2 Phase-2: Results analysis

We grouped the UX aspects based on the existing conceptual UX Facet model [12] . UX facet

model divided all essential factors into three main facets: user facet, product facet, and situation

facet. The user facet is related to user sentiment and cognition such as background information,

user preferences, intentions, and user opinions (negative, positive, or neutral). Product facet is

related to product attributes such as UI, aesthetic, quality, and others. Situation facet is related

to the environmental factors of the context of use such as time and place. Table 4.1 shows the

selected UX aspects for two UX Facets: user and product facets are selected from articles by a

focus on the UX aspects, constructs, and dimensions.

Table 4.1: Selected UX aspects from UX literature as UX dictio-

nary.

UX Aspect UX Facet UX Aspect UX Facet

Accessibility Product Facet Informativeness Product Facet



CHAPTER 4. USEFULNESS OF REVIEWS : UX MULTI-CRITERIA QUALIFIERS 29

Aesthetics Product Facet Learnability User Facet

Affect User Facet Likeability User Facet

Anticipation User Facet Maintainability Product Facet

Appeal Product Facet Memorability User Facet

Appraisal User Facet Motivation User Facet

Attachment User Facet Emotions User Facet

Attractiveness User Facet Novelty Product Facet

Beauty User Facet Perspicuity Product Facet

Comfort User Facet Physicality User Facet

Competence User Facet Pleasure User Facet

Complexity Product Facet Popularity Product Facet

Context Product Facet Portability Product Facet

Cost Product Facet Positive emotions User Facet

Delicacy User Facet Pragmatic Product Facet

Dependability User Facet Preciousness Product Facet

Directness User Facet Predictability Product Facet

disorientation User Facet Presence Product Facet

Ease of use User Facet Problematic Product Facet

Effectiveness User Facet Psycho-pleasure User Facet

Efficiency User Facet Refresh User Facet

Enchantment User Facet Relatedness Product Facet

Engagement User Facet Reliability Product Facet

Enjoyment User Facet Safety & Security Product Facet

Entertaining User Facet Satisfaction User Facet

Flexibility Product Facet Simplicity Product Facet

Flow Product Facet Skill User Facet

Fragility Product Facet Sociability User Facet

Frustration User Facet Socio-pleasure User Facet
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Fun User Facet Stimulation User Facet

Goodness User Facet Support User Facet

Hedonic User Facet Training User Facet

identification User Facet Trust User Facet

Ideo-pleasure User Facet Usability Product Facet

Immersion User Facet Usefulness of content Product Facet

Impact User Facet User differences User Facet

For the third UX facet (situation facet), we used the Linguistic Inquiry and Word Count

(LIWC)1 tool categories such as “Time,” “Space,” and “work.” LIWC tool reveals common

thoughts, emotions, feelings, moods, personal and social concerns, and motivation. LIWC was

used to analyze the given text based on the dictionary. The percentage was calculated based on

how well the words of the given text matched to the dictionary categories.

4.1.2 Aspect configuration

UXMCQ only need a small amount of domain aspect as seed words. As aforementioned, we

created the UX aspects dictionary, which is used for the aspect configuration. The aspects seed

words used as gold-standards to the auto-annotation of the unlabeled data based on the occurrences

of these seed words according to the context window.

4.2 Word occurrence mapping and context window creation for auto

labeling

We used the bootstrap method for auto labeling based on the gold aspect terms related to three UX

facets. The auto labeling is based on the occurrence of the term by exact matching with the aspect

terms in the unlabeled data. We used the context window having size [+3, -3], and generated the

label as UX facets based on aspect terms matching. The overall bootstrapping process is described

in Algorithm 2.
1http://liwc.wpengine.com/
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Algorithm 2: Aspect based Auto Labeling
Input : D = {d1, d2, d3, ...dn} // Collection of user Reviews

AT = {T1, T2, T3, ...Tk} // Aspect Terms
Result: Labled Data Based On Aspects

1 foreach di in D do
2 foreach ConceptC in operands do
3 S = {s1, s2, ...sn} // Split all reviews into sentences
4 for si in S do
5 Matched←Match(si, T ) // Match the aspect Term in each Sentence S
6 if Matched = True then
7 Cw ← create context window [+n,−n]
8 Label← Assign label to that context window as T
9 end

10 end
11 end
12 end

The Figure 4.6 depicts, how the bootstrap method assigns labeled based on the terms occur-

rence and context window. First, it loads all the unlabeled reviews data, split each review into

sentences, then the matcher check the occurrence of the aspect terms in each reviews. If match

found that created context window and assigned label as aspect terms.

4.3 UXMCQ Model creation based on the influencing factors

We apply the feature selection process on the auto labeled data generated by the bootstrap method.

The word vectors are generated by applying the document process methodology. The follow-

ing subsections described the overall process of selecting the influencing features from the given

corpus data.

4.3.1 Process Document

The process document converts the auto labeled reviews into word vector by applying the NLP

steps such as tokenization, stemming, filter stop words, POS tagging, and others. Word vector

creation with adequate features is an essential task to boost classifier accuracy. It removes un-

wanted features by keeping the important features, while converting unstructured textual data into
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Product Aspect
o Product: mode
o User: player

Sentiment Aspect
o Positive: awesome
o Negative: bad

Situation Aspect
o Time: night
o Space: home

Configuration

Overall game is so awesome. But i need some 

features in it like, add career mode of a player in 

it. Create our own player and add it to the team. 

...

Search Word occurrence from unlabeled domain

Setiment 𝑺𝒊 is    so    awesome but     I

Product 𝒇𝒊 add career mode of a

𝐶𝑤𝐶𝑤−2 𝐶𝑤−1 𝐶𝑤+1 𝐶𝑤+2

Context Window Size [ −2,+2]

𝑳𝒂𝒃𝒆𝒍: 𝐶𝑤−2 + 𝐶𝑤−1 + 𝐶𝑤 + 𝐶𝑤+1 + 𝐶𝑤+2
Labeled dataset

...

...

Figure 4.6: Auto labeling process based on the context window.

structured data. In recent literature, different methods and techniques have been used to create

word-vector. These methods include bag-of-word(BOW), POS tagging, n-gram, semantic-based

feature creation, and others. For word vector creation, we employed the processing steps (tok-

enization, case conversion, filter stop words, wordnet base synonym), POS tagging, and n-gram.

We used the term frequency-inverse document frequency (TF-IDF) scheme for the vector creation

along with term pruning. For POS tagging, the PENN [91] tree scheme is used for POS tagging

pattern. The details description of each step is described in the following sub-sections.

4.3.1.1 Pre-processing of user online reviews (textual data)

To convert the user reviews textual data into a feature vector (word vector), we employed the

preprocessing step. This step consists of text processing operations that convert the textual data

into the numerical form using TF-IDF scheme. The pre-processing step contains the following

sub-steps.
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Figure 4.7: The process of vector creation and ensemble of multiple filters feature selection.

• Language detection: We apply the language detection process using the spacy-langdetect

module of spacy 2. We only considered the English language written reviews filtered through

the spacy-langdetect module. This step is essential because of the online users reviews

written by a different user across the globe in different languages.

• Spelling correction: Most of the user reviews written in informal language, uses abbrevi-

ated words and misspelled. We employed the spell correction process to correct the misspell

and short words such as gr8 to great, goooood to good.

• Tokenization: After selecting reviews written in English and spelling correction, the tok-

enization process is applied to split the text of the review into sequences of words/tokens.

• Case Conversion (lower case): To reduce the word vector space, case conversion process

is applied, it converts the all tokens into either lower case or upper case. We employed the

lower case conversion.

• Filtering stops words: As the reviews contains unwanted words such as the, an, for, it,

a, be, and others. These words have no meaning related to UX domain and less weight

as compared to the other features. We removed those stop-words based on English stop-
2https://spacy.io/
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words filters operator along with dictionary-based stop-words to filter stop-words other than

English stop-words.

• Removal of URLs, numeric, quotations, and special characters: We also filtered out the

special character, numerical value, and URL, which have no relation with the UX domain

facets.

• Stemming: This process reduces the token to its root word using Porter stemming algorithm

[92], which use a rule-based word replacement technique to reduce the length of the words

until word suffixes reach a minimum length.

• Part-of-Speech (POS) Tagging: Part-of-speech (POS) tagging is an essential step to filter

out the feature based on the specified types of POS tags. This process first assigns the POS

tag to each token based on PENN [91] system for English tagging and are defined by a

regular expression of types as shown in Table 4.2. We used the following patterns to filter

out the features, which contribute to recognized the UX facets.

Table 4.2: Penn Tree bank Part-of-Speech tags

Tag Description

CC Coordinating conjunction

CD Cardinal number

DT Determiner

EX Existential there

FW Foreign word

IN Preposition or subordinating conjunction

JJ Adjective

JJR Adjective, comparative

JJS Adjective, superlative
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LS List item marker

MD Modal

NN Noun, singular or mass

NNS Noun, plural

NNP Proper noun, singular

NNPS Proper noun, plural

PDT Predeterminer

POS Possessive ending

PRP Personal pronoun

PRP$ Possessive pronoun

RB Adverb

RBR Adverb, comparative

RBS Adverb, superlative

RP Particle

SYM Symbol

TO to

UH Interjection

VB Verb, base form

VBD Verb, past tense

VBG Verb, gerund or present participle

VBN Verb, past participle

VBP Verb, non-3rd person singular present

VBZ Verb, 3rd person singular present

WDT Wh-determiner

WP Wh-pronoun

WP$ Possessive wh-pronoun

WRB Wh-adverb

• Term Weighting: In text classification, different weighting schemes have been used for
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word-vector creation such as term frequency (TF), term occurrence, binary term occurrence,

and term frequency-inverse document frequency (TF-IDF). The most widely used weighting

scheme is TF-TDF. We also employed the TF-IDF scheme for word-vector creation. Ad-

ditionally, we reduce the vector space by applying the pruning method having an absolute

threshold to prune below absolute is 3 and above is 999.

4.3.2 Feature Selection

We used the feature selection process to select the dominant features to enhance the UX facet

classification accuracy. The feature selection is the way to extract and select the most important

and relevant features. It reduces the dimensionality feature space without losing too much infor-

mation for an accurate prediction. The feature selection methods are classified into three main

categories: filter, wrapper, and embedded methods. The selected features are used to train the

predictive model. We have employed a filter method and the wrapper method for useful features

selection. In the filtering method, the subset of important features/relevant features is selected by

ranking them according to specific scoring schemes based on the intrinsic properties of the fea-

tures. The low scoring features are removed while the highest scoring features are selected. The

filter uses a fast evaluation function and is independent of the classifier. In the filter based method,

we have used the filters like chi-square, Gini index (GI), gain ratio (GR), and information gain

(IG). The chi-square is proposed in [93] to measure the absence of independence between the fea-

ture and the class label, using a chi-square statistic. If there is some correlation between features

and class label exist, then the feature is considered more relevant otherwise feature is discarded.

GI is a measure of the uncleanness of feature for classification by Huanjing et al. [94]. IG method

measures the weight of features concerning class label [93]. IG calculate the value of each feature

and assign the rank. The higher weight features are considering more relevant. IG is very good

to measure for selecting the most relevant feature set based on features ranking. It reduces the

feature space by selecting the top rank features and discard those features whose ranks less than

the predefined threshold. GR resolves the bias of information gain. GR improves the IG by taking

the essential information of a split into account [95].
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Figure 4.8: Filter base feature selection process

4.3.2.1 The ensemble method of multiple filters feature selection

In this section, we discuss the proposed ensemble method of multiple filters features selection

method based on majority voting. The details of that method are described in the Algorithm 1. We

used five filters, specifically IG, MRMR, CHI, GR, and GI, to select the best collective features

among them for better classification, as shown in Figure 4.8. The individual filter assigns a weight

to each feature using their internal logic and selects the initial subset features. We set the threshold

value to 3 that checks for common features selected by at least three filters.

After the filter base feature selection, we have applied the wrapper method (forward selection

process), in subset feature selection. In the wrapper method, various subsets of features are gen-

erated and evaluated. The forward selection starts with an empty selection of features/attributes

and, in each iteration, it adds a new attribute of the given recordset. We have applied 10-fold

cross-validation using SVM learner to estimate the performance if the added attribute gives the

higher performance then is added to the selection. Then a new round is started with the modified

selection. We have added the stopping behavior to stop the iteration if no significant increase in
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performance.

4.3.3 The ensemble learning method

We have employed the ensemble learning method for UX Facets classification. Ensemble learning

combines the predictions of multiple base learners to improve performance over a single learner. In

this work, we have employed a majority voting technique in conjunction with three base learners,

namely, Support Vector Machine (SVM), Nave Bayes (NB) and Decision Tree. The input is the

feature vector from review dataset. Based on the majority voting of base learners, the user reviews

are classified into either UX Facet qualifiers or none class.

4.4 Summary

We propose a methodology called UX multi-criteria qualifier (UXMCQ). The UXMCQ uses an

almost unsupervised method that required minimal configuration of domain seed words for auto

labeling the data based on the context window. UXMCQ classify the UX aspects (product, user,

and sentiment) for the given input text. A disadvantage of this method is that each term in the gold

terms will be classified as aspect-terms, the words that not related to any of these categories will

require manual supervision.



Chapter 5
UX Dimensions(UXDs) Extraction

Online user reviews are generally in an unstructured form. Therefor, the process to convert an un-

structured data into structured data is an essential task for mining the UX dimensions for modeling

user satisfaction. In this chapter, we discussed the part 2 and part 3 of the proposed methodology

as shown in Figure 5.1. Part 2 is related to the UX dimensions extraction using enhanced topic

modeling methodology, while part 3 is related to measuring the influence of user sentiments along

with UXDs on user satisfaction.
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Figure 5.1: Abstract view of proposed methodology
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5.1 Part 2: UX dimensions extraction and sentiment analysis

In the first part, we will discuss the process of (1) UX dimensions (UXDs) extraction using the pro-

posed user experience word-embedding LDA (UXWE-LDA) topic modeling (2) sentiment analy-

sis and its orientation for each extracted UXD from online user reviews.

5.1.1 User experience word-embedding LDA (UXWE-LDA)

User Experience Word-Embedding LDA (UXWE-LDA) is an improved version of LDA, that au-

tomatically learns the domain knowledge from a given text corpus. UXWE-LDA improve the

existing knowledge-based topic models by extracting more domain dependent dimensions in the

UX area through UGC. UXWE-LDA combines topic modeling especially LDA with word embed-

ding that automatically learns the domain knowledge from a large amount of textual data. This

model automatically learns the domain knowledge from the given text corpus and extracts more

coherent topics in order to assign labels as UXD to each extracted topic using dictionary based ap-

proach. UXWE-LDA mainly consists of four steps as shown in Figure 5.2. The details description

of this model is given in the following sections.
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Figure 5.2: Abstract workflow for UX Dimensions Extractor

5.1.1.1 Seed Words Generation

This step generated the global context from collections of reviews filtered in part 1 of the overall

methodology. First, all reviews are processed to convert the unstructured text into a structured

form. For preprocessing, we applied tokenization, stemming, filter stop words and others as afore-

mentioned in sections 4.3.1. For seed words generation, we used two steps processes. First, we
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run the guidedLDA with guided seeds words and selects topical words as seed words. We used

the same methodology as [23] for seed words generation, but internally, our method different con-

sidered the syntactic and semantic relationships. We used the guidedLDA instead of simple LDA

to generate the topic of interest seed words. Second, we expended the produced seed words using

pre-trained word embedding models to make a more comprehensive global context. Algorithm 3

explains the overall process.

5.1.1.2 Guided LDA

These days, topic modeling is vital for the analysis of extensive collections of the document. LDA

is one of the most popular and widely used for topic extraction. LDA is an unsupervised generative

probabilistic topic model that extracts latent dimensions from a collection of documents [96].

Many extensions have been proposed for the improvement of word coherence in each topic in

the LDA model. Due to unsupervised nature, it is generally hard to extract the intended topics

using simple LDA model. To guide the LDA model, Jagarlamudi [97] proposed the guidedLDA,

which incorporates prior lexical information in the topic model especially in the LDA model. The

guidedLDA model starts from a seed list and groups similar words into the same topic. Thus it

creates an array of topics based on the user intention.

5.1.1.3 Word Expansion using pre-trained word embedding model

We enhanced the global seeds generated by guidedLDA which considers the syntactical variation

of the words (w) along with taking into account the semantic similarity of a given corpus. In the

existing literature, semantic similarity is computed using manually built dictionary [98]. There are

a number of issues with dictionary approaches such as extensive human involvement, effort and

time required to hand-craft the dictionary, and also challenging to scale a dictionary to incorporate

the new contexts. These days some researchers attempt to explore the automatic way for compu-

tation the semantic similarity using the word distances, but they ignore the context of the words

in word embedding space [99]. Most of the prior works only focus on the implicit relationship in

word context window within the document [100], but do not consider the similarity of the word

with pre-trained word embedding models. We used a similar approach called CluWord [101] to
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Algorithm 3: Seed words generation algorithm
Input : Useful reviews corpus C,

Seed topic words Sd
External corpur C
Vector dimension k
Vector dimension k

Result: The global context for user reviews text Wt

1 foreach (doucment d ∈ C ) do
2 Sampling a topic form a topic’s multiple distribution.
3 Zd ∼Mul(θ)
4 foreach word ∈ document d where W ∈ (wd1, wd2, ...wdn) do
5 Generate a variable weight probability from the Bernulli distribution the prbability

of under t estimated by guided LDA
6 Wt = n− argmarw∅(w, sd)

7 end
8 end
9 W2V Train(C, k)

10 V ocabSize← getV ocabSize(C)
11 V ← initV ector(vocabSize, k)
12 θ ← initV ector(vocabSize, k)
13 for (Wi ∈ C) do
14 e← 0
15 Xw ← Σu ∈ context(Wi)V (u)
16 for (u = wiUNEG(wi)) do
17 e← e+ gθu

18 end
19 for (u ∈ Context(wi)) do
20 V (u)← −V (u) + e
21 end
22 end
23 t′ = V (Wt, k)
24 expenedWord← 0
25 for (t′ ∈Wt) do
26 δ(t, t′) =

∑l
i ui.vi√∑l

i u
2
i .
√∑l

i v
2
i

27 if (δ(t, t′) > α) then
28 expendedWord← t′

29 end
30 end
31 Wt = Wt + expendedWord
32 return Wt
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exploit the word similarity based on pre-trained word embedding model to create a more general

global context in terms of semantic and syntactic. We used the Word2Vec [102] for pre-trained

word representation using googleNews data. LetGV represent the global vocabulary generated by

guideLDA for all documents topics DT . Let WE be the word embedding vector representation for

each term in GV based on pre-trained word embedding model. We compute the word expansion

based on the following equation 5.1

Wt,t′ =


δ(t, t′) ifδ(t, t′) ≥ α

0 otherwise
(5.1)

Where δ(t, t′) is computed using cosine similarity matching define in equation 5.2 and α is

the threshold value for filtering the most similar words to t.

δ(t, t′) =

∑n
i=1 uivi√∑n

i=1 u
2
i

√∑n
i=1 v

2
i

(5.2)

The δt for term t, the expansion is limited based on the α value to remove the unrelated

words that have no significant relationship to term t. If the similarity between t and t′ is less than

threshold value, then we discard the t′.

Table 5.1: Word expansion example based on the pre-trained word embedding model
Similarity Term t: chat

Semantically chatroom, conversation , conversing, talk, conversed, Live Chat, message, interview, speak,
Syntactically Chats , chatting , Chat, chatted

Finally, we created the global context document (Gd) for each expended topics.

5.1.1.4 Knowledge Mining

For knowledge mining, we incorporate word-embedding and other two similarity computation

such as concise similarity and PMI. The overall process of knowledge mining is shown in Figure
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5.3.
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Figure 5.3: Work flow of must-link mining using similarity computation

This process consumed the global context documents Gd generated in the section above to

generate the Word2Vec model. For word-embedding generation, we used the Word2Vec algo-

rithm, that computes semantic relationship in two words based on the context window. Word2Vec

is based on the algorithm called Efficient Estimation of Word Representations in Vector Space as

known as skip-gram-model [103]. Algorithm 4 described the word embedding vector generation

process. We use the following parameters settings for Word2Vec model generation as shown in

Table 5.2.

Algorithm 4: Word embedding vector generation algorithm
Input : Global Context Corpus Cd = {d1, d2, d3, ..., dn},

Context Window c
Result: Word Embedding Vector V

1 Word embedding Vector ~V
2 foreach (document D ∈ Cd) do
3 foreach (word w ∈ D) do
4 Compute P (Wx+c|Wx) = exp(vwx.vwx)∑V

w=1 exp(vw.vwx)

5 ~V ← P (Wx+c|Wx)

6 end
7 end
8 return ~V

A Word2Vec model can be thought of a dictionary or hash map. This dictionary contains a

word vector for every word in the training corpus as shown in the below Table 5.3.
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Table 5.2: Word2Vec model generation parameters settings
Parameters Values Description

Minimal Vocab Frequency 5 A minimum number of occurrences each word needs to have to be considered for model generation.
Layer Size 10 Size of the vector which is generated. Typical values are between 50-500.
Window Size 5 During model generation, each text is split into windows. This specifies how large the window is. Typical values are 3-7.
Iterations 50 Number of iterations during training

Table 5.3: Word2Vec model extract vocabulary example.
Word dimension 0 dimension 1 dimension 2 dimension 3 dimension 4 dimension 5 dimension 6 dimension 7 dimension 8 dimension 9

content -0.617 -0.056 -0.408 0.586 0.016 0.058 -0.124 -0.192 -0.201 -0.103
hotel -0.482 -0.109 0.258 0.326 -0.113 -0.064 0.525 0.534 -0.054 0.045
room -0.225 0.549 -0.362 0.296 -0.466 0.065 0.124 0.085 -0.419 0.098
stay -0.255 0.271 0.502 0.152 -0.183 0.036 0.505 -0.038 -0.147 0.523
stayed -0.152 0.302 -0.014 0.149 0.128 -0.296 0.104 0.170 0.090 0.843
rooms 0.025 0.180 0.391 0.012 -0.243 -0.625 0.328 0.314 -0.348 0.192
staff -0.115 -0.138 0.066 0.473 -0.212 -0.800 0.084 -0.049 0.029 -0.212
clean -0.034 0.159 0.365 0.517 -0.145 0.463 -0.045 -0.185 0.333 0.437
night -0.236 0.227 -0.471 0.414 -0.036 0.378 0.211 -0.267 -0.319 0.371
area 0.302 -0.085 0.263 0.363 -0.421 -0.215 -0.129 -0.289 -0.561 0.250
day 0.217 -0.172 0.208 0.630 -0.507 -0.451 -0.075 -0.100 -0.016 0.080
great -0.259 0.364 0.194 0.671 0.128 -0.296 -0.301 0.189 -0.276 -0.073
time -0.654 0.279 -0.203 0.550 -0.058 -0.173 0.056 -0.337 -0.022 0.013
use 0.004 0.746 -0.353 0.498 0.021 0.183 0.115 -0.138 -0.027 0.058
good -0.385 -0.013 0.203 0.714 -0.305 -0.125 -0.186 0.244 0.156 -0.269
service -0.200 0.276 -0.148 0.393 -0.548 0.170 -0.231 0.189 0.323 0.430
get -0.375 0.268 0.296 0.245 -0.300 -0.151 -0.171 -0.250 0.634 -0.181

We computed the similarity between each word using cosine similarity based on the generated

vectors trained by the Word2Vec. The cosine similarity of word vectors ~V and ~U is computed for

w1 and w2 using equation 5.3.

sim(w1, w2) =
~Uw1

~Vw1

~|Uw1| ~|Vw1|
(5.3)

We also computed the similarity using Point-wise Mutual Information (PMI) for a must-link

generation. PMI value is computed as in equation 5.4.

PMI(w1, w2) = log
P (w1, w2)

P (w1)P (w2)
(5.4)

Finally, we combined the concise similarity with the PMI for checking the word relatedness .
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We computed the coherence between w1 and w2 using the following equation 5.5.

Coherence(w1, w2) = sim(w1, w2)PMI(w1, w2) (5.5)

Algorithm 5: Must link mining algorithm

Input : Word embedding vector ~V
Result: must link Mlink

1 Vocabulary voc← getV ocabular(~V )
2 foreach (document wi ∈ voc) do
3 sim(wi, wi+1) =

~Vwi
~Vwi+1

| ~Vwi|| ~Vwi|

4 PMI(wi, wi+1) = log( P (wi,wi+1)
P (wi)P (wi+1)

)

5 r(wi, wi+1) = PMI(wi, wi+1).sim(wi, wi+1)
6 if (r(wi, wi+1) >= 1) then
7 Mlink +− = wi

8 end
9 end

10 return Mlink

Based on the following conditions we filter out all those words which meet the following

equation 5.6 criteria. If the relatedness of the two words is higher than 1, then it is must-link.

Otherwise, it removes those words from knowledge mining.

γ(w1, w2) =


Coherence(w1, w2) > 1 is must− link

0 otherwise
(5.6)

The algorithm combines all must-link into similar groups using K-mean clustering algorithm,

and create the feature vector of must-link. The overall process flow is shown in the Figure 5.4.

5.1.1.5 Topic Modeling using Gibbs sampler

Topic Modeling using Gibbs sampler is used in order to extracts topic based on automatically in-

corporating the domain knowledge enriched by global and local contexts using the Gibbs sampler
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Figure 5.4: Work flow of must-link mining using similarity computation in rapidminer.

algorithm. The overall process flow is depicted in Figure 5.5.

Must-links Feature Vector Creation Clustering (K-means) Grouping of similar must-links

LDA - Gibbs sampler #Topics

Figure 5.5: Work flow of integrating must-link into the Gibbs sampler.

where zi represent topic of word wi , ndk represent the number of times topic k is allocated

to a word in the document d. donate document d length. is the number of times w′ is allotted to

topic k. α and β are Dirichlet hyper-parameters.

Table 5.4 shows an example of extracted topics with its weights using UXWE-LDA algorithm.
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Table 5.4: Example of generated topics using UXWE-LDA.
Topic-1 Topic-2 Topic-3 Topic-n

Topic-Word Relative-Weight Topic-Word Relative-Weight Topic-Word Relative-Weight Topic-Word Relative-Weight
fun 89 accessible 50 visual 35 annoy 69
annoy 85 effective 48 effect 35 awful 64
creative 79 efficient 43 cute 33 awkward 59
enjoy 76 interface 43 trendy 33 confuse 44
exciting 71 reliable 41 technological 25 cheer 36
frustrate 67 usable 38 shape 23 rigid 35
addict 61 elegant 35 pleasurable 22 okay 33
impressive 46 error 33 color 21 trust 26
cool 45 inconsist 33 smooth 18 value 24
addict 37 delay 27 beautiful 13 dislike 24
regret 34 load 27 unusual 12 petty 23
cute 32 trouble 12 futuristic 11 help 20

5.1.1.6 UX Dimensions Generation

This section explains the process of UX dimensions by auto labeling the each extracted topic in

the preceding section. We used the dictionary-based approach for classifying each topic based on

top “n” words. The overall flow is depicted in Figure 5.6.

Auto 
Labeling

Topic classification into 
UX dimensions

#Topics

UX Dictionary

Process 
Documents

UX Dimensions Generation

Figure 5.6: Workflow of topic labeling into UX dimensions.

We build the lexicon dictionary based on terms already used in previously validated scales [29,

104, 105] for measuring different aspects of UX using systematic review process. We selected the

223 terms, then applied the WordNet for word expression. Final thesaurus contains 500 terms by

adding the synonyms to UX dictionary. We also included the aspects from previous UX dictionary

mentioned in section 4.1. Finally, we validated the UX dictionary using Cohen’s kappa coefficient

[106] from three domain experts.

For topics classification based on dictionary, we used the MeaningCloud text mining API.

MeaningCloud allow to define the custom dictionary in form of ontology. We created the UX di-

mensions dictionary with terms used in the existing scales. The Figure 5.7 show the UX dictionary

created at MeaningCloud.
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Table 5.5: UX existing Scales for UX Dictionary Creation.

Figure 5.7: UX aspects dictionary created at MeaningCloud platform.

We used the MeaningCloud plugin in Rapidminer for the classification of each topic based on

the created dictionary. The overall process workflow is shown in Figure 5.8.
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Figure 5.8: Topics classification based on UX aspect dictionary Rapidminer workflow.

5.1.2 Sentiment orientation identification of reviews for each extracted UXDs using

ensemble methodology

Let Ri = {r1, r2, ., rn} is the set of useful online user reviews filtered by UXMCQ relates to the

UXDs in R, where the sentiment of each review is identified using sentiment analyzer module.

We trained, the sentiment analyzer using trained dataset. The workflow of sentiment analyzer

is shown in Figure 5.9. The workflow consists of three main steps (1) Feature construction (2)

Feature Extraction and Selection, and (3) Learning of prediction model. Details of the proposed

workflow is described in the subsequent sections.

5.1.2.1 Feature construction

In text classification, conversion of text into feature vector is an essential task. The construction

of an adequate feature space from the raw and unstructured text for better learning performance

is necessary for text classification. It is essential to include only relevant/appropriate features for

text representation. In the recent literature, different features representation methods have been

used to represent text, for textual classification. These are bag-of-words (BOW), linguistic pat-

terns using part-of-speech (POS) tags, high order n-gram features (character n-grams and word

n-grams), dependency parsing tree, semantic features (lexicons and dictionaries) and structural

features [89,90]. In this study, we used BOW, POS tags, semantic features (lexicons and dictio-

naries). For feature construction, we have applied preprocessing step to make the initial feature

vectors which are suitable for further feature extraction and selection process. The preprocessing

step contains tokenization, stop-word removal, and stemming (Porter algorithm). We used PENN
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Figure 5.9: The workflow of sentiment analyzer.

Treebank scheme [91] for POS tagging pattern. For example, the feature ”excellent interface” fil-

tered by the POS tag pattern ”JJ NN” and ”was disappointed” feature is filtered out by the pattern

”VBD VBN”. TF-IDF term weight scheme have been applied for word vector creation.

5.1.2.2 Feature Selection

Feature selection is the way to extract and select the most important and relevant features. It

reduces the feature space dimensionality without losing too much information for an accurate

prediction. The selected features are used to train the predictive model. We have employed both

filter method and wrapper method for effective features selection. In the filtering method, the

subset of important features/relevant features is selected by ranking them according to specific

scoring schemes based on the intrinsic properties of the features. The low scoring features are

removed while high scoring features are selected. The filter uses a fast evaluation function and is

independent of the classifier. In the filter based method, we have used the filters like chi-square,

Gini index, gain ratio, and information gain.

The word-vector is input in feature selection module. The individual filter assigns weight to
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each feature using their internal logic and select the initial subset features. We apply the majority

voting method for the final feature selection. We set the threshold value to 3 that checks for

common features selected by at least three filters. Then we have applied the wrapper method

(forward selection process), in subset feature selection. In wrapper method, various subsets of

features are generated and evaluated. The forward selection starts with an empty selection of

features/attributes and, in each iteration, it adds new attribute of the given recordset. We have

applied 10-fold cross-validation using SVM learner to estimate the performance, if the added

attribute gives the higher performance then is added to the selection. Then a new round is started

with the modified selection. We have added the stopping condition to stop the iteration if no

significant increase in performance is observed.

5.1.2.3 Learning prediction model (Ensemble Learner)

We have employed the ensemble learning method for sentiment and emotion classification. En-

semble learning combines the predictions of multiple base learners to improve performance over

a single learner. In this work, we have employed majority voting technique in conjunction with

three base learners namely, Support Vector Machine (SVM), Nave Bayes (NB) and Decision Tree.

Based on the majority voting of base learners, the user textual feedback is classified into either

positive or negative class.

Based on the sentiment alignment of each review in Ri with extracted UXDs (the ith UXDs),

we generated the structured data as shown in Table 5.6. We used the following equation x for

sentiment orientation of Di in online reviews Ri.

Table 5.6: Sentiment orientation toward each dimension

Online reviews
UX Dimensions (UXDs)

D1 D2 Dn
Pos Neg Pos Neg Pos Neg

r1 1 0 0 1 0 0
r2 0 1

rn 0 1 1 0 1 0
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S∗mi =


1 if the sentiment orientation is ∗

0 otherwise
(5.7)

∗ represent the sentiment orientation, where ∗ ∈ {pos, neg} as shown in Table 5.6. the sen-

timent values are encoded to nominal as, if the sentiment of in review is positive associated with

dimension then sposm = 1 and snegm = 0; if the sentiment in review is negative then sposm = 0 and

snegm = 1; if the sentiment in review is neutral then sposm = 0 and snegm = 0;

5.2 Part 3: Casual Effect Analyzer

In the latter part, we discussed measuring the effect of user positive or negative sentiments toward

each UXDs on user satisfaction. We used the existing model called an ensemble neural network

based model (ENNM) [1] for measuring that effect. The details of each part are described in the

subsequent sections.

5.2.1 Ensemble neural network based model (ENNM) [1]

Jian-Wu B et al. [1] proposed the ENNM model to overcome the problems of the existing model

used to user satisfaction models such as Gaussian distribution [19] and regression analysis. Most

of the existing models for user satisfaction assume that online rating given by a user is a lin-

ear amalgamation of the sentiment regarding all the dimensions discussed in the online reviews.

However, this assumption is not valid; there are many issues, such as there may be a complex com-

bination of sentiments towards most of the dimensions in user online review. In order to resolve

this issue, ENNM outperforms as compared to other models for modeling user satisfaction. Based

on this reason, we also adopted the same model for measuring the sentiment effects towards each

UXDs.

They used backpropagation neural networks (BPNNs) to handle the sparseness problem as

shown in Figure 5.10. The ENNM consists of “T BPNNs” for assessing causal effect of user

satisfaction on each UXDs.
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ENNM

Training samples

SW 1

BPNN 1

W 1 Effects obtained by BPNN 1

Training samples

SW 2 BPNN 2

W 2
Effects obtained by BPNN 1

Training samples

SW t

W t
Effects obtained by BPNN t

BPNN t

The structure of BPPN t

Figure 5.10: The training process of the ENNM model [1].

5.2.2 Kano Model

We employed the Kano model, developed by Kano et al. [87], which is a two-dimensional model.

Kano model is a well-known model of user satisfaction. This model categorizes the product fea-

tures into different classes such as must-be, performance, excitement, indifferent, and reverse.

These features values are associated with user satisfaction [1]. Details of each feature are de-

scribed as follows:

1. Must-be: These features are essential customers requirements and expectation and are taken

for granted. These features must be fulfilled, otherwise, the product customer becomes

dissatisfied.

2. One-dimensional (Performance): These features related to product quality promised by the

product, service provider. These features have a direct impact on customer satisfaction when

fulfilled.
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3. Attractive (Excitement): These features give satisfaction, when filled, but have no effect on

customer dissatisfaction.

4. Indifferent: These product features neither influence on user satisfaction nor dissatisfaction.

5. Reverse: These features state to a more significant degree of achievement, causing more

customer dissatisfaction.

Based on the rules defined by [1], we also mapped the UXDs on the Kano model. We mapped

the ~wpos
i and ~wneg

i on the Kano model 5 categories to for modeling the user satisfaction. The

details of these rules are the following:

UXDS 𝑾𝒊
𝒑𝒐𝒔

𝑾𝒊
𝒏𝒆𝒈

𝑓1 0.14 -0.19

𝑓2 0.19 -0.14

𝑓3 -0.19 -0.17

𝑓4 -0.25 -0.27

𝑓5 0.08 0.25

𝑓1 -0.37 -0.26

… … …

𝑓𝑛 0.14 0.15

Mapper

ENNM Generated Data

Mapping Rules

Figure 5.11: Mapping of UDXs on Kano Model.

1. If ~wpos
i ≤q 0 and ~wneg

i < 0 then UXDi is a must-be.

2. If ~wpos
i ≤ 0 and ~wneg

i ≥ 0 then UXDi is a reverse.

3. If ~wpos
i > 0 and ~wneg

i < 0 then UXDi is a performance.

4. If ~wpos
i > 0 and ~wneg

i ≥ 0 then UXDi is a excitement.

Figure 5.11 depict the mapping on the Kano model based on the rules above.

5.3 Summary

User online reviews are generally in an unstructured form, the process to convert the unstructured

data into structured data is an essential task for mining the UX dimensions for modeling user sat-
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isfaction. In this chapter, we discussed the process of (1) UX dimensions (UXDs) extraction using

the proposed user experience word-embedding LDA (UXWE-LDA) topic modeling (2) sentiment

analysis and its orientation for each extracted UXD from online user reviews. User Experience

word-embedding LDA (UXWE-LDA) is an improved version of LDA, that automatically learn the

domain knowledge from the given text corpus. UXWE-LDA improves the existing knowledge-

based topic models by for the extraction of more domain dependent dimensions in the UX area

through UGC. UXWE-LDA combines the topic modeling especially LDA with word embedding

that automatically learns the domain knowledge from a large amount of textual data. The proposed

method automatically gains the domain knowledge from the vast amount of documents using co-

occurrence and word-embedding word vectors correlation of related data, which gives a more

coherent topic. Then, we apply the sentiment analysis on the reviews concerning the extracted

UXDs. To measure, the casual relationship of customer sentiment toward each UXDs on user

satisfaction, an ensemble neural network based model (ENNM) method is used [1]. Finally, we

map each dimension on the Kano model of satisfaction.



Chapter 6
Experimental Results and Evaluations

In order to evaluate the efficiency of the proposed solutions, different experiments are performed at

different levels. We evaluated the different part of the proposed solution such as (i) the experimen-

tal results and evaluations of part-1 UXMCQ model (ii) the experimental results and evaluations

of part-2 UXWE-LDA model and sentiment analyzer. We used different datasets for each part.

The detail explanation and results are discussed in the following section.

6.1 Part-1: UX multi-criteria Qualifier (UXMCQ) Model

We evaluate UXMCQ for domain aspect classification by comparing with two LDA-based ap-

proaches.

6.1.0.1 Datasets

We used the restaurant reviews dataset [107] which contains different aspects related to food, staff,

and others written in English.

6.1.0.2 Results

We compare UXMCQ against the results with two LDA-based approaches, LocLDA [108] and

ME-LDA [109]; these models are based on unsupervised approach. However, results generated

by these models required supervision for labeling the extracted topics. They manually labeled the

extracted topic. UXMCQ assign a label to extracted topics based on the domain aspects configu-

ration, so no manual topic labeling are needed. Table 6.1 and Figure 6.1 shows the comparison

result, UXMCQ achieves slightly better overall performance over the other LDA base models.

57
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Table 6.1: Comparison of UXMCQ model classification against other two LDA based model.

Figure 6.1: Comparison of UXMCQ with other LDA base model.

6.2 Part-2: Topic extractor and sentiment analyzer

6.2.1 Topic extractor

6.2.1.1 Datasets

We used the dataset from [110] which contains the reviews data of both electronics and non-

electronics products. Each domain category consists of 50 different of products with total 1,000

reviews.

Topic coherence: For topic modeling evaluation, we use the UMass topic coherence [22]

metics. The topic coherence (TC) metrics calculates the words relatedness within the topics, higher

coherence values means a good topic. TC is computed as:
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6.2.2 Results

This section, we show an example of topics generated by UXWE-LDA, WE-LDA, and LDA to

show an improvement by our proposed topic extractor. The red color in each topic in the given

Table 6.2 show errors, as UXWE-LDA extracted more coherent and meaningful topic as compared

to other baseline models.

Table 6.2: Example topics generated by UXWE-LDA, WE-LDA and LDA. Red marked shows an
error.

We did the parameters tuning of UXWE-LDA such as number of top seed words (n), and

words similarity (m) and trust score(u).

we examine the sensitivity of the three parameters of UXWE-LDA such as top seed words n,

most similar words m and the trust score U. The number of top 15 words gives us more coherent

topic with higher TC value with other parameters setting for the given dataset. Figures 6.2 depict

the average TC on the both datasets using number of top seed n = 5, 10, 15, 20, 25, 30 respectively.

The results reveals that top 15 seed word gives higher TC value for electronic data, and for non-

electronic dataset the top 25 seeds words gives us higher TC value. So that can conclude that either

few seed not too many seeds words generate the coherent topic.
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Figure 6.2: Average cosine similarity per the number of topics on both datasets.

Figure.6.3 demonstrations the average TC with m from 5 to 100. From results we reveals

that TC increase with more similar words at initial stage, and gives us higher TC value at 15 on

electronic dataset, for non-electronic dataset the model gives higher value at 15.

We examined for electronic products dataset, TC increases with more similar words at the

beginning, then becomes unchanging and gives higher value at m = 15. For non-electronic product

dataset, the UXWE-LDA model gives almost similar TC value and higher at m =25. This shows

that high quality of knowledge is generated by must-links which are produced by the best seed

words and word similarity. The similarity computation using TC ensure the quality of a must-link

that proper knowledge is incorporated into UXWE-LDA.
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Figure 6.3: Average TC of top n words with different number of seed words on both datasets.

Figure 6.4 shows the average TC of each model using different number of topics on two
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datasets.
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Figure 6.4: Average TC of top words with different number of topics on on both datasets.

The results show that with the different number of topics and setting, UXWE-LDA always

gives higher TC value than other models, which shows that the UXWE-LDA is vigorous with

a different combination of must-link clusters. Enhancements of UXWE-LDA over other models

with p-value (p¡ 0.007) significant in 2-tailed paired t-test.

We also evaluated the topic consistency using a PMI score generated by the topic extractor

with base-lines topic models. Figure 6.5 , Figure 6.6, and Figure 6.7 depict the comparison with

PMI scores for the generated topics by Top-n topic words. Overall, Overall, this UXWE-LDA

model and the WE-LDA model gives comparatively better results, both with chance wins; the

LTM model and LF-LDA followed, and the LDA model is the weakest. LDA model is fragile

because of the sparsity of little texts.
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Figure 6.5: PMI-Score- TOP-5 topic words.
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Figure 6.6: PMI-Score - TOP-10 topic words.
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Figure 6.7: PMI-Score - TOP-20 topic words.

6.2.3 Sentiment Analyzer

6.2.3.1 Datasets

For SA, we used publically available dataset know as Cornell movie reviews dataset, 2). Amazon

product reviews datasets (a) and, 3). Amazon product reviews datasets (b). The Cornell movie

reviews dataset consists of total 2000 reviews with an equal number of positive and negative re-

views. The Amazon product review dataset “a” consist of four types of products reviews(Book,

DVD, Electronic, and Kitchen). Each product reviews set having 2000 reviews with equal distri-

bution of positive and negative reviews. The third dataset “b” of product reviews contains 10000

reviews with 5000 are positive reviews, and 5000 are negative reviews. The dataset details are

given in Table 6.3.

For SA model evaluation, we used an accuracy metric to determine the overall SA classifica-

tion performance.
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Table 6.3: Detailed description of the datasets.
Dataset A: Cornell Movie & Amazon product reviews Dataset B: Amazon product reviews

Domain Positive Reviews Negative Reviews Total reviews Domain Positive Reviews Negative Reviews Total reviews
Movie 1000 1000 2000 Movie 5000 5000 10000
Book 1000 1000 2000 Book 5000 5000 10000
DVD 1000 1000 2000 DVD 5000 5000 10000
Electronics 1000 1000 2000 Electronics 5000 5000 10000
Kitchen 1000 1000 2000 Music 5000 5000 10000

6.2.3.2 Results and comparison

We performed different experiments on the different filters based feature selection algorithms with

different numbers of features on different datasets. The Table 6.4 shows the classification accura-

cies.
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The results of experiments shown in Table 6.5 and Figure 6.8 reveal that the ensemble method

with minimal feature selection strategies can effectively increase the accuracy of classification

compared with the baseline classifier.

Table 6.5: Sentiment analyzer model accuracy using different datasets.

Dataset Classifier # of Features Accuracy

Movie SVM 3625 1209 93
NB 2400 1375 92
DT 3816 1254 88
Ensemble 3779 1314 94
Average 3405 91.75

Book SVM 2199 1066 87
NB 2612 1074 86
DT 2031 1048 83
Ensemble 2956 1021 89
Average 2449 86.25

Electronic SVM 1323 474 85
NB 1002 1090 89
DT 1938 625 87
Ensemble 1760 855 86
Average 1505 86.75

Kitchen SVM 1843 770 89
NB 1566 470 86
DT 1600 787 89
Ensemble 1969 877 90
Average 1744 88.5

DVD SVM 642 296 89
NB 819 276 87
DT 855 267 86
Ensemble 362 155 88
Average 669 87.5

6.3 Overall Comparison

6.3.1 Extrinsic UXDs extraction evaluation

We performed an extrinsic evaluation by comparing the UXWE-LDA inferred topic with the gold-

label topic assigned by the three human experts in the field of NLP and text mining. The human
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Figure 6.8: Average classification performance on top k high ranked score feature utilizing wrap-
per and filters feature selection, ensemble learner

experts annotated by a total of 300 online reviews, where each sentence is label based on the

provided UX dimension list. Mutually agreed sentence all three annotators were considered as

gold-label for the performance evaluation. We employed the topic-wise performance metrics (re-

call, precision, and F1 score) for comparison with LDA baseline algorithms. Precision means

the percentage of correct classifications of that topic among all gold-label reviews sets, where the

UXWE-LDA model predict that topic. Where recall for a topic is the portion of correct classifi-

cations of that topic out of all the cases of that topic in the gold-label reviews. The F1 score of a

topic is the harmonic mean of recall and precision of that topic and is given in Equation 6.1.

F1Score = 2× precisionk × recallk
precisionk + recallk

(6.1)

Where higher F1 score indicates, the model performs well for classifying the test data.

Figure 6.9 has shown that UXWE-LDA achieves 3 % improvement on average as compared

with LDA due to the incorporation of semantic domain knowledge.
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Table 6.6: Topic-wise performance measures.

Topics LDA UXWE-LDA

Precision Recall F1 Score Precision Recall F1 Score

attractiveness 0.71 0.46 0.55 0.83 0.72 0.77
dependability 0.78 0.49 0.60 0.80 0.91 0.85
efficiency 0.73 0.60 0.66 0.76 0.77 0.76
perspicuity 0.80 0.47 0.59 0.80 0.72 0.76
novelty 0.76 0.51 0.61 0.81 0.76 0.78
stimulation 0.75 0.47 0.58 0.87 0.81 0.84
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Figure 6.9: Average F-measure, Precision and Recall of LDA and UXWE-LDA.

6.3.2 Expert Base Evaluation

We compared the extracted dimensions using UXWE-LDA analysis with manually extracted by

Human expert for validation. We used the Jaccard coefficient similarity [111] to check the degree

of dimensions overlapping between automatic extraction using UXWE-LDA and human experts.

The Jaccard coefficient is calculated as Equation 6.2

JC =
|DUXWE−LDA ∩DExp|
|DUXWE−LDA ∪DExp|

(6.2)

Where DUXWE−LDA dimensions are extracted using automatic UXWE-LDA analysis and

DEXP are dimensions extracted by human experts through manually rigors process. The higher
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the Jaccard coefficient’s value, the higher the degree of overlap between the two sets of dimensions,

as shown in Table 6.7. Three researchers were invited having hands-on NLP and text mining to

extracts the UXDs from the randomly selected online reviews. Each researcher selected 50 reviews

randomly; finally, a total of 150 reviews selected for UXWE-LDA validation. We compared the

UXDs extracted from UXWE-LDA with the UXDs extracted by the human experts for checking

the reliability of the result generated by UXWE-LDA. The Jaccard coefficient for both researchers

and UXDs extracted by UXWE-LDA model are 0.3, 0.5, and 0.4, respectively. This concludes

that our study inferred new latent variables or dimensions from the online reviews. We claim that

our study outcomes are more reliable for generalization due to large corpus textual data. Due to

complexity and ambiguity involves in UXDs extraction task from online reviews, the results show

that UXWE-LDA is a reliable and suitable approach for UXDs extraction from online reviews.

Table 6.7: A comparison of UXDs between UXWE-LDA model and human experts.

Dimensions UXWE-LDA Human Expert 1 Human Expert 2 Human Expert 3

Attractiveness X
Dependability
Efficiency X X
Perspicuity X
Novelty
Stimulation X X
Aesthetics X X
Complexity X
Affect and emotion X X X

6.4 Case Study 1 - Video Games Reviews

We used the publically available amazon data [112] of user reviews related to games reviews. The

online reviews contain different words used by the different users to express their opinion; some

words form the long tail as depicted in Figure 6.10. In total, 122502 numbers of words were

considered after applying the preprocess for UX dimensions extraction.

Figure 6.11 shows the frequency of user satisfaction score in the term of rating in the used

dataset.
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Figure 6.11: Overall user rating on reviews.

First, we applied the UXMCQ model for filtering out the unrelated reviews. Then applied the

UXWE-LDA model for the dimension extraction. Figure 6.12 shows the extracted dimensions

from the online reviews.
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Figure 6.12: Extracted UX dimensions from user reviews.

The user sentiment orientations towards each UXD of online user reviews are shown in Figure

6.13. The results show that the users have positive opinions towards the extracts UX dimensions

as compared to negative.

We used the structured data having W pos
i and Wneg

i vectors generated by part-2 of the pro-

posed methodology to train the ENNM Model as shown in Table 6.8.

Table 6.8: The values of positive and nagative vectors generated by ENNM

UXD W pos
i Wneg

i

attractiveness 0.14 -0.19
dependability 0.19 -0.14
efficiency -0.19 -0.17
engagement -0.25 -0.27
hedonic 0.08 0.25
involvement -0.37 -0.26
perspicuity 0.14 0.15
pragmatic -0.18 0.04
stimulation 0.03 -0.08

According to Table 6.8 generated by the ENNM model, the category of each UXDs of game

reviews can be identified, and maps in the Kano Model, as shown in Figure 8.
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Figure 6.13: The sentiment orientations result towards each extracted UXD.

In Figure 6.14, is the threshold for determining whether a UXD is an indifferent UXD. As

it can be seen from Figure 6.14, the UXD that identified as excitement UXDs includes: hedonic

and perspicuity; pragmatic identified as reversed UXD; must-be UXD includes involvement and

efficiency; finally, performance UXD consists of three dimensions (stimulation, attractiveness, and

dependability).

6.5 Case Study 2 - Google App Reviews

We used the publically available google play store dataset [112] of user reviews related to appli-

cation reviews. The online rating distribution of the data sets is shown in Figure 6.15.

This dataset consists of different categories of apps both paid and free. The overall statistics

of the app categories are shown in Figure 6.16.

First, we applied the UXMCQ model for filtering out the unrelated reviews. Then applied the

UXWE-LDA model for the dimension extraction.

The user sentiment orientations towards each UXD of online user reviews are shown in Figure
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Figure 6.14: Mapping the extracted dimensions on Kano Model.

Figure 6.15: overall rating of user on online reviews

6.17. The results show that the users have positive opinions towards the extracts UX dimensions

as compared to negative.

We used the structured data having W pos
i and Wneg

i vectors generated by part-2 of the pro-

posed methodology to train the ENNM Model as shown in Table 6.9.

According to Table 6.8 generated by the ENNM model, the category of each UXDs of game

reviews can be identified, and maps in the Kano Model, as shown in Figure 8.

In Figure 6.18, is the threshold for determining whether a UXD is an indifferent UXD. As

it can be seen from Figure 6.18, the UXD that identified as excitement UXDs includes: hedonic

and perspicuity; pragmatic identified as reversed UXD; must-be UXD includes involvement and
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Figure 6.16: The apps distributions.
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Figure 6.17: The sentiment orientations result towards each extracted UXD.

efficiency; finally, performance UXD consists of three dimensions (stimulation, attractiveness, and

dependability).
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Table 6.9: The values of positive and nagative vectors generated by ENNM

UXD W pos
i Wneg

i

attractiveness 0.14 -0.19
dependability 0.19 -0.14
efficiency -0.19 -0.17
engagement -0.25 -0.27
hedonic 0.08 0.25
involvement -0.37 -0.26
perspicuity 0.14 0.15
pragmatic -0.18 0.04
stimulation 0.03 -0.08

Figure 6.18: Mapping the extracted dimensions on Kano Model.



Chapter 7
Conclusion and Future Directions

7.1 Conclusion

Due to advancement in social media platforms, user daily posted their opinions in the form of

online reviews. These online reviews contain beneficial information related to UX. These reviews

can be used for understanding the UX and UX modeling. The main goal of this thesis to mine UX

related information from these substantial online reviews automatically. The automatic approach

overcomes the problems of a manual analysis of those vast data. To this end, we designed a com-

prehensive framework for modeling UX from online reviews. In the method, first, we filter those

reviews unrelated to UX domain using UX multi-criteria qualifiers (UXMCQ). Then, we extract

the UXDs from the filtered reviews using enhanced topic extraction methodology called UXWE-

LDA. UXWE-LDA improve the existing knowledge-based topic models by for the extractions of

more domain dependent dimensions in the UX area through UGC. Finally, the method for mod-

eling user satisfaction on kano model by mapping the UX dimensions. The presented study has

potential implication in product design.

• It can extract those UX aspects from online reviews that customers are most concerned

about.

• It can be used to mine the user opinion toward each UX aspect so that that product designers

can make a better decision to improve the positive UX of their customers. Additionally, they

can further know the strengths and weaknesses of the product.

• This method allows the product designer to understand the different categories of UDXs in

term of the Kano model, which is essential for product enhancement. According to the clas-

78
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sification results of UXDs, the priority order of UXDs for developing product enhancement

plans can be determined.

7.2 Future Directions

There exist some significant limitations in terms of computation cost and processing time in the

study. However, over time, the advancement in technology and computing techniques can over-

come these limitations. Also, the study neglected some of the words like infrequent words, which

helps in indicating user preference and needs for a product or services. Therefore, we need to

examine effective solution for incorporating word embedding. Furthermore, the experiment also

needs to be extended with other settings as well as datasets to overcome the existing limitations.
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