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Abstract

Standardized healthcare documents have a high adoption rate in today’s hospital setup. This brings

several challenges as processing the documents on a large scale takes a toll on the infrastructure.

The complexity of these documents compounds the issue of handling them which is why applying

big data techniques is necessary. The nature of big data techniques can trigger accuracy/semantic

loss in health documents when they are partitioned for processing. This semantic loss is critical

with respect to clinical use as well as insurance, or medical education.

In this study a novel technique is proposed to avoid any semantic loss that happens during the

conventional partitioning of healthcare documents in big data through a constraint model based

on the conformance of clinical document standard and user based use cases. The study used clin-

ical document architecture (CDA) datasets on Hadoop Distributed File System (HDFS) through

uniquely configured setup and identified the affected documents with respect to semantic loss after

partitioning and separated them into two sets: conflict free documents and conflicted documents.

The resolution for conflicted documents was done based on different resolution strategies that were

mapped according to CDA specification. The first part of the technique is focused in identifying

the type of conflict in the blocks that arises after partitioning. The second part focuses on the

resolution mapping of the conflicts based on the constraints applied depending on the validation

and user scenario. The semantic aware standard model is created through constraint modeling for

detection of the compromised documents. In the next stage a dual phase resolution strategy is used

to prevent the semantic loss in the compromised documents.

This study used a publicly available dataset of CDA documents, identified all conflicted doc-

uments and resolved all the them successfully to avoid any semantic loss. In the experiments up

to 87000 CDA documents were tested and successfully identified the conflicts and resolved the
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semantic issues. The study has presented a novel study that focuses on the semantics of big data

which did not compromise the performance and resolved the semantic issues risen during the pro-

cessing of clinical documents. For the future work, more focus will be on the performance aspect

of the technique and the applications for lossless data as the focus of current study was semantic

preservance.
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Chapter 1
Introduction

1.1 Background

Clinical data includes electronic health records, patient demographics and images, prescriptions,

discharge summaries, insurance information and data from sensory devices. Big clinical reposi-

tories containing clinical and biological data are increasingly becoming available for research and

enhanced analytics [17].

There is an opportunity to transform and associate the clinical data that could detect patterns

and support in advanced health analytics. This can lead to cost-effective solutions and impact

patient life positively due to a better understanding of the data. There are long term potential ben-

efits as many complex scenarios can be better understood like surgeries and patient readmission.

Moreover, 1.2 billion clinical documents are generated in the U.S each year and about 60 percent

of them contain patient data in an unstructured or semi-structured format [18]. Better decisions and

quicker processing can be done from the health analytics extracted from the transformed clinical

documents [1].

In the past few years, health and wellness applications have emerged as a fast growing category

of mobile applications. This increasing trend is considered as a prompt and useful resource for col-

lecting users’ data which are used for generating recommendations for a healthy lifestyle. Using

smart phone features, applications like Microsoft Health, Apple Healthkit, Samsung S Health, and

Google Fit collect users data by monitoring their daily activities, e.g., eating habits, sleeping pat-

terns, and workout routines to generate certain recommendations which are helpful in maintaining

a healthy lifestyle. The adaptation rate of such applications is on the rise with downloads in mil-

lions [19–23]. Healthcare data is mostly in semi-structured or unstructured form. The additional

thing about the data is the complexity, dynamicity and heterogeneous nature of the data [24–26]

1



CHAPTER 1. INTRODUCTION 2

makes it challenging to extract useful information using conventional data processing tools & tech-

niques [27]. Without effective decision support systems, it is difficult to comprehend or process

the data [28].

This creates the demands for Big Data Analytics into healthcare. Big Data analytics empowers

us to generate valuable insights from complex data which would have been very difficult to get.

When applied to the healthcare data, patterns can be identified and thus lead to cost reduction,

improved healthcare quality and enable decision-making in a timely fashion [25, 27, 29, 30]. A

McKinsey Global Institute report [31] mentions that by utilizing Big Data effectively, reduction

of healthcare expenditure can create a value of more than $300 billion yearly, . Hidden knowl-

edge can be uncovered using automation and better decisions using Big Data frameworks and

technology [32].

The healthcare outcomes using Big Data still fall short [33–36] and there is still a lot to be done

to realizing the potential of Big Data analytics. Another major issue is lack of user intervention

in processing information using Big Data analytics in Healthcare and this can lead to erroneous

results [37, 38].

Studies show that the main technical issues in Big Data analytics include partitioned and frag-

mented data [15, 29, 39] , which limits the observational data [30, 40], validation, standardization

issues [29, 40–43], inconsistencies [15, 41, 44, 45], reliability , and semantic standard interoper-

ability [46–48].

The amount of data generated by smart phones and supportive need to include data from other

resources make data volume enormous and its structure more complex. Although smart phones are

sufficiently equipped with large memory size and computational resources for on-device storage

and processing ability, however, to achieve increased battery life, data backup, centralized data

storage, and to fulfill data-cross-sharing, there is another approach gaining momentum in a major-

ity of applications which is the adoption of cloud services. The Big Data analytics has the ability

to identify diseases allows swift and accurate diagnosis and evaluation of therapies [33, 49–51].

Data linkage from different sources and identifying patterns, the prediction through Big Data an-

alytics can also be used for transformation of real-time data into valuable insights. This is of real

importance where quick decision making and emergency medical situations arise as it can mean
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the difference between life and death [29]. In the healthcare industry, stakeholders like physi-

cians, healthcare decision makers and insurance companies generate data in diverse healthcare

standards which are mostly structured and semi-structured. One of the challenges in healthcare is

data processing due to the complex schema and structure of the standards [52]. Nowadays data

for all patients is recorded from admission to discharge, like previous history, imaging, reports,

tests, doctor recommendations and constant monitoring of patients through different devices [53]

as shown in Table 1.1. The data deluge is a norm in healthcare, however extracting analytics from

the data is still a big challenge. When using multiple data sources patient privacy is of utmost

importance in healthcare as well. Data sharing between stakeholders helps in deriving insights but

can also cause a lot of concern for privacy [9, 27, 36, 38, 40, 54] but privacy is not in the scope of

this study.

Type Description Source

Clinical

Electronic Medical Records (EMRs) Hospitals and Clinics

Diagnostic Laboratories

Biomarkers Diagnostic Companies

Ancillary Hospitals & Clinics

Calims
Medical Claims

Payers
Prescription Claims

Clinical Research Clinical Trails Pharma Companies

Patient-generated Data
Social Media

Web Health Portals and

Social Media Websites

Wearable & Sensors Device Data Systems

Table 1.1: Most common healthcare Sources (adapted from [15])

The exponential growth in the amount of data generated during the last few years have greatly

changed ideas about the value, management, and expertise of such data [55]. As of 2012, about 2.5

Exabyte data are created each day, and this doubles about every three years. The current amount
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Figure 1.1: Split documents blocks

of data generated each second is more than all of the collective data from the previous 20 years.

In 2011, the human digital universe contained 1.7 Zbytes, and this dataset is expected to increase

by almost five times by 2015 (7.9 Zbytes) [56]. Similarly, the speed of data generation is more

important than its volume. Real-time or nearly real-time data streaming [57, 58] makes system

more agile. Big Data sources generate data in various formats such as images, audio GPS signals,

text, sensory data, and huge amount of healthcare data through monitoring devices and mobile

applications [59]. Healthcare in big data refers to the clinical and administrative datasets and they

are complex, huge and cannot be handled with traditional infrastructure. Big Data in healthcare

has the potential to change the way data is processed and reduce the operational structure of IT

in healthcare. Big data is changing all aspects of modern day life specially in healthcare [60]. As

much as 30% of the entire stored data is related to health and a normal patient will generate 80

MB of electronic medical data every year [61]. The complex nature of data sets usually results in

inefficient and difficult management of conventional databases. Big data has four key characteris-

tics i.e. volume, variety, veracity and velocity [62]. It means that big data can play a key role not

only where size matters but it also helps in handling the complex nature of the data sets.

As seen in Figure 1.1, one block is represented as a health document and dotted lines as

partitioning markers. Document 3 is chopped during the partitioning which results in a semantic

loss. The case is same with the document 6 and 12. In Figure 1.1, three out of thirteen documents

have semantic loss due to partition which is usually based on size and results in the documents

being split on two different places for processing. These documents are almost impossible to
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process for extracting any meaningful information as they have complex sections, relationships,

and data types conforming to the semantics of standard specification. Cutting them in different

places can result in total loss of the data in that document.

1.2 Motivation

The main motivation of this study is semantic preservation of all the standardized health/clinical

documents due to their critical nature. Some documents are separated into two parts in a different

part of the cluster due to the partitioning nature of the big data frameworks as seen in Figure 1.1.

Better semantics can only be achieved from the complete data which is then translated in analytics

and later enabling in better decision making.

Figure 1.2: Data Pyramid

As shown in Figure 1.2, if the data is compromised during partition, all the subsequent actions

to done from that data are also compromised. An additional challenge is to get adaptable to

standardized schema like (Open EHR, HL7 CDA) so that complete document knowledge is on

our disposal. Data continuity is important in standardized health documents and in this study
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HL7 CDA standard is used due to its high adoption rate in hospitals and other medical related

institutes [63].

1.3 Problem Statement

Semantic loss occurs in standardized and complex health care documents during partitioning in

big data framework and results in compromised decision making ability [3,5]. The Key standards,

categories and application are shown in figure 1.3.

Figure 1.3: Key Standards, Categories and application

The taxonomy highlights the focus on structured and semi structured data. There are images,

unstructured doctor notes and but many other kinds of health and wellness data which also adds to

the complexity but is not used in this study. The two most common standards are CDA and FHIR.

FHIR is a fast interoperable standard which is becoming popular in developers very fast due to its

ease of use. CDA is one of the most common EHR guidelines being used in the hospitals.

One of the problems that occur with big medical records and repository is the way big data

frameworks partition the data for processing. The big data frameworks depend on divide and

conquer strategy for huge datasets in partitioning. This strategy ends in an inconsistent division
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of the records and results in a semantic loss. The generic work-flow to depict existing systems is

presented in Figure 1.4.

In the existing systems, partitioner splits the dataset in different blocks with respect to a pre-

defined size and default input record formatter. Input record formatter usually do a line by line

parsing but it could be overridden to user preferences. This triggers semantic loss in documents

due to same document being dispersed in geographically different places to be processed. This

data is transformed according to the user application ignoring the lost documents in process and

passing it for analytics and decision making.

Figure 1.4: Existing System Work-flow

Semantic loss occurs when a part of the health document is chopped during the data parti-

tioning and disseminated to two different nodes of the big data cluster for processing. Semantic

preservation is needed to fully understand the meaning of a chopped document. The goal is se-

mantic preservation in big data framework for standardized healthcare documents and ensure all
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the semantics from big data is extracted. One solution is to specifically check that the document is

not cut in between and resulting in 100% accuracy in preserving the semantics. The issue with this

approach is that it results in massive performance bottlenecks in preprocessing as the conventional

partitioning does not take the data continuity into consideration. The conventional partitioning

divides the data into small predefined sizes/blocks and the primary goal is division of data by size

which is processable by commodity nodes. No regard for data format and semantic loss is consid-

ered and due to this high performance is achieved at the cost of semantic loss. This approach is

a major hindrance in performance perspective/semantic loss when the health documents are pro-

cessed. So this study proposed a configurable and optimized document partitioning approach for

health documents based on the solution in which the data blocks are verified based on constraint

model. The additional overhead of semantic preservation is also addressed to make the solution

more compatible with respect to performance.

The proposed solution workflow is shown in Figure 1.5.The proposed workflow show three

additional model highlighted for semantic preservation of the documents being used in the Big

Data frameworks. In this study, constraint modelling creates the constraint from schema of health

standard which are classified as user constraints. The performance constraints are dependent on

the type of big data framework being used for data processing. The constraints are applied on the

documents after partitioning in the big data framework to identify the compromised documents.

After detection of compromised documents, the resolution of documents is done for semantic

preservation. After complete semantic preservation, data processing is done and then only passing

it for analytics and decision making.
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Figure 1.5: Proposed Solution Workflow

1.4 Contributions

We summarize the main contributions of this thesis as below:

1.4.1 Semantic Aware Standard Model

The semantic aware standard model constructs a constraint model which covers up the CDA R©

standard conformance and also user derived criteria. The constraint model finds correlation in

the data based on the schema. There are two major constraints types. Individual constraints are

those which are simple and not dependent on other constraints or vice versa. They do not have

any subtypes. Conjunctive constraints are nested and contain subtypes as well as multiple indi-

vidual constraints which increases the complexity. The constraints assist in detection of conflicted
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documents in terms of semantic loss.

1.4.2 Two Phase Resolution Strategy

After applying Semantic aware standard model the output is conflicted documents and the dif-

ferent conflict markers identified are number of constraints violated, individual and conjunctive

constraints. Based on the conflict markers, a resolution strategy is needed to make the document

complete so that no conflicts remain.A Dual Phase resolution strategy was introduced in this study.

In the first phas,e the duplicate documents occur when two or more documents are conflicted with

similar markers i.e. same constraints. This results in some documents being orphan which means

their other half matched with someone else. The second phase was introduced and semantic con-

cept type matching is used for resolving orphan and duplicate documents. For semantic concept

matching, Unified Medical Language System (UMLS) is used.The motivation for using UMLS is

the large biomedical concepts from over 100 source vocabularies. A methodology for autonomous

resolution of compromised document based on their conflicts and semantic concepts based on the

classified documents

1.4.3 Accelerated Similarity Computations

Semantic preservation operations takes additional time which adds to the overall time and makes

it a high time complexity solution. To make semantic preservation a feasible solution, more per-

formance gains are needed. Data complexity among intermediate partitioned data can make it a

very time intensive process. Naive record and data matching gives quadratic complexity. So if the

data has one million records, there will be 1 trillion record matches. So a sub linear time complex-

ity was introduced through min-max hashing.Similar record identification for faster processing is

proposed and weighted attributes in the dataset are set for hashing in domain dependent scenario.

It was fast and accurate estimation using locality sensitive hashing and using weighted attributes

1.5 Thesis Organization

This dissertation is organized into chapters as following.
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• Chapter 1: Introduction. Chapter 1 provides brief introduction of the research work on se-

mantic preservation for standardized healthcare documents and in particular the HL7 clinical

document architecture (CDA). It focuses on the problems in the areas, the goals to achieve

these problems, and finally the objectives achieved in this research work.

• Chapter 2: Related Work. A background detail is provided in this chapter about the Big

Data partition and discuss different matching techniques and approaches, for achieving se-

mantic preservation. This chapter also provides the state-of-the-art literature for the multiple

data sources. Finally, it provides comparison of these systems with the proposed system of

the research thesis to reflect the limitations of current systems addressed by the proposed

system.

• Chapter 3 Proposed Methodology. A proposed solution in the form of a framework for

achieving semantic preservation is presented in this chapter to overcome the limitations of

current approaches. This chapter also provides overview of the concepts used in the thesis

related to the proposed approach. It defines the scope of thesis in achieving the semantic

preservation through conflict identification and conflict resolution. A constraint model is

proposed in the first phase and the way it will assist in conflict identification. The second

part of this chapter focus on conflict resolution through two passes.

• Chapter 4:Case study for lossless data. Different healthcare standards and the big data

framework survey and details are provided in this chapter and the healthcare standards and

Big Data framework can be interlinked to benefit the overall field.

• Chapter 5: Results and Evaluation. The results and evaluation of different techniques

used in the proposed framework are highlighted in this chapter. It explains two types of

results and evaluation. Firstly, it describes the results of compromised documents with

respect to size and constraints. Secondly, the compromised documents are shown with

respect to the resolution passes and the preservation happening in the two steps.

• Chapter 6: Conclusion and Future Directions. This chapter concludes the thesis and also

provides future directions in this research area. The main contribution of the thesis is also

highlighted in this chapter.



Chapter 2
Related Work

2.1 Preliminaries

Below we discuss some preliminary terms and concepts that need to be understood before un-

derstanding the general concept of MapReduce [64] and HDFS (Hadoop Distributed File Sys-

tem) [65]. We are using CDA R© documents as the case study for clinical documents as CDA R©

standard is very comprehensive and semantically rich.

2.1.1 Big Data framework and concepts

Hadoop has the best fault-tolerant, high-throughput, and server-failure survival mechanisms [66].

Like Google File System, Hadoop also maintain replicas of its data splits across different machines

to provide data locality and reliability. Default chunk size of HDFS is 64 MB, and these chunks

are once write-multiple-read chunks. Hadoop’s master-slave mechanism is shown in Figure 2.1.

It consists of NameNode and DataNodes. A NameNode also called MasterNode, is responsible for

controlling the whole MapReduce job through a JobTracker and controlling tasks in a job through

a Tasktracker while working as DataNode (e.g., single node cluster). A DataNode, also called

SlaveNode, consists of DataNode and Tasktracker. A SecondaryNameNode in large clusters is

used to generate snaps of NameNode to avoid loss and works as standby NameNode. NameNode

stores meta-data about the files/data chunks stored in DataNodes, while DataNodes store the actual

data chunks (64 MB). By default, each data chunk is replicated by a factor of 3. MapReduce:

The MapReduce framework is a platform which enables parallelism seamlessly. The input is

partitioned, key/value pairs from each portion of the input is calculated and grouped by key, and

reduced as shown in figure 2.2. MapReduce also has inherent features like network performance,

12



CHAPTER 2. RELATED WORK 13

Figure 2.1: Hadoop Basic architecture

load balancing and fault tolerance. The Apache Hadoop [67] is the widely used open source

application of MapReduce for distributed programming in Java.

Map: In MapReduce, the map function is basically used to transform the input which is being

processed in parallel on the Hadoop cluster.

Intermediate Data: The output of the map function is called an intermediate data. It is in key

value format and accumulated after map operation and communication between the data nodes. It

is temporary and serves as an input to the reduce function.

Reduce: Reduce function shapes the intermediate data as a single entity usually as summariza-

tion step. The reduce phase summarizes the intermediate data based on the unique keys.

Example: Word count is a common example in MapReduce and it is intended to find the

number of occurrences of each word in the input files. In mapper phase, the input is given line by

line and the line is tokenized into words and a key value pair is formed where the key is word and

value is 1. In the reducer phase, the keys are grouped and values for the same keys are added to

find the number of occurrences [68].
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Figure 2.2: Complete Flow of MapReduce.

2.1.2 Standardized Clinical Documents

Over the recent past, certain standards have been constructed equipped with modalities using

digital technology (Ultrasound, CT Scan, MR etc.) and peripheral devices like printers. Imaging

devices and printers are dealt with a standard Digital Imaging and Communications in Medicine

(DICOM) [69]. In a hospital-based scenario, for management of non-imaging data, there are

multiple standards for medical documents like openEHR, HL7 R© CDA R© and FHIR R© are used.

They provide protocols for messaging, management and integration of clinical documents. Our

focus in this study is the semantic preservation of clinical documents and enabling in better health

interoperability.
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Figure 2.3: CDA R© Document Sample.

2.1.2.1 Clinical Document Architecture

Clinical Document Architecture (CDA R©) [12] is a standard which provides a concrete basis for

common architecture, coding, semantic understanding, and markup language for clinical docu-

ments. CDA R© documents are coded in XML, which is composed of a header for identification

of the patient, encounter details, care provider and the other part is the main body which consists

of some clinical observations in compulsory and optional sections. For rendering of the CDA R©

document, a human-readable part is included to derive narrative of the document as shown in fig-

ure 2.3. The structured part depends on coding systems like LOINC [70] and SNOMED [71] to

represent concepts. Most importantly, CDA R© structure is derived from standard reference model

called HL7 R© RIM (Reference Information Model) [72] as it is the root of all the information

models and provides clinical or administrative context and expresses how different pieces data are

connected [73].

There are many parts in the CDA R© document body which is composed of clinical statements

such as procedures, acts, observations and their respective codes. Clinical statements have com-

plex data types like code with equivalents (CE), coded value (CV) and concept descriptor (CD). A

sample section is shown in figure 2.4 where different entries, clinical statements, and entryRela-
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tionships are a challenge to parse or query in a meaningful time. The codes in figure 2.4 are taken

from medical coding classification systems and meaningful use is a term used to define minimum

requirements from the U.S. government for exchange of clinical patient data between healthcare

providers and other stakeholders like insurers and patients [74] . The details can contain diagnosis,

plan of care, family history, allergies, vital signs etc. A more detailed view as shown in Table 2.1.

Section Contains
Allergies, Adverse, Alerts Substance. Reaction, Status

Hospital Discharge Medications Medication and Instructions
Plan of Care Planned Activity and Planned Date

Family history Parents Diagnosis and Age At Onset
Functional Status Functional Condition, Effective Dates, Condition
Immunizations Vaccine, Date, Status

Procedures Procedure and Date
Problems Condition, Effective Dates and Condition Status

Vital Signs date/Time, Height, Weight, BP etc
Social History Social History Element, Description and Dates

Table 2.1: CDA Discharge Summary Sections and Details

Figure 2.4: CDA R© Structure and Example
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2.1.2.2 Continuity of Care Record (CCR) and Continuity of Care Document (CCD)

The primary use case for the CCR is to provide a summary of the patients’ health status i.e.

problems, medications etc [75].

Continuity of Care Document (CCD) goal is to apply CCR content to the CDA R© framework

and provide the necessary clinical information for the continuation of care and assist in reducing

medical errors [76]. CCD uses a detailed set of constraints for CDA R© elements and the templates

define how to use CDA R© elements to communicate the clinical data, but the scope of the data

within the templates is determined by CCR dataset. In some sense, the constraints applied in CCD

is the subset of constraints in CDA R©.

In figure 2.5, a basic conversion is shown from CCR to CCD which makes it a CDA R© compli-

ant document and tightly constrained compared to C-CDA R© document. This is due to additional

constraints applied on CCD document.

Figure 2.5: CCR to CCD Conversion.

2.1.2.3 FHIR R© (Fast Healthcare Interoperability Resources)

FHIR R© is the latest specification based on emerging industry trends, approaches and lessons

learned through defining and implementing HL7 R© v2, HL7 R© v3 and the RIM, and CDA R© [77].

FHIR R© provides granular access to data, provides a streamlined approach to interoperabil-
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ity [78] and focuses on implementation whereas CDA R© addresses interoperability for clinical

documents, mixing narrative and structured data. CDA does not provide granular data access and

added additional challenges to the implementers due to its complexity [79]. The basic building

block in FHIR R© document is a resource [80] and it represents the clinical data and is a well defined

and meaningful expression. An example of a patient resource [80] can be found in figure 2.6.

Figure 2.6: Patient Resource Example.

Resources have an extensive range i.e. from clinical content such as care plans and patient
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medical reports as well as Message Header and capability statements [80]. FHIR R© resources

definitions do not churn out semantically consistent data as it serves many distinct contexts in ad-

dition to clinical data such as workflows, guidelines, health reporting, wearable devices etc. In this

study, the focus is on clinical data which has concrete concepts such as MedicationPrescription,

AdverseReaction, Procedure and Condition.

A single CDA R© document can be decomposed into various FHIR R© resources and can be made

it much simple to comprehend. FHIR R© is potentially the future of CDA R©, after a certain level of

maturity [78].

2.2 Background and Related Work

During this study, I found out research involving both big data and healthcare but most of the

studies are focused on getting an inherent benefit on big data frameworks like scalability and

replication. Our work is based on loss of semantics in clinical data in big data and to preserve

semantics without compromising significant performance. This is a unique approach as most of

the work I found is based on efficient retrieval in big data based on high level APIs.

2.2.1 Hadoop Based Health Frameworks

Hadoop [67] is used for discharge summaries by Horiguchi et al [81]. The data set consists of

log files and was artificially generated and conformed to a schema and grouped through different

parameters like date, quantity and drugs.

In one study [82], Big Data Analysis using Balanced Partition technique which gives better

performance with help of PIG and generate a histogram for the respective partition. This His-

togram is generating according to the specified column by user in interface. They claimed that

Hadoop is providing the best performance for big data on respective data set, it has uncontrolled

chunks which are balanced in this project with the help of a balanced partition algorithm. They

control the uncontrolled chunks of Hadoop Framework using a balance partition algorithm as they

discovered that Hadoop’s simple partitioning method does not preserve correlation between data

chunks. So they devised partitioning Framework partitioning to help for balancing data chunks
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into respective partitions.

The semantic transformation model is proposed in [1] as shown in Figure 2.7 .The storage

layer is using Hadoop Distributed File System (HDFS) for storing the data. This layer has a

semantic partitioner to extract the complete healthcare document.The query formulator has two

parts i.e. the extractor and the builder. This query is based on the health analytics scenario and it

maps the concepts of this query to HDFS repository

Figure 2.7: Big Data Classification [1]

A cloud based approach is used for data aggregation management [83] and the big data frame-

work used is Hadoop. For querying and storing relations, the authors have used Hive [84] and

HBase [85]. Hybrid XML database and HBase framework are used to handle heart disease clin-

ical data analysis online [86]. They use a mix of conventional DBMS and big data which is

challenging due to different data access web services and techniques. Medoop [2] is a medical

platform which is developed for supporting a centralized health information exchange (HIE) in

China because the size of such data can grow massively. Medoop uses Hadoop and HBase as its
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underlining framework. Medoop merges all files to a large one and creates an indexing file con-

taining the information of all merged files. Medoop stores both the indexing file and the merged

file on HDFS as shown in Figure 2.8. Any frequently used data, however, is stored separately on

HBase.

Figure 2.8: Medoop Workflow [2]

2.2.2 General Health Frameworks

The mobile applications are used for purposes of monitoring healthcare is used for minimizing

costs of traditional health care treatment. Monitoring patients and accessing medical records easily

at all times is a clear advantage. The concept of the Health cloud [87], is a prototype which utilizes

the public Amazon cloud to manage patient records and relevant medical images. The Project has

developed an android application for viewing JPEG2000 standard images with image annotation

exploiting the multi-touch functions of the Android OS. The mobile device is now an essential part

of the distributed architecture [88] and analysis of sensory data to determine human activities are

done using MapReduce and many studies are now using big data technology for extracting context

out of sensory data.

The Hospital data is used to build a hospital-specific Predixion model [89]. The prediction

model is then used to risk stratify patients upon admission. Risk scores are updated throughout the



CHAPTER 2. RELATED WORK 22

patient’s stay. Readmission risk scores are used by care givers to target appropriate patient care

paths.

Big Data scientists are dealing with the Variety of data that includes various formats such as

structured, numeric, unstructured text data, image, video, and audio. The authors in [3] proposed

Semantic Extract-Transform-Load (ETL) framework that uses semantic technologies to integrate

and publish data from multiple sources as open linked data provides an extensible solution for

effective data integration, facilitating the creation of smart urban apps for smarter living. The

semantic ETL framework is shown in Figure 2.9

Figure 2.9: Semantic ETL framework [3]

The authors in [4] have proposed a framework of the Clinical Diagnosis and Treatment System

shown in Figure 2.10. In CDTS, a new clinical tabular document model is provided as a standard

for clinical document representation. The critical component from the perspective of the doctor or

hospital is a semantic inference mechanism that consists of two stages: knowledge extraction and

reasoning.
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Figure 2.10: Framework of the Clinical Diagnosis and Treatment System [4]

The authors in [5] focus on the need for a semantic data-driven environment to address the big

data issue. They discuss a path for empowering personalized medicine using big data and semantic

web technology and proposed a framework shown in Figure 2.11. Based on the architecture, they

stored datasets from different resources including EHRs, Genomics, and Medical Imaging into

the Hortonwork repository and then use scripting tools like Pig and Hive to clean and prepare our

data. One of their main application is data retrieval.

Figure 2.11: Big Data Architecture for personalized medicine [5]

In this paper [6], dataset alike Electronic Medical Records (EMR) produced from numerous
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medical devices and mobile applications are induced into MongoDB using Hadoop framework

with Improvised processing technique to improve outcome of processing patient records as shown

in Figure 2.12.

Figure 2.12: Big Data Analytics in Healthcare [6]

The review here in [90] explains the role of healthcare and medical informatics and the limi-

tations in the current research. The complexity and heterogeneity is highlighted in data since the

literature contains different kinds of sources of information on Big Data definition, Big Data An-

alytics techniques and their application and challenges in healthcare. The technical details related

to implementation and results are not taken into consideration in this study.

The healthcare data also includes wellness data which is collected through different health

monitoring devices and smartphones. The smartphones nowadays have built-in sensors which are

highly effective for activity and context identification. In the research work presented in [91], a

smartphone was used to identify walking and running [92] whereas GPS data was used to recog-

nize transport and commuting.

‘Nike + iPod’ [93] initiated by Nike, logs user well-being activities such as running, jogging,

and gym activities via the Nike+ hardware device paired with Apple’s iPhone or iPod. Activity

data is subsequently published over Nike’s portal [94], which provides data visualization services

and data persistence services. ‘MapMyRun’ [95], is a similar application that keeps track of

user’s workout activities and nutrition intake with intuitive visualizations and track mapping ser-

vices. Activity data gathered from a smartphone can be stored over the MapMyRun Portal [95] or
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exported as log files to be sync with cloud storage services like dropbox [96].

Maintaining log files for activities is turning out to be very important as it contains vital infor-

mation about our wellbeing. These logs can vary from our daily life activities to our workout and

exercise activities. Most of the available life-logging applications are focused on wellbeing and

workout tracking. Life-log data recorded by the smartphones provide improved activity tracking

by utilizing the built-in sensors and GPS capabilities of the phone. A novel feature selection al-

gorithm is used for accelerometer classification [97] and it utilizes multimodal sensor data from

accelerometer, audio, GPS, and Wi-Fi. Another approach based on this technique takes the con-

text information and prompts the user for an activity label [98]. This label and the sensory data is

saved and stored in the cloud. Another smartphone based hierarchical approach is used for activity

modeling and real time activity recognition [99].

These applications utilize cloud and web for the persistence of activity data. This data is used

as the basis for improved visualization over the web and smartphone, and can also be used for

expert analysis such as physicians and trainers. Cloud computing has introduced a new revolution

in the development of the internet. The rapid rise of cloud computing and mobile computing has

started a new computing paradigm that is mobile cloud computing. Mobile cloud computing has,

however, a set of challenges once integrated into a mobile application with a cloud service. There

have been many elastic models for mobile applications as the mobile application is launched in-

side the mobile device, however, later the processing or data is migrated to the cloud. Research in

mobile cloud computing has ranges from topics considering energy saving, data management to

migration, social networks, and healthcare. The potential of applying mobile cloud computing and

Big Data for purposes of monitoring healthcare has the potential of minimizing costs of traditional

health care treatment. Monitoring patients and accessing medical records easily at all times is a

clear advantage. In addition, taking action with some intelligent emergency management system

when the patient has been identified as being in distress is a further advantage. The concept of

the Health cloud [87], is a prototype which utilizes the public Amazon cloud to manage patient

records and relevant medical images. The Project has developed an android application for view-

ing JPEG2000 standard images with image annotation exploiting the multi-touch functions of the

Android OS. The mobile device is now an essential part of the distributed architecture [88] and
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analysis of sensory data to determine human activities are done using MapReduce and many stud-

ies are now using big data technology for extracting context out of sensory data In [7], a big data

analysis model is proposed which updates the knowledge base and give users a personalized rec-

ommendations’ based on the analysis of the data and is shown in Figure 2.13. They have designed

a personalized adaptive analysis technique for data handling and transformation and responds to

information utilization APIs in a real time manner.

Figure 2.13: Personalized Big Data Analysis Framework [7]
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Internet of Things (IoT) and Big Data Analytics are increasingly gaining popularity for the

next generation of eHealth and mHealth services [8]. IoT in healthcare covering the markets of

medical devices, systems, software, and services is expected to grow to a market size of 300B

dollars by 2022 according to the market analyst, Grand View Research, as shown in Figure 2.14.

Figure 2.14: North America IoT in Healthcare Market Growth, by Component, 2012–2022(USD
Billion) [8]

Figure 2.15 outlines the general architectural elements required for healthcare IoT systems

(Health-IoT) , which includes three main components: (i) body area sensor network, (ii) Internet

connected smart gateways, also known as Fog layer [8], or a local access network, and (iii) cloud

and big data support. Various applications provide services to different stakeholders in the system

through this platform.
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Figure 2.15: Architectural elements of healthcare IoT systems [8].

A big data analytics-enabled transformation model [9] based on practice-based view is de-

veloped, which reveals the causal relationships among big data analytics capabilities, IT-enabled

transformation practices, benefit dimensions, and business values. This model was tested in health-

care setting and path-to-value chains were identified for healthcare organizations to provide addi-

tional insights.

Figure 2.16: Big data analytics-enabled transformation model [9]
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2.3 Summary of Related Work

Most of the studies have used big data frameworks for storing and querying but have not focused

on semantic loss during the big data partition. They extract partial or no semantics from any bad or

damaged documents in the framework. Our motivation is to remove this semantic loss before the

processing has started to give better and complete results. The Table 2.2 shows a benchmark which

includes the time complexity of the record matching, the type of big data framework, variety of

data, standard data and schema based processing.

Reference Data Handling Multiple Data Sources Standard Validation Data preprocessing (schema) Partition Data Distribution Time Complexity

Silvestri

et

al (2019)

Spark No Yes Dependent Line by Line Default Quadratic

Nunziato et al (2016) Spark Yes No Dependent
Not

Applied
Default Quadratic

HL7-CDA

clinical

documents

management (2013)

MongoDB No Yes Dependent
Not

Applied
Default NA

Ko et al. (2014) Pseudo Distributed No No
Not

Applied
Line by Line NA NA

Hiromasa

et al. (2012)
Hadoop Yes No Dependent Line by Line Default Quadratic

Medoop (2013) Hadoop No No Dependent
Schema

Based
Default Quadratic

Table 2.2: Related Work Comparison

Hadoop and its ecosystem is still popular and used for processing of healthcare data [47,100–

104] , but for real time systems newer tools like Spark, Storm and Kafka are also used nowa-

days [47].



Chapter 3
Proposed Methodology

In the background section, this study has discussed different types of standardized clinical doc-

uments which vary from tightly constrained (CCD) to loosely constrained document (FHIR R©).

FHIR R© is mentioned as a loosely constrained relative to CDA R© as multiple FHIR R© resources can

be created from one CDA R© document. The schema is flexible in nature and inherits constraints of

the resource (CDA R© document).

C-CDA R© documents are selected for this study as it has strong constraints / structure and the

constraint model devised will inherently also satisfy based on CDA R© schema.

3.1 Uniqueness

Generally there is no semantic correlation between data due to partition paradigm of big data

frameworks, so to tackle that a semantic aware standard model was built. This model identifies the

constraints in the schema which are most influential in keeping the semantics of document. This

will assist in finding data correlation based on the schema. The conflict identification of compro-

mised data is based on the document standard schema and needs to be addressed so the semantic

aware standard model is applied in the big data framework to identify compromised documents

based on the conflicts. After identification, conflict resolution of compromised documents needs to

be done. This study introduced dual-phase resolution strategy to tackle compromised documents

and resolve conflicts to ensure semantic preservation.

30
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3.2 Abstract view of proposed methodology

The semantic transformation is needed so that the CDA document can be used for processing. For

this purpose a model is needed which can maintain the basic relationships but remove the com-

plexity of sections, complex data types and relationships. A generalized object model is needed

to create a simple and understandable reduced document. The class diagram in Figure 3.1 shows

the reduced document which contains the patient id and encounter information. It also contain the

list of reduced sections that the health analytic query may need. The reduced section contains the

section code, title and collection of clinical statements. The clinical statement is an atomic object

which contains the code and value (description). The remaining classes’ i.e. driver, XMLInput-

Format [105], mapper and reducer are supporting the distributed environment of the system and is

explained in resolution strategy.

Figure 3.1: Class Diagram for abstract View of the Document

The proposed methodology consists of four main phases i.e. the constraint modeling, con-
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flict identification, the resolution strategy and the accelerated similarity computation as shown in

Figure 3.2.

Figure 3.2: Layers of proposed methodology

The semantic preservation methodology consists of three main phases i.e. the constraint mod-

eling, conflict identification and the resolution strategy. Constraint modeling is based on the

schema of the document which is the first phase. The second phase is the conflict identifica-

tion and the third phase is a resolution strategy in which documents are completed and validated.

These three phases ensure the completeness of all documents in the dataset as shown in Figure 3.3.
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Figure 3.3: Complete flow of the conflict identification and resolution strategy phases

The dataset is fed to the custom partitioner which depending on the dataset schema customized.

The complete flow of the conflict identification and resolution strategy phases is shown in the

figure 3.4.
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Figure 3.4: Complete flow of the conflict identification and resolution strategy phases

3.3 Semantic Aware Standard Model

3.3.1 Constraint Modeling

As explained in the background section, CDA R© constraints are very strict and mostly the superset

for all the other health document and resources. If the superset is satisfied, it then implies that the

loosely constrained documents and standards can be easily handled with this kind of modeling.

The constraints are basically derived from the document schema which in this case is CDA R©

schema. In CDA R© schema, a fair level of semantics is embodied which can be used for building

constraint models. The study modeled the constraints in two main categories i.e. the performance

constraints and user constraints. It is important that CDA R© schema conforms to HL7 R© RIM in

order to ensure all semantic constraints required for the document. Performance constraints are

based on the infrastructure of big data. These constraints do not depend on the user scenario or

the health care standard. These constraints are generally for configuration factors in the big data
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framework like the replication factor of the data, the block size of the partitions and memory

allocations.

The user constraints are based on a user scenario or an application requirement. User con-

straints are further divided into individual constraints and conjunctive constraints with the nested

and non-nested division.

Figure 3.5: Constraint Hierarchy

3.3.1.1 Performance Constraints

Performance constraints are function based constraints and indicate the kind of setting/configu-

ration the blocks will be processed. The number of maximum and minimum mappers can be

tweaked for more performance and similarly with the reducers. In this study, block processing

was used instead of line by line processing. The motivation behind that was due to the fact that

in line by line processing semantics cannot be understood. Other performance parameters were

unchanged as semantic preservation is our main goal.

3.3.1.2 User constraints

The user constraints are adapted in the overall scenario as it is based on the user requirements.

In Table 3.1, different types of user constraints and their nature are shown. The conjunctive

constraints consist of two or more individual constraints and additionally nested and non-nested



CHAPTER 3. PROPOSED METHODOLOGY 36

constraints as seen in Figure 3.5. Nested constraints are those which encapsulates itself in their

body whereas non-nested constraints have multiple categories which also needs to be checked for

the constraint to be fully applicable.

Constraint Name Type Nested
Clinical Statements Conjunctive Yes
entryRelationship Individual Yes

Entry Individual No
Section Individual Yes

Whole Document Individual No

Table 3.1: User Constraint Table

Sections and Entries

The sections refer to primarily coded multiple entries and narrative block which contains hu-

man readable part [106]. There is different medical information in the sections like procedures,

allergies, vital signs as shown in Figure 2.4.

For example, if an user scenario requires all the users with immunizations to be grouped for

analytics or research, the section constraint will be applied from Table 3.1.

Entries encompass structured content for computer processing within a document section. The

entry part of the CDA R© documents contains clinical statements and is often critical for the preser-

vation of semantics. If a user scenario is further narrowed down to finding a specific type of

immunizations like influenza, then the entry constraint is applied.

Sections can have multiple sections within them but there are no multiple categories when

searching it, so a section is a nested individual constraint. Entry is a non-nested individual con-

straint as it is not nested.

Clinical statements and entryRelationship

There are nine different kinds of clinical statements which makes it a conjunctive constraint.

There are multiple constraints to be checked such as Observation, Act and SubstanceAdministra-

tion. The clinical statement is a conjunctive constraint as it has nine types and it is also nested

If the expert scenario requires immunizations of influenza in a particular location or time

period, then the clinical statements constraint will be applied. Clinical statements generally have
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a lot of machine-processable information.

In CDA R© documents, the entryRelationship is used to connect multiple clinical statements.

Structure wise it can have a parent or child relationship with clinical statements which makes it a

complex constraint as shown in Figure 3.6 .

Figure 3.6: Clinical Statement Types

3.3.2 Conflict identification phase

During the creation of blocks from the dataset, some documents are chopped in between as the

blocks are based on size. This results in a semantic loss for these documents that are cut on the

boundaries of the block. There were 2(n-1) CDA R© documents that were cut off from boundaries

of the block where n is the number of blocks. In every block, there are at least two compromised

documents except the first one and the last one.
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The default behavior of partitioner in Hadoop is to give the data line by line to the

mapper from the block. This strategy does not constitute any semantics as the CDA R©

documents need a lot of context and a single line can provide none. The custom par-

titioner in our methodology sends full blocks to the mapper as input so that maximum

context can be extracted from it. All blocks are of the same size except the last.

Algorithm 1: Conflict Identification in Map Phase
Input : Full Blocks of the CDA R© documents

Output: documents{key, conflicteddocument}: Key Value pairs of conflicted documents from the

blocks

1 /* Find conflicted document in the upper part of the block and added in

key value pair. key 1 is for upper documents to be differentiated in

later stages for processing */ ;

2 upperdocumentconflict← scanBlock(block) ;

3 if upperdocumentconflict == TRUE then

4 upperdoc← extractDocument(block) ;

5 documents.key− > 1;

6 documents.value− > upperdoc;

7 end

8 /* Find conflicted document in the lower part of the block and added in

key value pair. key 2 is for lower documents to be differentiated in

later stages for processing */ ;

9 lowerdocumentconflict← scanBlock(block) ;

10 if lowerdocumentconflict == TRUE then

11 lowerdoc← extractDocument(block) ;

12 documents.key− > 2;

13 documents.value− > lowerdoc;

14 end

15 /* All the documents in the middle are processed as they are complete

(no semantic loss) according to userscenario defined */;

16 middledocs← extractDocuments(block) ;

17 for ∀mdi ∈ middledocs do

18 applyuserscenario(mdi) ;

19 end

The constraints are applied in the mapper phase into three different categories base on the block
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division into three parts: upper, lower, and middle. The upper part is checked and the incomplete

document is extracted from it and is assigned a unique key to it. This key will indicate that it

is an incomplete document and the upper part is missing (except for the first block) as shown in

algorithm 1. Similarly, at the end of the block, the incomplete document is removed and assigned

a unique key which indicates that the lower part of the document is missing (except for the last

block). The remaining part of the block which is in the middle has no semantic loss as it has no

compromised documents. This part of the block is ready for analytics or any data extraction based

on the user or scenario requirements.

The satisfiability test is to check whether all the constraints are applied from the constraint

repository as shown in Figure 3.7.

Figure 3.7: Conflict Identification

The two sets of incomplete documents are sent as values with the unique key to the reducer.



CHAPTER 3. PROPOSED METHODOLOGY 40

All the mappers will send these key value pairs as intermediate data. This data is received in the

reducer for resolution of the incomplete documents so that their data can be extracted without any

semantic loss.

3.4 Dual Phase Resolution strategy

In the reducer phase, all the compromised documents are processed and completed so that there is

virtually no semantic loss. There are two types of key value pairs received by the reducer i.e. the

upper part of the document and lower part.

There are two sets of incomplete documents i.e. the ones whose lower part is missing and the

others are missing their upper part. Both the sets can have one or more conflicts in most cases and

every lower part and upper part joins to make a complete and unique document. These incomplete

parts are joined based on the applicable constraint.

When the constraints are applied, the possible matching combinations reduce significantly.

For example, if the constraint applied is of the entryRelationship and that part of the document

is nested, I will only match the nested open tag documents and close tag documents as shown in

Figure 3.8.
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Figure 3.8: Conflict Resolution

During resolution strategy, the parts with zero conflicts are ignored as their incompleteness

does not affect the overall scenario or the use case. The incomplete parts will be only matched if

the number of conflicts is 1 or more than 1 and the same for each side. This reduces the comparison

process where the worst case is 2n.

For complete resolution, I devised a two pass method. The first pass resolves the process by

matching the number of conflicts and validation. While most of the documents got resolved, some

duplication occurred when one upper document matched two lower documents and vice versa.

The second pass was introduced to eliminate the duplication by matching the semantic type of the

documents. Below are the details for both passes of the resolution phase.

3.4.1 First pass

Algorithm 2 is matching the incomplete documents where one or multiple conflicts are identified.

For example in Figure 3.8, first and fourth document on the left side do not have any conflicts when
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the constraints were applied. The upper part with one missing tag/constraint is matched with all

the lower parts in the other set. After joining them, it forms a complete CDA R© document. This

document is then checked for validation through the CDA R© schema. If the document violates the

schema, next lower part document in the list is appended with the upper document until matched

and validated. When validated, indexes of upper and lower part are saved.

Algorithm 2: First Pass of Conflict Resolution
Input : UD = {ud1, ud2, ud3 . . . , udn}: Incomplete Upper Documents

LD = {ld1, ld2, ld3 . . . , ldn}: Incomplete Lower Documents

Output: Complete CDA R© documents

1 for ∀ udi ∈ UD do

2 /* Conflicts are scanned from the upper document and if conflicts are

one or greater, then resolution happens */;

3 Conflictmarkeri ← checkconflict(udi) ;

4 if Conflictmarker > 1 then

5 for ∀ ldj ∈ LD do

6 /* Conflicts are scanned from the lower document and if

conflicts of upper and lower documents are same, append and

validate */;

7 Conflictmarkerj ← checkconflict(udj) ;

8 if Conflictmarkeri == Conflictmarkerj then

9 fulldoc← appendDocument(udi, ldj) ;

10 flag ← validateDocument(fulldoc) ;

11 /* If the document is validated, then create a pair of

indexes of upper and lower documents for duplicate checking

which triggers second pass if any */;

12 if flag = 1 then

13 Pair < Integer, Integer > MapperRecord← list.add(i, j);

14 end

15 end

16 end

17 end

18 end

This phase sometimes results in duplication or zero matches for some parts. This happens

when the upper part of the document is matched with two or more lower parts and still comes
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out as a validated document. This is also true for the vice versa scenario when a lower part

matches multiple upper parts of the document and results in a valid document. This behavior is

erroneous and needs further processing to correctly join every document completely. In one of the

cases during experiments, the upper part of the vital signs section was joined by a lower part of a

procedure section. Upon deeper inspection, this combination resulted in a validated document due

to the cutting point as it was a human readable part. The human readable part does not breach the

reference information model (RIM) constraints. In view of this, a second pass was introduced to

match the duplicate and orphan documents based on additional semantics.

3.4.2 Second pass

In the second pass, all the duplication are removed from the CDA R© documents. Duplications are

found through the pair record saved in algorithm 2. Any upper or lower document index that has

occurred more than once indicates a duplication and no index entry indicates an orphan. These

partial documents are input to the second pass as shown in Figure 3.9 which indicates the work

flow of second phase.
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Figure 3.9: Second Pass Workflow

For this this study use Unified Medical Language System (UMLS) [107] repository. It is large

resource with 1.5 million concepts, 6 million terms and over 20 million relations. It has a complex

structure including a metathesaurus and semantic Network. UMLS is a terminology integration

system that helps bridge across namespaces and integrate information sources and the subdomains

can be shown in figure 3.10
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Figure 3.10: UMLS Integrating subdomains

This pass focuses on solving more complex scenarios where additional seman-

tics is needed. This behavior is highly probable when the descriptive part of the

CDA R© document i.e. the human readable part was the cutting point in figure 2.4.
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Algorithm 3: Second Pass of Conflict Resolution
Input : UD = {ud1, ud2, ud3 . . . , udn}: Orphan and Duplicate Upper Documents

LD = {ld1, ld2, ld3 . . . , ldn}:Orphan and Duplicate Lower Documents

Output: CD = {cda1, cda2, cda3 . . . , cdan} Complete CDA documents

1 for ∀ udi ∈ UD do

2 for ∀ ldj ∈ LD do

3 /* Get medical concept of the last constraint of upper document

(conceptudi) and first constraint of lower document (conceptldj) */;

4 conceptudi ← getLastConstraint(udi) ;

5 conceptldj ← getF irstConstraint(ldj) ;

6 /* Get semantic type of concept of conceptudi and conceptldj */;

7 semtypeudi ← getSemanticConstraint(conceptudi) ;

8 semtypeldj ← getSemanticConstraint(conceptldj) ;

9 /* Match Semantic types of lower and upper document concepts, join

them and validate for full CDA R© document */;

10 if semtypeudi == semtypeldj then

11 fulldoci ← appendDocument(udi, ldj) ;

12 flag ← validateDocument(fulldoci) ;

13 end

14 end

15 end

For example, if an incomplete section is describing vital signs and the other half that should be

found has to be definitely contains vital signs related entries and clinical statements. But during

the first pass, the vital signs section was matched to two sections i.e. procedure section and vital

signs. This is a duplication of the CDA R© document and erroneous. To eliminate this, the second

pass is executed.

The input in this pass are duplicated and orphan documents in the first pass. The medical/clin-

ical concepts are extracted from the last section/entry/clinical statement of the upper documents.

Similarly, medical/clinical concepts are extracted from the first section/entry/clinical statement of

the lower documents as shown in line 4 and 5 in algorithm 3.

Then the semantic type of the medical concepts of the upper document and lower document

are matched in line 7 and 8. This is done by the terminology services of UMLS (Unified Medical

Language System) [107]. UMLS repository is used for second phase of resolution. It has a
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vocabulary of enriched concepts of biomedical terms and can be used for semantic type matching

as shown in Figure 3.11.

Figure 3.11: Unified Medical Language System

This study cross checked the semantic types of the extracted concepts and if they match, the

complete document is validated again through the first pass again shown in algorithm 3 (line 10

to 12). In figure 3.12 two compromised documents can be seen send their codes and the semantic

concept is extracted . This concept is then matched to make a full document of two compromised

documents.
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Figure 3.12: Unified Medical Language System Work Flow

The semantic type of the extracted concept helps in removing duplication in the second pass

and help us correctly join and validate all compromised CDA R© documents in our dataset.

3.5 Accelerated Similarity Computation

To make semantic preservation a feasible solution, more performance gains are required. Com-

plex data among intermediate data make it a very time intensive process. Naive record and data

matching gives quadratic complexity. So if the data has one million records, there will be 1 trillion

record matches. The input is the complex data objects created from intermediate data and help of

the schema of the dataset. The workflow of complex data object creation is shown in 3.13.
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Figure 3.13: Creation of complex data objects

The goal is similar data computations for partitioned data on the same processing data node.

The advantage is significant performance gains due to processing of similar data in one location.
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Algorithm 4: Similar Data Computation
Input : A = {o1, o2, o3 . . . , on}: Complex Mapped Objects

Output: S : Hash tables of candidate similar records

1 /* [Numerical Encoding] where, E is encoded list */ ;

2 E ← encodeAttributes(attributes, code) ;

3 /* [Create the adjacency list of records ] where, A is object list */ ;

4 AL← createAdjacencyMatrix(E,A) ;

5 /* [Hash Function Generation ] where, H is hash table */ ;

6 H ← hashGeneration(AL) ;

7 /* [Create MinHash Matrix ] where, M is minhash matrix */ ;

8 M ← buildMinhashMatrix(AL,H) ;

9 /* [Band Splitting] where b is the number of bands */ ;

10 C ← bandSplitting(AL, b) ;

11 /* [Compute Hash Codes] where S is the Hash Table */ ;

12 S ← computehashCodes(b, C) ;

13 ComputeSimilarlity(S) ;

In the algorithm 4, the mapped objects are the inputs and for them a hash function is generated

and a matrix is created.The similarity is found through jaccard similarity. The signature column

generation is done through Minhash matrix as shown in Figure 3.14.
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Figure 3.14: Similar Data Computation Workflow

There are two kinds of weighted attributes i.e. must care attributes and least

care attributes. The must care attributes are needed for those which are more influ-

ential with respect to the user scenario. The must care attributes are identified by

the domain expert is dependent on the dataset being processed. For example, if the

analytics needs to generate with respect to the diagnosis and gender, then they be-

come the most significant attributes and the similarity is found with respect to them.
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Algorithm 5: Signature Column Generation
Input : Adjacency Matrix

MC = {mc1,mc2,mc3 . . . ,mcn}: LC = {lc1, lc2, lc3 . . . , lcn}: k = sizeofmatrix

Output: : Hash values of weighted attributes

1 for ∀ i ∈ n do

2 /* All the must care attributes are checked and their signature is

generated */;

3 if mc1 == TRUE then

4 if S(i) == 1 then

5 for ∀ j ∈ k do

6 if hj(i) == cj then

7 cj = hj(i);

8 end

9 end

10 end

11 end

12 /* All the least care attributes are checked and their signature is

generated */;

13 if lc1 == TRUE then

14 if S(i) == 1 then

15 for ∀ j ∈ k do

16 if hj(i) == cj then

17 cj = hj(i);

18 end

19 end

20 end

21 end

22 end

The algorithm 5 describes to generate the Signature Column Generation of weighted attributes.

The weighted attributes’ hash are later on used for approximation matching. Table 3.2 shows must-

care attributes in red colors and least care attributes in blue.
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Figure 3.15: Calculate Attribute Probability

The probability of the weighted attributes can be calculated by the Figure 3.15. Income is the

least-care attribute and gender is must-care attribute while the other parameters/fields are ignored

during matching

Patient # Diagnosis Location Gender Income Blood Group Insurance

P1 Asthma Seoul Male Medium A INS-1234

P2 Asthma Busan Male High B+ INS-3467

P3 Flu Seoul Female Low A INS-1222

P4 Flu Seoul Male Low A INS-9575

P5 Flu Seoul Male Medium B+ INS-4673

P6 Asthma Seoul Male High B+ INS-9801

Table 3.2: Records having ML-Care attributes
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3.6 Case study for Lossless data

Lossless data is important in many fields but it is one of the most important trait in healthcare

industry due to its critical nature. There are many stakeholders in the health industry like doctors

and physicians, health insurance companies, pharmaceutical companies and systems which are

based on prediction and are decisions enablers as shown in Figure 3.16.

Figure 3.16: Stakeholders of the lossless data

Physicians need data for evaluating similar patient symptoms in a broad view of finding out

about an outbreak. Pharmaceuticals need lossless data for prediction of what medicines could be

needed in the upcoming season. Health Insurers need lossless data for latest medication prices and

their ratios for coverage of patients. Predictive analytics enables in decision support systems which

in turn requires lossless data. The abstract workflow is shown on how the different applications

based on this system will work is shown in Figure 3.17.
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Figure 3.17: Abstract Workflow of proposed methodology for Applications

3.6.1 Disease Based Analytics

The issue with data processing using big data framework is showed below as allergies and medi-

cations can go to different nodes. For example if the allergies go to node 1 shown in Figure 3.18

and medications go to node 2 shown in Figure 3.19
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Figure 3.18: Allergies Code

The allergies and medications going to different nodes hampers the overall meaningful facts

extraction for patients as no node has complete picture. This will create incomplete facts for

allergy of Hives.

Figure 3.19: medications Code
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Second case study if for readmission rates for Congestive Heart Failure (CHF). Readmission

of patients with chronic diseases is a significant and growing problem in the United States and

an increasing burden on the healthcare system. Preventable patient readmissions cost the U.S.

healthcare system about $25 billion every year, according to a study by PricewaterhouseCoopers

(2010). Experts believe that high readmission rates, when patients are readmitted within 30 days

of discharge, indicate that the nation’s hospitals are not adequately addressing patient health is-

sues. To tackle this problem, the U.S. Centers for Medicare and Medicaid Services (CMS) has

imposed penalties on hospitals for preventable readmissions related to chronic conditions such as

heart failure , starting in 2012.One if five people have CHF, and if any of the sections containing

readmission information is compromised, the overall goal of cost reduction can be hampered.

Figure 3.20: General case study of analytics and visualization



Chapter 4
Simulation Results and Evaluation

4.1 Experimental evaluation

In this section, the conflict identification algorithm based on the constraint model is implemented,

and the results are explained. In all experiments, highlighting the conflicts based on the constraint

level and resolution of these conflicts are discussed and analyzed.

4.1.1 Experimental Setup

In this study, Hadoop was used as a primary big data framework due to it being the most common

framework in academia. The file system is HDFS which is used by both Hadoop and Spark. The

operating system used is Ubuntu 16.05 and the data cluster consists of six data nodes.

4.1.2 Dataset description

For the experiment, this study used a publicly available dataset containing 700 unique consolidated

CDA R© documents [108]. The data is enlarged by replicating the originally collected documents in

a randomized order through sampling and bootstrapping. The Consolidated CDA implementation

guide has nine subtypes of commonly used CDA documents, and each of the nine types have a

document template defined in the Consolidated CDA guide, which is the source for implementing

these CDA documents. The study experimented with the enlarged dataset ranging from 512 MB

(5464 documents) to 8GB (87000 documents).

58
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4.1.3 CDA R© preservation conflicts

The experiments were done on datasets ranging from 512 MB to 8 GB. The conflicts in the experi-

ment were directly related to the size of the dataset and the block size during the MapReduce cycle.

The block sizes were 32 MB, 64 MB, 128 MB and 256 MB. The block size impacted the conflicts

inversely as the bigger size of the block decreased the number of conflicts. This made sense as

fewer blocks meant fewer conflicts but bigger blocks result in severe performance deficiency as

every map function has to process bigger blocks.

4.1.3.1 Entry, section and whole documents

The number of CDA R© documents compromised are shown in Figure 4.1. 269 documents in an 8

GB dataset are compromised. This just shows the number of documents that are split during the

processing phase.

Figure 4.1: CDA Documents Compromised
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Figure 4.2: CDA Sections Compromised

Similar behavior is displayed in the sections constraint in Figure 4.2 as it has higher conflicts

than entry (4.3) with respect to the block size and dataset. This is due to the fact that it is high

level constraints and there is more chance of it being compromised being a parent tag.

Figure 4.3: CDA Entries Compromised

4.1.3.2 Clinical Statements and EntryRelationship

In this experiment, the number of entryRelationships and clinical statements that were compro-

mised semantically in the data set are shown in second row of Figure 4.4.
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Figure 4.4: Entryrelationships Compromised

There are nine types of clinical statements in CDA R© schema. All the 9 clinical statements

types were accumulated in Figure 4.5.

Figure 4.5: clinical statements Compromised

4.1.3.3 Conflicts against size and constraints

The conflicts against the constraints are shown in Figure 4.6. It is clear that a constraint is up in

the hierarchy of schema, more conflicts will arise. EntryRelationship has the least conflicts as it is

child tag of all the other constraints. The clinical statements have been omitted from this result as

they have nine different types.
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Figure 4.6: Conflicts against constraints

The conflicts against the size is shown in Figure 4.7. The increase of conflicts in big data is

polynomial. It further shows that conflicts will increase when the dataset increases.

Figure 4.7: Conflicts against size.
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4.1.4 Resolution results

The resolution phase has two passes. The first pass matches the upper and lower part of the

documents based on the number of conflicts and validates them. If they are validated based on

HL7 R© RIM [72], they are mapped and the corresponding index of the document is saved.

In the first phase, some conflicts remained unresolved on different block sizes. 32 MB block

data had more remaining conflicts after the first pass due to its size as bigger block size meant few

or no conflicts in the first pass as shown in Table 4.1. In the first phase, for the block of 256 MB,

all the split documents were resolved through the validation process except 8 GB data set.

Number of documents needed for second pass

Block Size 1 GB 2 GB 4 GB 8 GB

32 MB 6 14 40 101

64 MB 4 5 19 46

128 MB 0 2 4 13

256 MB 0 0 0 4

Table 4.1: Conflicts remaining in First pass on different datasets

In Table 4.2 for 1 GB dataset only due to space issues for 32 MB and 64 MB. All the document

numbers are sequentially assigned when identifying conflicts and does not have any significance

in regard to resolution phase.
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Resolution 1st Pass 32 MB Block Resolution 1st Pass 64 MB Block

Upper Part Lower Part Upper Part Lower Part Upper Part Lower Part

Doc. 1 Doc. 18 Doc. 18 Doc. 24 Doc. 1 Doc. 12

Doc. 2 Doc. 11 Doc. 19 Doc. 13 Doc. 2 Doc. 15

Doc. 3 Doc. 34 Doc. 20 Doc. 21 Doc. 3 Doc. 7

Doc. 4 Doc. 28 Doc. 21 Doc. 34 Doc. 4 Doc. 14

Doc. 5 Doc. 23 Doc. 22 Doc. 21 Doc. 5 Doc. 8

Doc. 6 Doc. 4 Doc. 23 Doc. 14 Doc. 6 Doc. 17

Doc. 7 Doc. 20 Doc. 24 Doc. 33 Doc. 7 Doc. 2

Doc. 8 Doc. 19 Doc. 25 Doc. 16 Doc. 8 Doc. 13

Doc. 9 Doc. 29 Doc. 26 Doc. 6 Doc. 9 Doc. 4

Doc. 10 Doc. 1 Doc. 27 Doc. 25 Doc. 10 Doc. 11

Doc. 11 Doc. 26 Doc. 28 Doc. 17 Doc. 11 Doc. 4

Doc. 12 Doc. 30 Doc. 29 Doc. 32 Doc. 12 Doc. 9

Doc. 13 Doc. 21 Doc. 30 Doc. 22 Doc. 13 Doc. 6

Doc. 14 Doc. 8 Doc. 31 Doc. 34 Doc. 14 Doc. 5

Doc. 15 Doc. 31 Doc. 33 Doc. 27 Doc. 15 no Doc.

Doc. 17 Doc. 3 Doc. 34 Doc. 9 Doc. 16 Doc. 1

Doc. 16 Doc. 5 Doc. 17 Doc. 11

Table 4.2: First Pass of Resolution

As seen in Table 4.2 the highlighted documents are mapped multiple times like lower docu-

ments 34 and 21 in 32 MB block. Upper documents 20 and 21 are also mapped erroneously to the

same lower document 21 in 32 MB block. There can only be one to one mapping.

These documents are filtered in Table 4.3 as duplicate or orphan documents and are inputs for

the second pass of the resolution phase. All the documents in Table 4.3 are resolved successfully

through semantic type matching.
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Orphan and Duplicate Documents in 32 MB Block Orphan and Duplicate Documents in 64 MB Block

Document Document Type Document Document Type

Upper Doc. 3 Duplicate Upper Doc. 15 Orphan

Upper Doc. 20 Duplicate Upper Doc. 17 Duplicate

Upper Doc. 21 Duplicate Lower Doc. 4 Duplicate

Upper Doc. 22 Duplicate Lower Doc. 11 Duplicate

Upper Doc. 31 Duplicate Lower Doc. 10 Orphan

Upper Doc. 13 Duplicate Upper Doc. 10 Duplicate

Lower Doc. 2 Orphan Upper Doc. 9 Duplicate

Lower Doc. 7 Orphan Upper Doc. 11 Duplicate

Lower Doc. 10 Orphan Lower Doc. 16 Orphan

Lower Doc. 12 Orphan

Lower Doc. 15 Orphan

Lower Doc. 21 Duplicate

Lower Doc. 34 Duplicate

Table 4.3: Second Pass of Resolution

UMLS repository is used for second phase of resolution due to its vocabulary of enriched

concepts of biomedical terms. UMLS has the large biomedical concepts from over 100 source

vocabularies and millions of concepts and relationships.

In Figure 3.12, the upper document on the right side sends a last code which indicates the

cutting point was at family history section at the end. In the lower part of the document, the first

code is extracted from the template id and given to the web service to give a semantic concept. In

Figure 3.12, the lower document also sends family history which confirms that both the upper and

lower part are actually one document and were chopped during partitioning. The semantic concept

is matched and resolution is managed for all the documents in Table 4.3. During phase two of the

resolution, all the documnent were successfully resolved. Although their might be a possibility

that two different documents chopped might return same semantic type. For this possibility, the

documents are also check if they are CDA compliant.
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4.2 Discussion

Based on the experimental results in this study, we deduced some important observations to con-

sider during processing of standardized healthcare documents in Big Data.

4.2.1 Conflict Marking in Compromised Documents

The conflict markers are based on the constraints and they are based on the standard that is being

followed in the dataset. This makes the constraint identification critical and important in the overall

process. This needs to be done by the domain expert in the dataset standard and knows how the

semantics are compromised on the data.

4.2.2 Number of compromised documents for resolution

In this study, the focus was on semantic preservation of the clinical documents in the big data

storage and to ensure that every document is interpretable after partitioning and execution of the

framework. The Table 4.2 indicate the number of documents that are compromised which were

found through conflict markers. This was only for 1 GB dataset and the compromised documents

were large in numbers for bigger dataset in the experiments.

4.2.3 Health Interoperability

Modern healthcare depends on successful communication between different stakeholders. Inter-

operability is needed to provide information, enable better decision making, reduce redundancy

and improve safety [77]. Semantic loss occurs when the documents being mapped/translated are

incomplete which reduces the ability for data queries and business rules. Health interoperability

cannot be achieved if the health documents lose their semantics in the partitioning and process-

ing phases. In this regard, semantic preservation is very important for health interoperability as

it needs a complete document mapping from one format to other. These documents should have

high level semantic preservation so that health interoperability can be achieved.
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4.2.4 Big data file systems

This study has focused on HDFS due to its widespread use in the big data. It is the primary file

system in Hadoop and Spark which are the most extensively used framework. Partitioning is a big

part of big data frameworks irrespective of the technology and will remain an integral part of the

batch processing and real time processing systems. Amazon simple service storage (S3) manages

data as objects and each object is identified by a unique user assigned key. The HDFS and Hadoop

framework can interact with data in Amazon S3 which further shows the flexibility and usability

of HDFS. Oracle uses an Oracle Database File System (DBFS) that creates a standard file system

interface and the files are stored in database tables. It is more in line with RDBMS than the con-

ventional file system and is tailored to serve the purpose of the Oracle. Kudu is columnar store

manager in Apache Hadoop platform and can be connected to other Hadoop ecosystem compo-

nents like Spark, Impala It uses tables and has a SQL like a schema and is generally collocated

with HDFS. The motivation for choosing HDFS for our study and experimental setup was due to

its compatibility with diverse storage systems both commercial and open source.

4.2.5 Conventional behavior of Hadoop

We deviated from the default Hadoop implementation practices as Hadoop by default has the line

by line processing in mapper phase. There are also additional input format processing modules

like multiple line processing and XML processing but these also hinders the ability to extract the

semantic concepts and values of the clinical data because of its comprehensive nature. In our

implementation, we parsed the whole block in the mapper phase and identified the compromised

documents in the first phase.

4.2.6 Additional passes in resolution phase

In the resolution phase in the methods section, there are two passes which ensured the semantic

preservance of the documents. The dataset used did not reveal any compromised documents but

we imagined another issue that could arise in the resolution process. The second pass of the

resolution phase compares semantic types of each end of the document to join it. In a rare case,

the semantic types of one upper document can match two lower documents and vice versa. For
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this unique case, an additional 3rd pass could be introduced in the future work.

4.2.7 Limitations of this work

The proposed semantic preservation method requires a data schema for creating a semantic aware

standard model. The constraints are created from the schema which is then used for detection of

the compromised documents. This limitation will be addressed in our future work as this study

focuses on semi structured and structured data.



Chapter 5
Conclusion and Future Directions

5.1 Conclusion

Obtaining lossless data for healthcare and medical fields from diverse healthcare standards and

data formats is a very important and critical task. The main goal of this thesis was to achieve

lossless data while being processed in the big data frameworks as in today’s world, big data frame-

works are the most effective way to handle complex data in large volumes. The thesis achieved the

lossless data by creation of a semantic aware standard model and dual phase resolution strategy.

Standardized healthcare documents maintains a lot of information due to the comprehensive-

ness of their schema. Every clinical document has critical potential and losing its semantics can

have adverse effects. In default behavior of the partitioning in the big data frameworks, many

clinical standardized documents loose their semantics. It results in incomplete information to the

stakeholders and reduce the decisions making ability. Using our proposed technique, affected

documents were identified through constraint modeling depending on the scenario and then the

resolution of incomplete documents was done to avoid any semantic loss. Most of the work is

focused on the schema of the standard being followed. This study choose HL7 CDA for its high

adoption rate in the hospitals and medical centers.

Most of the studies have used big data frameworks for storing and querying but have not

focused on semantic loss during the big data partition. Our motivation was to remove this semantic

loss before the processing has started to give better and complete results. The overall goal in this

critical dataset is always maximum extraction of the concepts to get meaningful understanding of

the dataset to enable better decision making.

This work is beneficial as it does not compromise the performance of the big data framework

significantly and extract the information from all the clinical documents which are semantically
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compromised during the process. One objective of this study apart from semantic preservation

is the accelerated similarity computations. The similarity computations were done by assigning

weights to the features in the dataset and approximate matching was done to get intermediate on

similar locations. The overall overhead during semantic preservation is offset by the accelerated

similarity computations in the later phase of the methodology. The presented methodology has

the potential to produce several benefits in term of practical implementation in data analytics and

health interoperability field.

5.2 Future Directions

Further extensions will be done evaluate the system for computation and complexity of the overall

execution.For future work, the focus will be on the performance aspect of the technique as almost

30% of the data in Big Data is health related so the performance aspect is very critical and impor-

tant. Additional case studies will be worked on further cementing the effectiveness of semantic

preservation. Fast response time will be the goal for us in the future work specially with respect

to the accelerated similarity computations (ASC)in the data cluster. The exhaustive search takes

a lot of time and has quadratic complexity which can bottleneck the overall cluster. The hashing

technique is ASC helps in approximate hashing and the results for ASC are under process and

in the future will be focused on to the complete the process and offset the semantic preservation

overhead.

5.2.1 Future work: Health Imaging Data

In current work, the standardized textual and XML data is taken into account. Figures and images

carry an important piece of information in healthcare data . Adding non-textual data in the lossless

data may increase the chance of better analytics as they are a good source for the quick presentation

of the complex contents.
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5.2.2 Future work: Precision Medicine

Precision medicine is one of emerging field in disease prevention and treatment and it takes peo-

ple’s individual variations in genes, environment, and lifestyle into account. It is a hot topic and

different countries have started working to contribute to precision medicine initiative. The lossless

data can be used for precision medicine.



Appendix A
Healthcare standards and Big Data framework

While big data on Public Health are growing with the diffusion of telemedicine and e-health and

more generally with that of Internet of Things (IoT) sensors and networking digital platforms,their

relationship with healthcare infrastructural investments is still pioneering [109] . Digitalized data

already provide many benefits to healthcare organizations through disease prediction and surveil-

lance, population health management and patient care improvement. Moreover, big data can stim-

ulate innovation, cost and risk reduction and productivity gains [110]. Big data are useful, not only

for standard mobile-health (m-health) operations, but also for healthcare investments [29]. Those

investments need to match growing expenses, due to aging population trends, with public budget

constraints: Hence the importance of big data-driven cost savings [111]. Big data represent an es-

sential source of information for healthcare Project Finance (PF) investments and their data-driven

business plans, whose input data increasingly depend on timely and massive information [112].

The description about the healthcare data sources can be observed in Figure A.1. In today’s

world multiple data sources are used for healthcare records which increases complexity in data and

creates more knowledge. It results in complex health standards and big data specifically in terms

of volume and variety. In healthcare it is critical and all the semantics needs to be extracted for a

complete picture. Standardized Health Documents have critical information and the semantics of

the document has to be protected.
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Figure A.1: Healthcare Data Sources

Telemedicine can contribute to reshaping infrastructure, referring to smart facilities (like “in-

telligent” hospitals) and Telecommunications (TLC) networks [113]. For example, healthcare

policymakers can conveniently use networked big data to enrich their infrastructural feasibility

plans, whereas private managers may extract valuable information from public databases [41].

A.1 Healthcare standards

Clinical data is very diverse and complex as diseases, observations, operations, drugs, vital signs

and lab results etc all come under its umbrella.

Due to this diversity in information systems (electronic health records, disease registries, clin-

ical trial documentations, mortality databases), the data is sometimes incomplete, incorrect and

context dependent [16]. Clinical data are usually based or shaped according to the requirements

of the systems for which they are collected, like mining, billing, and communicating. The most

popular standards were classified in Table A.1. The credit for this table belongs to [16].
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Standard Development

Organization

Standard Scope

Federative Committee on

Anatomical Terminology

(FCAT)

Terminologia

Anatomica

(TA)

Anatomy terms in English and Latin

Health Level Seven (HL7)

v2
Messaging protocol; several of the chapters of

this standard cover clinical content

v3 (RIM)

Information ontology; especially the “Clinical

Statement” work aims to create reusable clinical

data standards

CDA

Level 1–3

Information model for clinical documents

(embedding of terminology standards in level 2

and 3); especially the Continuity of Care

Document (CCD) specifications and the

Consolidated CDA (C-CDA) specifications add

detail to standards for clinical documents

FHIR
Information and Document model; several parts

of the core specification deal with clinical content

Integrating the Healthcare

Enterprise (IHE)

Several

Integration

profiles

Clinical workflows including references to

clinical data standards to be used

International Organization

for Standardization (ISO)

TS22220:2011 Identification of subjects of care

21090:2011 Harmonized data types for information exchange

13606
High-level description of clinical information

models
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23940

(ContSys
Health care processes for continuity of care

14155 Clinical investigations

IDMP Medicinal products

National Electrical

Manufacturers Association

(NEMA)

DICOM

openEHR foundation openEHR Clinical information model specification

Regenstrief Institute
LOINC Terminology for lab and other observables

UCUM
Standardised representation of units of measure

according to the SI units (ISO 80000)

PCHAlliance (Personal

Connected Health Alliance)

Continua

Design

Guidelines

Collecting data from personal health devices

SNOMED International,

formerly knowns as the

International Health

Terminology Standards

Development Organisation

SNOMED

CT

Terminology / Ontology for representing the

electronic health record (“context

model” = Information model for SNOMED CT)

World Health Organization

(WHO)

ICD-10 /

ICD-11
Disease classification

ICF Classification of functioning, disability and health

ICHI Health procedure classification

INN Generic names for pharmaceutical substances

ATC Drug ingredient classification

World Organization of

Family Doctors (WONCA)
ICPC Primary care classification
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Table A.1: Most common standards in healthcare Adapted from

[16]

A.1.1 FHIR

Representational State Transfer (REST) systems as described by Fielding [114] (often referred

to as RESTful architectures) have recently been widely adopted as the dominant information ab-

straction of the World Wide Web. The practical advantages of RESTful architectures include

light-weight interfaces that allow for faster transmission and processing of data structures, more

suitable for mobile phones and tablet devices [80].

Figure A.2: Example of a DeviceObservationReport (JSON-format) [10]

The FHIR effort aims to simplify and accelerate HL7 adoption by being easily consumable
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but robust, and by using open Internet standards where possible like JSON as shown in Figure

A.2. Using an easily consumable format for the standard avoids the need for complex custom

tooling [80].

FHIR aims to define the key entities involved in healthcare information exchange as resources.

Each resource is a distinct identifiable entity. Example resources include: Patient, Device and

Document. At the time of this writing there are 32 resources defined with many more under

consideration. The development team estimates that there will be approximately 150 resources

defined in total. As a resource oriented environment FHIR allows for very simple implementation

of base artifacts, their transmission and persistence.

A.1.2 OPENEHR

openEHR is an open standard specification in health informatics that describes the management

and storage, retrieval and exchange of health data in electronic health records (EHRs) [115]. In

openEHR, all health data for a person is stored in a ”one lifetime”, vendor-independent, person-

centred EHR. The openEHR specifications include an EHR Extract specification [11] but are oth-

erwise not primarily concerned with the exchange of data between EHR-systems as this is the

focus of other standards such as EN 13606 and HL7 The openEHR specification components are

shown in Figure A.3.

Figure A.3: openEHR specification components [11]



APPENDIX A. HEALTHCARE STANDARDS AND BIG DATA FRAMEWORK 78

A.1.3 HL7 CDA

The need for a clinical document standard stemmed from the desire to unlock the considerable

clinical content currently stored in free-text clinical notes and to enable comparison of content

from documents created on information systems of widely varying characteristics. Given the vari-

ability in clinical notes, including structure, underlying information models, degree of semantic

encoding, use of standard healthcare terminologies, and platform and vendor-specific features, it

is currently difficult to store and exchange documents with retention of standardized semantics

over both time and distance.

The CDA is a document markup standard that specifies the structure and semantics of “clinical

documents.” A clinical document [116] is a documentation of observations and services and has

the following defining characteristics:

Persistence. A clinical document continues to exist in an unaltered state, for a time period defined

by local and regulatory requirements.

Stewardship. A clinical document is maintained by a person or organization entrusted with its

care. Potential for authentication. A clinical document is an assemblage of information that is

intended to be legally authenticated.

Wholeness. Authentication of a clinical document applies to the whole and does not apply to

portions of the document without full context of the document.

Human readability. A clinical document is human readable.

The header of the CDA document gives the context as shown in A.4. The CDA header enables

clinical document exchange across and within institutions for the stakeholders and management

of clinical document. It also facilitate ID, category type, title, date, version fields are present

there for identification of the document. The header also includes confidentiality status to assist

systems in managing access to sensitive data. Confidentiality status can also be applied to specific

segments or sections of the document. It can include participants and authors in it. An author

can be a person or a device [117]. The CDA header is very comprehensive as the schema shows

and handles information on authentication, patient demographics, encounters and other involved

parties.
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Figure A.4: CDA Header

The CDA body contains the clinical information, and can have structured or unstructured

information. Figure A.5 shows a schema for a structured body, which is wrapped by the <Struc-

turedBody>element, and which is divided up into recursively nestable document sections which

adds to the overall comprehensiveness and complexity. In the CDA body and the document sec-

tion specifically, the narrative block comprises of content to be rendered, whereas CDA entries

represents machine processable structured content . In the narrative block of the section, CDA

entries encode clinical contents.
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Figure A.5: CDA Body
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Document entries in a CDA occur in structures and include coded entries(<coded ), entry>;

a recursively nesting wrapper from the nine type of clinical statements. There can be a link be-

tween two or more Clinical Statements also allows a relationship to be stated independently of

the related Clinical Statements. One kind of clinical statment is observationMedia and the obser-

vationMedia Entry provides an in-line graphic depiction of the section findings. Another type of

entry is RegionofInterest for referencing image-related spatial coordinates as observations. The

clincal statement SubstanceAdministration is used for medication history and medication admin-

istration orders. Its consumable participant is played by a LabeledDrug or Material entity in the

role of a ManufacturedProduct. The entry relationship is used where the narrative is fully derived

from clinical statements.
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Figure A.6: CDA Entries

Clinical Document Architecture, Release One (CDA R1), became an American National Stan-

dards Institute (ANSI)– approved Health Level 7 (HL7) Standard in November 2000, representing

the first specification derived from the HL7 Reference Information Model (RIM) [12]. CDA,

Release Two (CDA R2), became an ANSI-approved HL7 standard in May 2005 and is the sub-

ject of this article, where the focus is primarily on how the standard has evolved since CDA R1,

particularly in the area of semantic representation of clinical events [12].
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Figure A.7: Major Components of Clinical Document Architecture [12]

Figure A.7 shows two <observation>, CDA entries and <substanceAdministration>. entry

containing a nested <supply> entry, although several other CDA entries are defined. These entries

are derived from classes in the RIM and enable formal representation of clinical statements in the

narrative.

A.2 Big Data Frameworks

Huge amount of data is generated from multiple sources in recent times. Almomst two exabytes of

data is being generated on the internet everyday [118]. In one minute, three days worth of videos

are uploaded to Youtube, 30.000 new posts are created on the Tumblr blog platform, 100.000

Tweets are shared on Twitter and more than 200.000 pictures are posted on Facebook [119]. The

key features for big data frameworks are (1) the programming model, (2) the supported program-

ming languages, (3) the type of data sources, (4) the compatibility of the framework with existing

machine learning libraries, and (5) the fault tolerance strategy.



APPENDIX A. HEALTHCARE STANDARDS AND BIG DATA FRAMEWORK 84

A.2.1 Spark

Apache Spark is a powerful processing framework that provides an ease of use tool for efficient

analytics of heterogeneous data. It was originally developed at UC Berkeley in 2009 [13]. Spark

has several advantages compared to other Big Data frameworks like Hadoop and storm. Spark is

used by many companies such as Yahoo, Baidu, and Tencent. A key concept of Spark is Resilient

Distributed Datasets (RDDs). An RDD is basically an immutable collection of objects spread

across a Spark cluster. In Spark, there are two types of operations on RDDs: (1) transformations

and (2) actions. Transformations consist in the creation of new RDDs from existing ones using

functions like map, filter, union and join.

Figure A.8: Spark System Overview [13]

Actions consist of final result of RDD computations. In Figure A.8, a Spark architecture

overview is shown. There are three main components in a spark cluster which is based on mas-

ter/slave architecture:

The slave node is represented by the Driver Program. It maintains an object called Spark-

Context that manages and supervises running applications. The cluster manager is responsible for

managing the application workflow assigned by Driver Program to workers. All the resources in
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clusters are controlled and supervised by the cluster manager and returns their state to the Driver

Program. Worker Nodes: During the execution of a Spark program each Worker Node represents

a container of one operation.

A.2.2 Hadoop (extensions) YARN

Hadoop is an Apache project founded in 2008 by Doug Cutting at Yahoo and Mike Cafarella at

the University of Michigan [64]. Hadoop consists of two main components: (1) Hadoop Dis-

tributed File System (HDFS) for data storage and (2) Hadoop MapReduce, an implementation of

the MapReduce programming model [120]. Hadoop MapReduce has two main versions . In the

first version Hadoop MapReduce has two main components i.e. the task tracker and job tracker.

The Task Tracker mainly manages the execution of the Map and Reduce functions whereas the

Job Tracker represents the master and allows resource management and job scheduling/monitor-

ing. It manages the Task Trackers [67]. The second version of Hadoop is called YARN and Job

Tracker has two major features that have been split into separate daemons i.e. a global Resource

Manager and per-application Application Master. In Figure A.9, an illustration is shown for the

overall architecture of YARN. As shown in Figure A.9, the MapReduce jobs are received and run

by the Resource Manager. The ResourceManager allocates resources to the Application Master

which then works with the Node Manager(s) to execute and monitor the tasks. In YARN, the Re-

source Manager (respectively the Node Manager) replaces the Job Tracker (respectively the Task

Tracker) [14].
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Figure A.9: YARN architecture [14]

A.3 Relationship between Healthcare standards and Big Data frame-

work

The challenges in clinical data is not only growing volume but the diverse nature of data that is

being collected. It is collected in different formats and stored in various databases as it is very

hard to get the stakeholder organizations to agree on a data format (structured or unstructured). A

literature research was performed and the most common definitions of big data are summarized.

Most of the literature focuses on the four ‘V’ concepts: volume, variety, velocity, and veracity

[121]. Clinical data is still stored in conventional RDBMS and spreadsheets but now data can

come under the form of free text (electronic report) or images (patients’ scans). This kind of data

can be classified as structured or semi-structured (missing values or inconsistencies). Different

sources: variety is also used to mean that data can come from different sources and they don’t

usually come from the same institution. Due to advancements in the healthcare machinery, a large

amount of images are produced in a short time
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