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Abstract

Technologically integrated healthcare systems can be realized if physicians are encouraged to
use smart systems in different phases of patient care such as diagnosis, treatment, and follow-
ups. Clinical decision support system (CDSS) plays an important role in decision making. The
knowledge base is core component of CDSS. However, adaption of CDSS in clinical work-flows
is challenging due to the knowledge base evolution according to continuous innovative research
in medical domain. The existing clinical data, physician’s heuristics, experiences, and practices
are considered as contributing resources to the knowledge base evolution. Currently, CDSS is
heading towards smart environments but lack the support, for abstraction of technology oriented
knowledge, from physicians, and also lack the shareable and interoperable knowledge creation en-
vironment. Therefore, abstraction in the form of user-friendly and flexible authoring environment
is required for physicians, in order to smartly create shareable and interoperable knowledge for
CDSS work flows.

Existing CDSS systems lack interoperability and shareability of knowledge due to avoiding
medical standards. The utilization of medical standards increases the knowledge creation com-
plexity and overburdens the physicians to evolve the knowledge. Therefore, we proposed a se-
mantic reconciliation model (SRM) to create shareable and interoperable knowledge using a user-
friendly authoring environment. Firstly, the proposed model provides schema-data level semantic
reconciliation using flexible mapping methodology to achieve the knowledge interoperability goal.
Secondly, the SRM provides structure level semantic reconciliation to create shareable knowledge.
The convergence of medical standards can make the knowledge shareable and interoperable, and
fortunately, medical domain is rich for standards.

The SRM model achieves knowledge shareability using standard representation such as Med-
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ical Logic Module (MLM) using HL'7 Arden Syntax. Each standard representation of knowl-
edge has specific structure and syntax, therefore, structure level semantic reconciliation deals with
structure and syntax of knowledge representation. On the other hand, the interoperability aspect
is handled with schema-data level semantic reconciliation, which provides mappings among stan-
dard and non-standard terminologies and standard data models. The amalgamation of standard
terminologies and data models into standard knowledge representation resolves the aforemen-
tioned CDSS limitations with respect to knowledge shareability and interoperability. However,
creating shareable and interoperable knowledge using Arden syntax without abstraction increases
complexity, which ultimately make the process difficult for physicians to use authoring environ-
ments. Therefore, Physician friendliness is provided by abstraction at the application layer to
reduce the complexity. We designed and developed an Intelligent-Knowledge Authoring Tool (1-
KAT) to realize the SRM methodology for providing abstraction and hiding the structural and
syntactic complexity from physicians. This abstraction is regulated by the mappings created be-
tween legacy system concepts, which are modeled as domain clinical model (DCM) and medical
standards such as virtual medical record (vMR) and Systematized Nomenclature of Medicine -
Clinical Terms (SNOMED CT).

The multi-modal mappings schema-data level semantic reconciliation is a prerequisite for
interoperable knowledge acquisition method. The schema-data level semantic reconciliation pro-
vides mapping algorithms among non-standard terminology such as DCM, standard terminology
such as SNOMED CT, and standard data model Virtual Medical Record (vMR). Existing mapping
algorithms achieved remarkable accuracy in standard ontologies mapping but they only focused
on internal semantics within ontologies. We inset explicit semantics before calculating similarity
score, which enhances the mappings accuracy. Similarly, our proposed mapping algorithm also
deals with definition based mapping of concepts that shows the productive results with respect to
accuracy.

In multi-model mapping algorithms, our proposed algorithm for DCM-Standard Terminology
Mapping is evaluated with state-of-the-art systems with statistical measures such as precision,
recall, and F-Measure. Our algorithm shows better results than the existing systems as precision

0.95, recall 0.92, and F-Measure 0.93. Usually, the ontology matching algorithms lack definition
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based algorithm, therefore, we evaluated our proposed definition based algorithm with base-line
(Jaccard) algorithm for Standard Terminology and Data Model Mapping. As compared to base-
line (Jaccard) algorithm, our proposed algorithm showed better results as precision (0.89), recall
(0.97), and F-measure (0.93).

As the objective of the study is creation of shareable and interoperable knowledge using a
user-friendly and flexible I-KAT. Therefore we evaluated our system using the completeness and
user satisfaction criteria. We assessed the system through the system and user centric evaluation
processes. For system centric evaluation, we compared implementation of clinical information
modelling systems requirement in our proposed system and in existing system. The results sug-
gested that 82.05% of the requirements were fully supported, 7.69% were partially supported, and
10.25% were not supported at all by our system. Whereas, in the existing system, 35.89% are fully
supported, 28.20% are partially supported, and 35.89% are not supported at all. In user centric
evaluation the assessment criterion was ‘ease of use’. The proposed system showed 15 times better
results with respect to time in MLM creation as compare to the existing systems. Moreover, the
participants on average made only one error in MLM creation using our proposed system, while
the average rate of error using existing systems was 13 per MLM. We also evaluated the proposed
system efficiency with respect to time on task and task success rate. The task success rate of the
proposed system was 90.62%, while the existing system was 46.87%. Based on the ratio of mean
time completion to the success rate, the overall efficiency of the proposed system was 56.62%,
which is better than the existing system efficiency 1.85% completion rate/time.

We provide a user-friendly authoring environment for creation of shareable and interoperable
knowledge for CDSS to overcome the complexity of knowledge acquisition. The authoring en-
vironment uses state of the art decision support related clinical standards with increased ease of

use.
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Chapter 1

Introduction

1.1 Background

A clinical decision support system (CDSS) provides an effective and proficient service model in
the healthcare domain to enhance service quality and cost effectiveness of patient care [3]. CDSS
have been used to improve the patient care quality, reduce the chance of decision making errors,
save physicians’ time, and reduce medical costs [4]. A recent study has shown the enhancement of
physicians’ performance using CDSS in diagnosis 4.8 - 33.9% for obesity, 2.3 - 11.9% for smok-
ing, 1.1 - 4.6% for pediatric depression, and 0.2 - 8.8% for adult depression [5]. According to a
similar CDSS survey [6], CDSS enhanced the physicians’ performance up-to 40% by diagnostic
systems, 76% by reminder systems, 62% by disease management systems, and 66% by treatment
and prescription systems. The Department of Health and Human Services (HHS) of the Office of
National Coordination (ONC) considered the clinical decision support as an important feature for
the certified electronic health records (EHR) [7]. Physician adaptation to CDSS depends on the
user-friendliness aspect of the system. CDSS support and assist physicians in making right deci-
sions at right time during patient care [3,8]. CDSS creates a coordination path between patients
and physicians by providing effective recommendations, alerts, and reminders at the proper time
[9]. A number of methods for automatic diagnosis, treatment, and medication administration are
proposed in order to support the process of clinical decision-making [10-12]. For effective rec-
ommendations and alerts, CDSS requires a knowledge base to regulate the system’s information
flow.

CDSS is comprised of three main components: knowledge base, inference engine, and com-
munication mechanism [13]. The key factors for success of a CDSS are knowledge quality and

continuous improvement of that knowledge [14]. In literature, various barriers about knowledge,

1



CHAPTER 1. INTRODUCTION 2

have also been considered to the CDSS adoption such as resource deficiency to create and maintain
knowledge, lack of standard knowledge representation, integration difficulties of CDSS in clinical
workflows, and dissemination of knowledge [15]. Addition to these barriers, another aspect is
the ignorance of knowledge creation stakeholders - Domain Experts (Physicians) to facilitate with
user-friendly authoring environment for knowledge acquisition. The system interfaces complexity
of knowledge acquisition overburden and move away the physicians from evolving knowledge
base with their heuristics, practices and experiences in the real field. According to a group study
with physicians’ [16], they feel knowledge authoring as a tedious task using complex system inter-
faces, which resists their reasoning capability and loses their autonomy. The most important and
frequently reported issues with CDSSs are integration into clinical workflows and dissemination
of successful interventions from one system to another [17]. However, the fundamental barriers to
successful utilization of CDSSs are creating, enhancing, and managing the knowledge base [18]
and disseminating the created knowledge [19]. One solution for removing these barriers is to
create a shareable and interoperable knowledge base. While this eliminates barriers on one hand,
it incurs knowledge acquisition complexity on the other hand, which again drives physicians away
from using CDSSs.

In aforementioned barriers, we focus on three aspects shareability of knowledge, interoper-
ability of knowledge, and user-friendliness of the system to create shareable and interoperable

knowledge.

1.1.1 Knowledge Shareability

The medical domain has many clinical standards for data, knowledge, and communication. There-
fore, knowledge shareability can be realized through a standard representation of the knowledge.
The Health Level-7 (HL7) community has designed and developed Medical Logic Module (MLM)
using a specific language Arden Syntax as a standard unit of medical knowledge for health-
care [20]. HL7 Arden Syntax is an ANSI standard and provides a comprehensive structure for
representing clinical knowledge [21,22]. The main intention of Arden Syntax is to enable physi-
cians to easily transform their clinical real practices and experiences into sharable knowledge

[22]. Arden syntax supports a large number of various operators, control structures, decision, and
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looping structures and comprehensive data types [2]. The knowledge engineers are responsible
to transform the physicians’ heuristics and knowledge into corresponding Arden Syntax MLM
using required Arden Syntax artifacts and provides training to the physicians to be able for MLM
composing without knowledge engineers intervention. However, it overburdens the physicians to
compose MLM by themselves and it leads to a challenge of transforming the clinical knowledge
into MLMs [23]. The existing systems [24] have complex interfaces for composing MLMs along

with its complex structure and syntax, which create a significant barrier for knowledge acquisition.

1.1.2 Knowledge Interoperability

To realize the effectiveness of knowledge shareability, the knowledge base should be capable to
integrate with any clinical workflows in easy manner. The knowledge interoperability can achieve
with utilization of medical standards. Currently, Knowledge acquisition tools have not been suc-
cessfully adopted the knowledge interoperability due to the minimal support of standard data mod-
els [14]. Consequently, the existing knowledge acquisition tools fail to resolve the heterogeneity
problem of clinical information models [25]. Another intrinsic barrier for creating MLMs is the
curly brace problem of querying the required input data from the medical systems. The CDSS
community has recommended a standard information model, virtual medical record (vMR), to
resolve the issue of heterogeneous data models for CDSS systems [26] as well as the curly brace
problem [27]. The standard data model vMR meets the scalability and interoperability objectives
for a knowledge acquisition tool [26, 28]. Knowledge that is created via standard CDSS input
and output specified in the VMR data model is easily integrated among different CDSS systems.
However, the use of the standard data model vMR needs to link with a standard terminology to
maximize system interoperability. For example, Systematized Nomenclature of Medicine - Clini-
cal Terms (SNOMED CT) [29] supports comprehensive terminology in the clinical domain used
by physicians worldwide [30,31]. Incorporating the standard data model vMR into Arden Syntax
MLM increases the complexity of clinical rules for domain experts who will need to learn the
technical specifications of the standard. Additionally, physicians are comfortable with local termi-
nologies and prefer creating rules using localized concepts instead of standard terminologies due

to maximum recall of concepts.
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1.1.3 User Friendliness

According to the aforementioned features of knowledge, the convergence of standard knowledge
representation, standard data models, and standard terminologies into a single knowledge acquisi-
tion platform enhances the knowledge creation, modification, and validation for end users. On the
other hand, mostly physicians complaint about complex interfaces of healthcare systems, which
drastically decrease the physicians performance [16] and consider as a prominent barrier in CDSS
adoption. The structure and syntax of standard knowledge representation is tedious and overbur-
den the physicians in knowledge creation process. In similar way, the standard data model classes
and their attributes with corresponding concepts of standard terminologies are hard to remember
and recall during knowledge authoring. Usually physicians also prefer to utilize the localized
medical concepts instead of standard terminologies concepts. Therefore, we propose a model to
deal with knowledge shareability and interoperability with high level abstraction of technology-

oriented knowledge authoring environment.

1.2 Motivation

In the aforementioned sections, we described that existing systems lack shareable and interop-
erable knowledge base due to minimal utilization of standard knowledge representations, data
models, and terminologies. The dissemination of the experts’ heuristics, practices, and experi-
ences with community is cost effective, saves the time of physicians, and beneficial for novice
practitioners. Along with shareability aspect, the interoperable knowledge can be easily integrated
to legacy healthcare systems and clinical workflows. These features can be implemented using
standard knowledge representation, data models, and terminologies. The utilization of standards
achieve these features on one hand, but increase the knowledge creation complexity. The tradeoff
among shareability, interoperability, and user-friendliness is shown in Figure 1.1

Knowledge creation complexity makes the physicians dependent on the knowledge engineers.
Therefore, existing systems have strong dependency on the knowledge engineers to create knowl-
edge with the input from physicians. The dependency on knowledge engineers causes incomplete

knowledge transfer, understanding dilemma due to communication gap, and additional cost of hir-
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Standard Data Model

i.e. VMR

Most
Complex

Standard Terminology

i.e. SNOMED CT Q

Knowledge Representation
Standard i.e. HL7 MLM

More
Complex

Complexity w.r.t Usability
Complex

©

Normal

Non Standard Shareability Interoperability Integration

Features with Standards

Figure 1.1: Motivational tradeoff among shareability, interoperability and User-friendliness

ing knowledge engineers. In existing systems, physicians need training for standard languages
of knowledge representation such as Arden Syntax. It reduces dependency on knowledge engi-
neers, but difficulty level of these specialized languages prompted physicians to limit relying on
these systems. However, physicians require a simple, understandable, and manageable knowledge
acquisition methodology to create knowledge in easy manner. Therefore, an easy knowledge cre-
ation methodology with user-friendly interfaces, with maximum abstraction of technical aspects,
and closeness to localized terminologies, is the most suitable system for physicians. The system
should have aspects of knowledge shareability and interoperability, which would attract physi-
cians to adopt the CDSS with knowledge acquisition and maintenance process for shareable and

interoperable knowledge.
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1.3 Problem Statement

The knowledge acquisition is an important aspect and process of clinical knowledge base evolu-
tion. Diverse resources such as patient data, clinical notes, guidelines, and online publications
play a vital role in medical knowledge base evolution, but the most important resource is physi-
cians’ heuristics, experiences, and practices for knowledge creation and its validation. On the
other hand, physicians have less time to create/evolve the knowledge due to their hard schedule in
practices. Therefore, the knowledge dissemination, in the form of its shareability and interoper-
ability aspects, is one of the requirement to CDSS adoption [15, 32, 33]. Existing systems either
create non-shareable knowledge or have minimal support to the clinical standards in the knowl-
edge creation. In literature, some of systems are able to create shareable knowledge using standard
knowledge representation, but it is not interoperable and not able to directly integrate in diverse
clinical workflows [34, 35].

Medical standards such as knowledge representation standards, data model standards, and
terminology standards can achieve the knowledge shareability and interoperability on one hand,
but it increases the knowledge creation complexity with respect to usability. Therefore, a flexible
and robust model is needed to create shareable and interoperable knowledge with user-friendly
environment. In literature, it is observed that the current knowledge acquisition methods either
lack shareable knowledge creation or able to create shareable knowledge with high authoring
complexity [36,37] and minimal interoperability support. The main goal of this work is to provide
a flexible and robust mapping model to enabling a physician-friendly (user-friendly) knowledge
authoring environment for shareable and interoperable knowledge creation more accurately. To

achieve this stated goal, following are some challenges to face in this research work.
e How to design and develop a mapping model to ensure the accurate knowledge creation?

e How to provide multi-modal mapping among standard and non-standard data models and

terminologies with remarkable accuracy to achieve the interoperability aspect?

e How to provide maximum abstraction for hiding the technology-oriented complexity from
physicians and how to automate the knowledge transformation from non-standard to stan-

dard representation scheme?
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We proposed a flexible and robust semantic reconciliation model (SRM) to create shareable and
interoperable knowledge with high level of abstraction to physicians for hiding technological com-
plexity. SRM provides following two solutions to achieve the aforementioned goal and to address

the above challenges.

e Multi-model Mapping: The rules (knowledge base) execution usually depends on the
schema and data of legacy systems. Therefore, SRM provides Schema-Data Level Seman-
tic Reconciliation to map standard and non-standard terminologies (i.e. SNOMED CT),
data models (i.e. VMR), and localized ontology (i.e. domain clinical model DCM). It maps
standard data model to standard terminology, standard terminology to DCM, and DCM to

standard data model. A significant mapping accuracy is needed for achieving interoperabil-
ity.

e Automatic Shareable Knowledge Generation: The structure and syntax of shareable
knowledge representation is hard to follow by physicians. Addition to structural and syntac-
tic complexity, the amalgamation of standards to knowledge further increase the complexity
level. SRM also comprises Structure Level Semantic Reconciliation to map the knowledge
rules into standard representation structure and syntax. It transforms the created rules into
standard representation with convergence of standard concepts, which are outcome of the

multi-model mappings.

1.4 Proposed Solution Overview

We propose a semantic reconciliation model (SRM), which overcomes the limitations of existing
systems regarding knowledge acquisition along with interoperability and shareability aspects of
knowledge. The knowledge shareability is achieved with standard knowledge representation such
as HL7 Arden Syntax-based Medical Logic Module (MLM). SRM normalizes the knowledge ac-
quisition complexity with utilization of localized concepts DCM, and achieves the interoperability
with the help of standard data model (i.e. vMR) and standard terminology (i.e. SNOMED CT).
We converge SNOMED CT codes into the MLMs for avoiding the intrinsic vocabulary binding

issue of Arden Syntax [4,38]. According to our experience with physicians of our collabo-
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rative hospital, Shaukat Khanum Memorial Cancer Hospital and Research Centre (SKMCH)!,
we incorporated hospital management and information systems (HMIS) concepts in the form of
the domain clinical model (DCM). Physicians are comfortable with localized concepts instead of
standard concepts as a binding vocabulary with data model (i.e vMR) [18,39,40]. The semantic
reconciliation model (SRM) is realized through our designed and developed user-friendly author-
ing environment, called Intelligent-Knowledge Authoring Tool (I-KAT), which is deployed in our
collaborative hospital.

The proposed SRM provides a flexible and robust multi-model mapping algorithms to map
standard and non-standard terminologies, data models, and localized concepts. The multi-model
mapping algorithm Schema-Data Level Semantic Reconciliation deals with two types of mappings,
a) mapping between non-standard concepts such as DCM and standard terminology SNOMED
CT, b) mapping between standard data model such as vMR and standard terminology such as
SNOMED CT. In first case, the concepts mapping achieve with high accuracy by embedding
explicit semantics, while in second case the standard data model and terminologies are usually
mapped based on their concepts definitions. The resultant mappings of a) DCM and standard
terminology and b) standard terminology and standard data model, are used to map DCM and
standard data model by transitivity law.

SRM transforms the created rules into shareable format of standard knowledge representation
(i.e. MLM) using Structure Level Semantic Reconciliation algorithm. It also replaces the local
concepts of DCM, used in created rule, with corresponding mapped standard concepts of data
model and terminology for easy integration of the knowledge base with legacy systems. The
resultant knowledge base can easily disseminate and integrate in healthcare institutions and clinical
workflows. In this thesis, we targeted Head and Neck Cancer domain as a case study, but the
system methodology is flexible to support other domains. The DCM is needed to change for the
required domain, while the rest of methodology will be work in similar manner.

It is observed that multi-model mappings with high accuracy is a prerequisite for the shareable
knowledge and it maximizes the interoperability of knowledge. Therefore, we improved the ac-

curacy of the our proposed system by Schema-Data Level Semantic Reconciliation. The precision

'SKMCH: https://www.shaukatkhanum.org.pk/
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of our system is 0.95, which is greater than the existing mapping algorithms: AgreementMaker
Light (0.83) [41], LogMap Light (0.79) [42], and GOMMA (0.71) [43]. Usually, the ontology
matching algorithms lack definition based algorithm, therefore, we evaluated our proposed def-
inition based algorithm with base-line (Jaccard Similarity) algorithm for Standard Terminology
and Data Model Mapping. As compared to base-line (Jaccard Similarity) algorithm, our proposed
algorithm showed better results as precision (0.89), recall (0.97), and F-measure (0.93).

After realization of SRM using I-KAT, we evaluated the results of our system through system-
centric and user-centric aspects. We compared the performance of our system with the ArdenSuite
tool of Medexter [44,45]. In the system-centric evaluation, we used state-of-the-art recommen-
dations [24] and observed that our system exhibited higher implementation support for all three
requirement categories (i.e., Essential, Recommended, and Optional) [24]. In the user-centric
evaluation, we focused on the ease of use and reduction of MLM syntactic and logical errors. In
the evaluation process, physicians and knowledge engineers were asked to create MLMs for treat-
ment plan recommendations for an oral cavity site in the domain of head and neck cancer. On
average, our system improved participant performance by a factor of 15 over Arden-Suite. The
average error rate for MLM creation using our system decreased from 13 errors to just one error.
We also validated our system on 1314 real cases of SKMCH oral cavity patients and verified the
execution environment with the created knowledge base. We also evaluated the proposed system
efficiency with respect to time on task and task success rate. The task success rate of the proposed
system was 90.625%, while the existing system was 46.87%. Based on the ratio of mean time
completion to the success rate, the overall efficiency of the proposed system was 56.62%, which

better than the existing system efficiency 1.85% completion rate/time.

1.5 Contributions

The goal of this research work is providing a semantic reconciliation model (SRM) to create share-
able and interoperable knowledge with high level of abstraction on technology-oriented complex-
ity. Based on this comprehensive solution, we have two main objectives, multi-model mappings
with high accuracy, and easy creation of shareable and interoperable knowledge. To achieve these

objectives, we have following contributions in this research work.
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Multi-model Mapping: Implicit Semantics Inset

Use of standard terminologies in a knowledge base maximizes the interoperability feature. On the
other hand, physicians prefer to use localized concepts instead of standard terminology. There-
fore, an accurate mapping is needed between standard and non-standard (localized) ontologies.
The SRM provides multi-model mapping among local ontologies, standard terminologies, and
standard data models. Addition to the existing mapping algorithms, we embed insights of the con-
cepts using Implicit Semantic Inset and Explicit Semantics Inset to increase the mapping accuracy.

While the existing mapping algorithms only focus on the internal structure of the ontologies.

Multi-model Mapping: Definition-based Mapping

In Multi-model mapping, the Schema-Data Level Semantic Reconciliation also focuses on the
standard data model and standard terminologies mapping. Usually, standard data models have less
number of classes and attributes than the number of standard terminologies concepts. Concepts
in some particular hierarchy of standard terminologies are binded with some specific attribute of
a class in the data model. The binding of attribute of data model to a specific hierarchy concepts
can only be mapped by the definition and purpose text of attribute and hierarchy of terminol-
ogy. This type of mapping is difficult with existing mapping algorithms, which are focusing on
string matching, label matching, structure matching, child matching, path matching, and many
others. The existing mapping algorithms lack definition-based mapping. Therefore, we propose
the definition-based mapping algorithm, which maps the definition text of data model attributes
with definition of hierarchical concepts of standard terminologies. In definition-based mapping,
we recognize the insight of text using concepts with their implicit and explicit semantics in defi-

nition.

Automatic Generation of Shareable Knowledge

According to our goal of shareable and interoperable knowledge generation, the SRM is equipped
with Structure Level Semantic Reconciliation algorithm to transform the plain rules of knowledge
base into shareable knowledge representation. This algorithm provides the high level abstraction

on the technological aspects such as structure and syntax of the standard representation. The exist-
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ing systems of shareable knowledge creation provide interfaces to physicians without abstraction,
and physicians are responsible to deal with structure and syntax of the standard representation.
Additionally, our algorithm also converge the standard data model and terminologies concepts
into the create plain rules with respect to use local concepts. This convergence takes help from the

mapping files generated in multi-model mapping phase.

System-centric Evaluation Based on Requirements Completeness

In this research, we introduce requirement completeness evaluation under the system-centric eval-
uation criteria. In this evaluation, we compare our developed knowledge authoring tool I-KAT
based on SRM realization, with benchmark system for the requirements clinical information mod-
eling tool developed by Moreno-Conde et al. in [24]. We propose a four phase model to refine the
requirements list, which are specifically deals with knowledge acquisition tools. The requirements
are divided into three categories such as essential, recommended, and optional. In the result of
four phase model, total 39 out of 56 requirements are selected as the knowledge acquisition tool

requirements. These requirements can evaluate and compare with benchmark systems.

1.6 Thesis Organization
This dissertation is organized into chapters as following.

e Chapter 1: Introduction. Chapter 1 provides brief introduction of the research work on
semantic reconciliation model for medical systems and in particular the role of semantic
reconciliations in achieving knowledge shareability and interoperability among CDSS and
HMIS systems. It focuses on the problems in the areas, the goals to achieve these problems,

and finally the objectives achieved in this research work.

o Chapter 2: Related Work. A background detail is provided in this chapter about the multi-
model mapping using different matching techniques and approaches, for achieving semantic
knowledge interoperability. This chapter also provides the state-of-the-art literature for the

knowledge shareability aspect. Finally, it provides comparison of these systems with the
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proposed system of the research thesis to reflect the limitations of current systems addressed

by the proposed system.

e Chapter 3: Proposed Methodology: Semantic Reconciliation Model. A proposed solu-
tion in the form of a framework for achieving knowledge shareability and interoperability
is presented in this chapter to overcome the limitations of current approaches. This chapter
also provides overview of the concepts used in the thesis related to the proposed approach.
It defines the scope of the thesis in achieving the knowledge shareability and interoperability

among CDSS systems and medical systems such as HMIS.

e Chapter 4: SRM: Schema-Data Level Semantic Reconciliation. A semantic reconcilia-
tion model for multi-modal mapping is presented in this chapter that is used for generating
the mappings between localized concepts (domain clincial model DCM) and standard ter-
minologies. The second part of this chapter provides the methodology for mappings among
standard data model and standard terminologies. Finally, it represents the methodology for

DCM and standard data model mappings.

e Chapter 5: SRM: Structure Level Semantic Reconciliation. This chapter will explain
about Structure Level Semantic Reconciliation to transform the production rules into share-
able and interoperable knowledge. The shareability aspect of the knowledge is achieved by
standard representation of Knowledge such as Medical Logic Module, while the interoper-
ability is achieved with the help of our previous solution of Schema-Data Level Semantic

Reconciliation, discussed in previous chapter..

e Chapter 6: Results and Evaluation. The results and evaluation of different techniques
used in the proposed framework are highlighted in this chapter. It explains two types of
results and evaluation. Firstly, it describes the results of multi-model mapping and evaluates
with existing systems. Secondly, the automatic shareable knowledge creation system is

tested and evaluated with existing knowledge authoring systems.

e Chapter 7: Conclusion and Future Directions. This chapter concludes the thesis and also
provides future directions in this research area. The main contribution of the thesis is also

highlighted in this chapter.
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Related Work

Knowledge shareability and interoperability demands clinical standards of knowledge represen-
tations, data models, and terminologies. The needs of interoperability such as multi-modal map-
pings among standard and non-standard terminologies and data models, are prerequisite to make
the knowledge shareable and interoperable. Therefore, we divided the related works in two sec-
tions, Knowledge Interoperability: Multi-model mappings, and Knowledge Shareability: Share-

able knowledge approaches.

2.1 Knowledge Interoperability: Multi-model Mappings

Knowledge interoperability requires the mapping among different standard and non-standard ter-
minologies, but the existing ontology matching techniques focus on the standard ontologies only.
Matching techniques generate mappings, which are contributing in interoperability among differ-
ent systems. In literature, many ontology matching techniques are utilized for generating map-
pings among different ontologies. In this section, we will review existing ontology matching
techniques without domain restrictions.

We focused on some of ontology matching techniques based on their participation in Ontology
Alignment Evaluation Initiative (OAEI) [46], and some of the state of the art systems. Falcon-
AO [47] ontology matching system has achieved and shown best results in the first few years of
OAEI competition [48]. It provides algorithms to match, align, and learn ontologies using divide
and conquer approach on large medical and non medical ontologies and gives 1:n alignments as
output [49]. This system is very effective to align large ontologies by providing matching tech-
niques along with user interfaces, however, it lacks extendibility and reusability features in the

system. Falcon-AO++ [50] is the extended version of Falcon-AO, which provides a methodol-

13
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ogy for a domain expert to interact with system during alignment process. The domain experts
intervention provides a slight improvement with respect to performance, but it makes the system
highly dependent on the domain expert’s input. Therefore, the system is difficult to extend for
adding new matching algorithms to cater with large biomedical ontologies.

GOMMA [43] provides a methodology to manage, match, and evolve different healthcare
ontologies. In year 2012, GOMMA was got second position in OAEI ontology matching com-
petition and was able to map very large life science ontologies with high accuracy and runtime
performance [51]. A group of researchers have introduced an ontology mediation approach, Se-
mantic Information Layer (SIL), to achieve data interoperability among Enterprise Information
Systems (EIS) [52]. SIL provides mapping services by extracting data from different data sources,
querying the mapping information, and providing the information to the upper layers.

The extendibility issue in ontology mapping frameworks is resolved by Agreement
Maker [53]. The system provided a visualization environment to support several mapping lay-
ers visually, and it automatically presents the generated mapping for further alignment. This sys-
tem provides very extensible and flexible platform using comprehensive interfaces, but it lacks
the scalability feature to match large ontologies. In extension of Agreement maker, the authors
resolved the scalability issue with new framework AgreementMakerLight (AML) [41]. AML
followed and preserved the methodology of Agreement Maker framework and enhanced compu-
tational efficiency to deal with large scale ontologies matching. AML competed with state-of-
the-art matching systems and positioned as a top performer in the recent OAEI competition [46].
The system YAM++ extended the generic version of YAM-BIO to increase ontology matching
efficiency [54]. The system provides a disk-based ontology matching methodology by utilizing
indexes to achieve high efficiency in large scale ontologies, and also supports flexibility, extensi-
bility, and self-configuration features to combine individual matchers [55]. The authors have used
information retrieval algorithms to find mappings among ontological concepts, and also focused
on problems of multi-lingual ontologies mapping algorithms [56].

In current literature, another ontology matching tool LogMap also deals with scalability issue
in large ontologies matching [57]. It produces very well-ordered and clean set of results for the

generated mappings. In OAEI 2017 competition, LogMapLite participated with higher perfor-
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mance than LogMap, with respect to the shortest runtime and with high precision and recall [58].
However, the speed performance of LogMapLite is a direct influence of not utilizing reasoning,
repair, or semantic indexing of LogMap [42]. A research group introduced XMAP, which es-
tablishes similarity between linguistic and structural context and have used external knowledge
resources with the help of domain experts [59]. The domain experts are needed to interact with
system to filter out candidate mappings. The biomedical versions of LogMap and YAM++ are
introduced as LogMap-Bio and YAM-Bio, respectively [60,61]. LogMap-Bio mapped top 10
most suitable ontologies, which are retrieved from the external oracle [62]. On the other hand,
YAM-Bio utilized a predefined background knowledge [61], including mappings from DOID and
UBERON ontologies to Foundational Model of Anatomy (FMA) [63], National Cancer Institue
Thesaurus (NCI) [64], and SNOMED CT [29].

The POMap system focused on syntactic matching algorithm to compute similarity between
two nodes to generate 1-1 mapping pairs [65]. It utilized the semantic matcher with external
source Uberon, it also used structural matcher based on classes and subclasses. However, the
POMap system is new participant in field of ontology matching and it lacks scalability feature and
property-based matching techniques [66]. Similarly, SANOM has been proposed with probabilis-
tic approach for estimating the optimal solution for matching process [67]. A advanced version
of WikiMatch [68] is introduced, called WikiV3 [69], to search and match the ontological con-
cept with Wikipedia and the matching results are used as an external source in different matching
algorithms.

Table 2.1 summarizes and compares our proposed matching methodology with some of exist-
ing systems with respect to features of Mapping Schemes, Semantic Mapping, Flexibility in Map-
ping Representation, Definition-based Mapping, and Accuracy of Mappings. Mapping Schemes
attribute indicates whether the system has its own matching algorithms or using some existing.
The feature Semantic Mapping shows the system capability to match the ontologies using seman-
tics matching. Similarly, the feature Flexibility in Mapping Representation mentions about the
flexibility of system with respect to mapping representation. Definition-based Mapping feature
shows whether the algorithm contains the matching of concepts with respect to their definitions.

While the attribute Accuracy of Mappings shows the system is focusing on accuracy level instead



CHAPTER 2. RELATED WORK 16

Table 2.1: Features comparison among state-of-the-art mapping systems.

Systems Mapping Schemes | Semantic Mapping Fle);tgfgs;?]m?:l?mg Deﬁﬁ;ﬁsifgsed Accuracy of Mapping
GOMMA v’ X X X v’
LogMapLight v’ X v’ X v’
AgreementMakerLight v’ v’ v’ X v’
Falcone-AO++ v’ X X X X
YAM++ v’ X v’ X v’

POMap v’ X X X X
Proposed System v’ v’ v’ v’ v’

of performance.

2.2 Knowledge Shareability: Shareable Knowledge Approaches

The standard representation of knowledge is the leading source of knowledge dissemination
among diverse medical institutions. In literature, most of the systems focus on generic standard
representation of knowledge instead of medical standard representation. Fortunately, medical
domain provides several standards specific to knowledge representation such as Medical Logic
Module (MLM) [20], Guideline Interchange Format (GLIF) [70], Shareable Active Guideline En-
vironment (SAGE) [71], and many others.

In this section, we describe existing knowledge authoring methodologies with standard and
non-standard knowledge representations. As a instance of knowledge representation, we focus on
the well-known knowledge representation HL7 Arden Syntax Medical Logic Module (MLM). In
the existing Arden Syntax-based CDSS systems, MLMs are generated either manually or semi-
automatically. Samwald, M. et al. [44] used MLMs generated by a commercialized tool in an
integrated Arden Syntax development and test environment (IDE) in the CDSS system. Their
MLM development tool provides a simple interface to create and test Arden Syntax MLMs. They
are also working on solve the curly brace problem with the help of GELLO (a loose acronym
for Guideline Expression Language Object-Oriented) and vMR standards. However, physicians
are responsible for creating the MLM using its structural slots and need to be familiar with the
MLM'’s syntax and structure, which is a tedious task. Therefore, domain experts greatly depend
on medical informatics experts to transform knowledge into knowledge base. Similarly, there is

no automation in the utilization of standard terminologies during MLM creation; physicians use
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standard concepts based on their own knowledge about standard terminologies.

A number of commercial vendors such as Agfa, AllScript, McKesson, Medexter, and Siemens
incorporated Arden Syntax in CDSS integrated health information system softwares [72]. The ini-
tial versions of Arden Syntax provided easy to use environment to experts, but its evolution made
the syntax difficult to ready, understand, and compose. This resulted in organizations’ need of hir-
ing knowledge engineers to translate expert knowledge into Arden Syntax. Arden2ByteCode [73]
is one such open source system that uses Eclipse framework for authoring environment to create
and edit Arden Syntax MLM. Experts faced difficulty in understanding the complex environment
of the system, therefore, they depended heavily on knowledge engineers to create knowledge.

Child Health Improvement through Computer Automated system (CHICA) [74] uses Arden
Syntax MLM to generate encounter documents for patient visits. The system transformed the
guidelines into algorithm to author MLM and required intense involvement of the knowledge
engineers.

A. Soumeya et al. [75] proposed a rule editor for clinicians creating Arden Syntax MLMs,
which has complex interfaces with multi-phase selection for the ontology domain; however, it
lacks interoperability to integrate with external databases. Jung, C. Y. et al. [9] propose a system
that executes MLMs represented in ArdenML. A third-party open source production rule sys-
tem, Drool, has been used for MLMs execution. Therefore, the system needs two transformation
phases: first, expert knowledge transformed into Arden Syntax; second, Arden Syntax transformed
into ArdenML. In the second transformation, physicians need additional expertise in Extensible
Markup Language (XML) and Extensible Stylesheet Language Transformations (XSLT).

Dustin et al. [76] proposed pattern and outcome-based approach to enable clinicians to create
rules without dependency on knowledge engineers. However, this system was designed for the
anesthesia domain only and is not scalable to other domains. Physicians also require training in
XML language to create patterns and outcomes to utilize in rule creation. A. Seitinger et al. [77]
implemented an Arden Syntax-based CDSS to generate guidelines for Lyme disease. This sys-
tem uses fuzzy Arden Syntax and manually transforms text-based medical guidelines into Arden
Syntax MLMs. Generating MLMs manually is very tedious and error-prone. In addition, this

system does not take into account any standard clinical data models or terminologies in the Arden
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Syntax MLM creation. The system proposed by Nathan C. Hulse et al. [78], are using the Clinical
Document Architecture (CDA) as standard for knowledge creation. This standard enhances the
complexity of the system for the reason that embedding the executable statements into CDA is
preferable choice for sharing data not the rules. In [79], Sailors, R. Matthew have proposed a Mi-
crosoft Windows hosted MLM Writer to assist the knowledge engineer in creating Arden Syntax
MLMs. The authors have developed easy to use interface, but creation of a single rule required
multiple steps to perform. The developed system limits the type of MLMs, as it only creates the
rules to simple threshold or time driven rules. The system lacks the controlled vocabulary in rule
creation. The advanced users of MLM Writer are allowed to create MLM in free text and the
system validates the syntax of created MLM. The user of the system must be familiar to Arden
Syntax artifacts and syntax. In [38], the authors have improved their work of [80] regarding the
bibliographic linkages and standardized database linkages. The system sends request to PubMed
and retrieves the related articles to add the references using Arden Syntax Editor in appropriate
slot of MLM. This system achieved the database linkages to some extent but still it requires the
full interoperability feature to integrate with clinical organizations.

We describe most relevant systems to the knowledge authoring for decision support systems in
Table 2.2. The comparison is examined with features of Shareable Knowledge, Interoperability,
Standard Terminology, User-Friendly, and Scope of System. According to these features, four out
of sex systems are used Arden Syntax MLM for knowledge shareability, while the interoperability
feature with respect to standard data model is achieved only by two systems including our proposed
system. The ArdenSuite [44] system’s interoperability depends on the physicians’ skills regarding
the standard data model. Standard terminology also helps in interoperability maximization of
the knowledge, therefore, we considered the standard terminology as a separate feature. The
other two features user friendliness and scope of system show the ease of use with respect to user

performance and extensibility of the system with respect to domain.

2.3 Comparison with Proposed System

In light of the aforementioned literature, CDSSs without knowledge acquisition tools are not adap-

tive in the real environment. In general, the existing systems evolve the knowledge bases by cre-
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Table 2.2: Features comparison among state-of-the-art knowledge authoring systems.
Shareable Knowledge Interoperability

ArdenSuite [44]
Proposed System
(I-KAT) [81]

Depends on Physicians Extendable

Approaches (Arden Syntax MLM) (S. Data Model) Standard Terminology | User-Friendly | Scope of System
KAT (UMLS-Based) [75] N X N X Domain Specific
KAT (XML-Based) [78] X X X X Extendable
Rule Editor [77] v’ v’ X X Domain Specific
KAT (Anesthesia) [76] X X X v’ Domain Specific
v’ X X
v’ v’ v’

v’ Extendable

ating MLMs manually or in a semi-automatic manner. However, those systems that automatically
generate MLMs lack standard terminologies and standard data model practices, which hinders
knowledge shareability and knowledge interoperability. The use of standard terminologies and
data models may make a system difficult to use; therefore, the existing systems lack user-friendly
interfaces for acquiring knowledge. The syntax and other artifacts of Arden Syntax are tedious
and difficult for clinical experts to memorize, but the existing systems do not provide any facility
to hide these complexities from the clinical experts. In addition, the existing knowledge acqui-
sition tools focus on a specific medical domain to create knowledge instead of a scalable system
design that can be easily extended to other domains. As a result, our proposed system provides a
user-friendly authoring environment to create Arden Syntax MLLM as shareable knowledge rules
for intelligent decision-making by CDSS.

In summary, some factors are observed in the discussion that are considered as barriers in
knowledge interoperability such as medical terminologies, healthcare standards, and matching al-
gorithms. Therefore, high accuracy and precision is needed in the mapping system along with
functionality of text based mapping. According to multi-model mapping systems, our methodol-
ogy insets the implicit and explicit semantics into the mapping concepts and increases the accuracy
and precision of the matching algorithm. Similarly, the current ontology matching systems only
focus on string matching, label matching, child matching, and many others, however, the current
systems lack the definition-based mapping of two ontologies.

According knowledge shareability, the existing systems generate shareable knowledge using
manual or semi-automatic processes, which is tedious task for physicians. Therefore the proposed
system generates the shareable knowledge (i.e. MLM) with providing high level abstraction, and

hides the overall complexity of Arden Syntax MLM. The standard representation of MLM has a
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complex structure and syntax (i.e. Arden Syntax), it is difficult to remember all the syntax and
structure by physicians. However, we hide this complexity and enhanced the physicians perfor-

mance with respect to time and decrease the chance of errors during the knowledge creation.

2.4 Preliminaries

In this section, we describe the brief overview of the medical standards such as data model, termi-

nologies, and knowledge representation.

2.4.1 Standard Data Model

Data, information, and knowledge are the central ingredients of healthcare systems. These con-
stituents of autonomous organizations are represented in diverse format that leads to interoper-
ability problem. Therefore, a uniform format and representation to communicate heterogeneous
institutions. The heterogeneity in healthcare domain is at two levels: data and process [82]. All
the processes can be handled with domain knowledge, therefore, the knowledge interoperability
has worth for knowledge dissemination. Healthcare standards play an important role in achieving
interoperability among different medical systems such as CDSS and EHR systems [83]. Stan-
dard data models such as HL7 Virtual Medical Record (vMR) [84] and HL7 Clinical Document
Architecture (HL7 CDA) [85] plays important role towards interoperability among CDSS and
Hospital Management and Information Systems (HMIS) [86]. In this research, the vMR standard
data model is used as case study for interoperability. The vMR data model is based on the HL.7
Reference Information Model (RIM) [87].

2.4.2 Standard Terminology

Standard terminologies are mainly utilized for standard encoding the clinical concepts used in
the information and knowledge to disseminate with clinical communities with conflict in concept
meanings. In literature, there a number of standard terminologies are used to achieve interoperabil-
ity such as ICD10, SNOMED CT, UMLS, and FMA. In scope of this research thesis, we focused
on the SNOMED CT. Systematized Nomenclature of Medicine — Clinical Terms (SNOMED CT)
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is multilingual standard vocabulary to exchange clinical information [88, 89]. International Health
Terminology Standards Development Organization (IHTSDO) [90] is the international organiza-

tion to manage all the versions of SNOMED CT.

2.4.3 Knowledge Representations

CDSS comprises of three main components such as knowledge base, inference engine, and user in-
terfaces [91]. Smartness of CDSS is correlate with evolution of knowledge base. The knowledge
base of a CDSS can be represented in a various formats depending on the domain and organi-
zational preferences. Some of the knowledge representation are Production Rules, Arden Syntax
Medical Logic Module (MLM) [79,92], and Guideline Interchange Format (GLIF) [93]. In this
thesis, we utilize the Arden Syntax MLM is a standard knowledge representation as an instance
of our case study. HL7 have provided Arden Syntax language to represent clinical knowledge in
order to facilitate the physicians for sharing their knowledge, practices, and experiences. Knowl-
edge bases encoded in Arden Syntax are represented as a set of discrete and independent module

called Medical Logic Modules (MLMs) [4].

2.4.4 Domain Clinical Model

The HMIS and electronic medical record (EMR) systems play a critical role in healthcare sys-
tems [94] to solve organizational problems to improve experts’ performance and reduce the chance
of errors [95]. Therefore, physicians are familiar with the localized concepts used in HMIS
systems and EMR systems instead of standard clinical terminologies. A domain clinical model
(DCM) is required to model all the used concepts in the local HMIS and EMR systems. The
amalgamation of DCM into knowledge creation environment facilitates the physicians to create
knowledge using understandable clinical concepts. Therefore, we modeled a DCM for our collab-

orative hospital using the local HMIS system of head and neck cancer.



Chapter 3
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3.1 An Overview of Smart CDSS

Smart clinical decision support system (smart CDSS) assists the physicians to make decisions
during the diagnosis, treatment, and follow-up phases in the patient care process. It provides rec-
ommendations to physicians and patients based on heterogeneous data sources including patients’
clinical information, patients’ status on social media, their daily life’s behavior patterns, activities
and emotions data [96]. Interoperability and shareability of data and knowledge among differ-
ent HMIS systems and smart homes environment are considered as key challenges in healthcare
domain. The knowledge shareability and interoperability depends on the data level and structure
level mappings, which is the ability to communicate data among diverse HMIS systems [97] and
to execute a unified knowledge for diverse input of data. These challenges can be resolved by
resolving heterogeneity between different heterogeneous healthcare standards. The medical or-
ganizations, institutions, and hospitals, which are compliant to different healthcare standards, are
the main consumers of Smart CDSS. Smart CDSS can only process information in VMR stan-
dard. Therefore, an adapter is needed to transform HMIS compliant healthcare standard to Smart
CDSS compliant healthcare standard for the data level interoperability. However, system’s knowl-
edge base is also required to be executed with the standard input data. Therefore, Smart CDSS
is equipped with a user-friendly knowledge authoring environment to evolve the knowledge base
shown in Figure 3.1. In Figure 3.1, the Authoring Tool [18, 39, 81] facilitates the physicians to
evolve the knowledge base of Smart CDSS. The Authoring Tool is realization of our SMR model

to acquire and manage shareable and interoperable knowledge.

22
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Smart CDSS Framework

Adaptability Engine Knowledge Inference Engine
. CDSS Fagade
ARIEN Authoring Tool ¢
Knowledge Manager
Adapter CAME Knowledge Broker
Adapter Social Media Mining based Reasoning
Interface Engine -
Adapter AER Standards based Reasoning

Figure 3.1: Architecture of Smart CDSS [1]

3.2 Knowledge Authoring Methodology

In the proposed system, we targeted head and neck cancer and focused on domain concepts for
knowledge creation. Based on physicians’ feedback regarding our previous work [18,39], we en-
capsulated and provided abstraction of the vMR data model and the complex structure and syntax
of the MLM from the user interface and provided the most usable and ordinary HMIS concepts for
rule creation. The physicians feel easiness using local concepts instead of standard terminologies
and data models. In proposed system, we used the localized concepts of HMIS in form of do-
main clinical model (DCM), it is considered as prerequisite for the system’s user friendliness. The
knowledge rules created in local concepts are transformed into standard data model and binding
terminologies to make it interoperable. Therefore, a multi-model mapping is needed to map the
DCM concepts to the corresponding standard data model classes’ attributes and standard termi-
nological concepts. According to shareability aspect, the created knowledge rules is transformed
into standard representation of knowledge with convergence of multi-model mappings. In order
to achieve the aforementioned goals, we proposed semantic reconciliation model (SRM), which
provides a platform to multi-model mappings, called schema-data level semantic reconciliation

and transformation platform to shareable knowledge such as standard MLM, called structured
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level semantic reconciliation. Additionally, the structure and standard of the shareable knowledge
representation is also complex. The convergence of standard terminology and data model with
knowledge representation increase the complexity level. In subsequent chapters 4 and 5, we will
explain the schema-data level semantic reconciliation and structured level semantic reconcilia-

tion, respectively. Fig 3.2 illustrates the conceptual view of semantic reconciliation model (SRM).

= Semantic Reconciliation Model for mapping with high accuracy
Definition based mapping of standard terminology and data model

@ Schema-Data level Semantic Reconciliatio? ' Input

@ pcMm-standard Terminology Mapping Production Rule
>
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| Ikl Y, = o =
— —
Input

Figure 3.2: Conceptual diagram of Semantic Reconciliation Model (SRM).

In our research, we provided the abstraction by the domain clinical model (DCM) and the se-
mantics reconciliation model (SRM) to handle the dependencies of HMIS, data model (i.e. VMR),
and standard terminology (i.e. SNOMED CT) concepts. Therefore, we provided understandable
DCM and SNOMED CT concepts on the user interface for rule writing, while shareable and in-
teroperable MLMs were generated with standard vMR classes, attributes, and codes of SNOMED

CT concepts in a back-end process.

3.3 Business Process Model and Architecture

The system’s business process model for rule creation and mappings of DCM, vMR, and

SNOMED CT terminologies is shown in Figure 3.3. Workflow is represented in standard Busi-

Ontology —
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ness Process Model and Notation (BPMN) format [98]. It resembles in domain analysis, formal
notation selection, conceptual modeling, and logical modeling with the existing workflow process
model [99]. The set of activities, processes, gateways, and messages is represented in pools with
standard notations using Enterprise Architect [100]. High level system requirements in the form

of the business process model are implemented and shown as system’s architecture in Figure 3.4 .

The system’s workflow comprises two pools: Physician Activity and Multi-Model Mapping.
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Figure 3.3: Rule creation and mapping generation and use in rule creation workflow.
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3.3.1 Physician Activity Pool

The physician is the main actor in the system creating knowledge rules. In rule creation, the physi-
cian can use the desired concept values either from DCM or SNOMED CT terminologies. This
enhances concept recall and reduces the chance of errors while enabling IntelliSense function-
ality. These concept models are selected by Choose concepts model from inputs of data model
objects Domain Clinical Model and Domain SNOMED CT, respectively. The business process
Create rule includes two parallel activities of concept selection (i.e., Show IntelliSense and Select
concepts from DCM) to provide input for creating rule activity, Create final rule. The proposed
system implements Show IntelliSense and emphSelect concepts from DCM on the User Interface
module in architecture. In Select concepts from DCM, the physician can easily select the desired
concepts for use in the rule facts. In architecture, these concepts are fetched to the User Interface
using DCM Concepts Controller and DCM Query Manager, which creates and runs the appropri-
ate query on DCM Ontology.

In Show IntelliSense, the physician is presented with a window that shows all possible values
of the selected concept and allows selection of the correct desired value. The value list comes from
the Domain Ontology using DCM-vMR and vMR-SNOMED mappings. The vMR schema classes
and attributes bridge the selected DCM concept and the values list of SNOMED CT concepts. The
IntelliSense Controller is the component responsible for performing Show IntelliSense activity us-
ing DCM-vMR Mapper and vMR-SNOMED Mapper. Both mappings are queried by three corre-
sponding query managers (i.e., DCM Query Manager, vMR Query Manager, and SNOMED Query
Manager). The final rule creation activity, Create final rule, is invoked using Show IntelliSense
and Select concepts from DCM as parallel activities.

After successful Create final rule, the proposed system transforms the rule into Arden Syntax
MLM by Transform to MLM. In summary, the rule is created by the physician using understand-
able DCM and SNOMED CT concepts, which the system then transforms into Arden Syntax
MLM with amalgamation of vMR classes and attributes along with SNOMED CT codes. The
MLM Creator, in system’s architecture Figure 3.4, is responsible for performing Transform to
MLM. The Transform to MLM involves three types of mappings generated by the Multi-Model

Mapping pool using corresponding controllers and query managers. MLM has its own standard



CHAPTER 3. PROPOSED METHODOLOGY: SEMANTIC RECONCILIATION MODEL 27

Arden Syntax Studio

User Interface MLM Creator -

Concepts Controllers

| Arden Artifacts Controller | DCM Concepts Controller | | Intelli-sense Controller |
Ontology Mappers
Query Manager |
<>
vMR-SNOMED DCM-SNOMED
SNOMED Query Manager Mapper DCM-vMR Mapper Mapper

Mapping Repository

—F I ¥ I I
DCM Query Manager I I I I
VMR-SNOMED Localized DCM-vMR DCM-SNOMED
Mapping Mapping Mapping Mapping
VMR Query Manager |

!

| Artifacts Query Manager

Storage Layer

Domain Ontology Localized Ontology | VMR Ontology | DCM Ontology Artifacts Repository

Figure 3.4: I-KAT architecture.

artifacts and syntax based on HL7 standard Arden Syntax specification. All artifacts are fetched
by Arden Artifacts Controller using Arden Query Manager. The created MLM is stored in the

knowledge base.

3.3.2 Multi-model Mapping Pool

In the business process model, the Multi-model mapping pool mainly focuses on generation of
multi-model mappings among DCM, standard data model (i.e. vMR) schema, and standard termi-
nology (i.e. SNOMED CT ) concepts. This mapping activity is performed once as a prerequisite
for rule creation. Three parallel activities of Analyze vMR Specifications, Analyze SNOMED CT
Specifications, and Analyze Domain Clinical Model are performed to analyze vMR, SNOMED
CT, and DCM, respectively. The outcome of vMR and SNOMED CT analysis is utilized by Gen-
erate vM[R-SNOMED mappings to generate vMR-SNOMED mappings. Similarly, the outcome of
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VMR and domain clinical model analysis is utilized by Generate DCM vMR mappings to generate
DCM-vMR mappings, while the output of SNOMED CT and DCM analysis is used by Gener-
ate DCM SNOMED mappings to generate DCM-SNOMED mappings. These mappings belong
to our proposed semantic reconciliation model (SRM). The subsequent section 3.4 explains the
DCM in detail. In our research, the multi-model mapping is handled in two ways, a) expert-driven
multi-model mapping, explained in section 3.5 and b) schema-data level semantic reconciliation,
explained in chapter 4. The former one is a semi-automatic process of mappings with involvement
of physicians while the latter one methodology is fully automated without physicians involvement

at the middle of process.

3.4 Domain Clinical Model (DCM)

The HMIS and electronic medical record (EMR) systems play a critical role in healthcare [94] to
solve logistical organizational problems to improve experts’ clinical decisions and reduce the cost
of managing clinical information [95]. The HMIS and EMR systems are mostly used to maintain
patients’ active and inactive problems, allergy information, surgical, family and social histories,
current medications, nicotine and alcohol use, symptoms, vital signs, and laboratory and radiology
reports [101]. In general, physicians are familiar with these and other related clinical concepts.
Therefore, the system facilitates creation of knowledge rules using understandable clinical con-
cepts. The DCM provides a model to manage and organize the HMIS clinical concepts. We used
a proper Clinical Information Modelling Process (CIMP) [24], based on investigating concept se-
mantics. According to the standard requirements and recommended methods of the CIMP process,
we collected clinical concepts from the HMIS system, analyzed and specified the clinical context
among contents, and structured the DCM.

We structured the DCM concepts using a well-known and popular clinical notes protocol,
SOAP (subjective, objective, assessment, plan). SOAP notes were developed by [102] to provide
a logical and reproducible framework for generating medical records [103]. A SOAP-based model
improves the quality of client services by easy communication among healthcare professionals
and by enabling physicians to identify, prioritize, and track patients’ problems in a timely and

systematic manner [104]. Therefore, we designed a SOAP-based structure for DCM, which allows
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the clinical concepts to model in a scalable and manageable manner. We derived and aligned
DCM with the HL7 standard data model vMR to maintain semantics among different concepts,
as partially shown in Figure 3.5, as unified modeling language (UML) class diagram [105]. We
transformed the DCM model into an ontology format, which was semantically verified by SKMCH
physicians.

The information related to symptoms, past medical history, family history, social history, and
current medication that exist in legacy systems are modeled under the Subjective category of the
SOAP model. The Objective category includes vital sign and observable symptoms that can be
easily measured through different physical tests, laboratory tests, and imaging tests. In the Assess-
ment category, we organized all information about diagnoses, health status, and lifestyle changes
of the patients. In the Plan category, we modeled all recommended treatment plans such as pro-
posed medications, chemotherapy, radiotherapy, and surgeries. The individual DCM models are
shown in Figure 3.6, 3.7, 3.8, and 3.9 for the Subjective, Objective, Assessment, and Plan,

respectively, with attributes of the vMR data model.
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Figure 3.5: UML class diagram of domain clinical model (DCM) using a SOAP-based (Subjective,
Objective, Assessment, Plan) protocol and vMR data model.
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Figure 3.6: Subjective Model of DCM.

3.5 Expert-Driven Multi-Model Mapping

SRM is a reconciliation model that unifies concepts from three different models (i.e., SNOMED
CT, vMR, and DCM) and reconciles it with high level abstraction. SRM achieves the objectives
of interoperability, shareability, and user friendliness. While the system creates rules in MLMs

using the standard vMR data model and SNOMED CT codes to achieve shareability and inter-



CHAPTER 3. PROPOSED METHODOLOGY: SEMANTIC RECONCILIATION MODEL 32

:HNCBodySite PathologicalStage :ObservationResult ClinicalStage :ObservationResult
::BodySite ::Ol.vservation.Result ::ObservationResult
+ bodySiteCode :CD + mterpretgnon :CD [(‘)A,*] + interpretation :CD [0.4]
+ laterality :CD [0.1] + observationEventTime :VL_TS [0.1] + observationEventTime :VL_TS [0.1]
+ observationValue ANY [0.1] + observationValue :ANY [0.1]
::ObservatonBase ::ObservatonBase
+ observationFocus :CD + observationFocus :CD
+ observationMethod CD [0.1] + observationMethod :CD [0.1]
+ targetBodySite :BodySite [0.1] + targetBodySite :BodySite [0.1]
::ClinicalStatement ::ClinicalStatement
+ dataSourceType CD [0.1] + dataSourceType :CD [0.1]
+ id + id
+ templateld :I1[0..%] + templateld :I [0..4]
/I\ 0.+
0..*
ImagingResults :ObservationResult LaboratoryResults :ObservationResult
PatientDemographics :
::ObservationResult ::ObservationResult EvaluatedPerson
+ interpretation :CD [0.%] + interpretation :CD [0.%]
+ observationEventTime :IVL_TS [0.1] + observationEventTime :IVL_TS [0.1] ::EvaluatedPerson
+ observationValue :ANY [0.1] + observationValue :ANY [0.1] + age :PQ [0.1]
::ObservationBase ::ObservationBase + ageAtDeath :PQ [0.1]
+ observationFocus :CD + observationFocus :CD + bithTime :TS [0.1]
+ observationMethod :CD [0.1] + observationMethod :CD [0.1] + ethnicity :CD [0.4]
+ targetBodySite :BodySite [0.1] + targetBodySite :BodySite [0.1] + gender :CD [0.1]
::ClinicalStatement ::ClinicalStatement + isDeceased BL [0.1]
+ dataSourceType :CD [0.1] + dataSourceType :CD [0.1] + preferredLanguage :CD [0.1]
+ id + id + race :CD[0.]
+ templateld :1I[0..%] + templateld :1I[0..%] :Person
+ address :AD [0..%]
0. 0.* + name :EN [0.7]
+ telecom :TEL [0.4]
:Entity
[ + entityType :CD [0.1]
PhysicalExam :ObservationResult VitalSign :ObservationResult + id ol
+ templateld :II [0..¥]
::ObservationResult ::ObservationResult -
+ interpretation :CD [0.%] + interpretation :CD [0.%] (from Subjective)
+ observationEventTime :IVL_TS [0.1] + observationEventTime :IVL_TS [0.1] 1.*
+ observationValue :ANY [0.1] + observationValue :AANY [0.1]
::ObservationBase ::ObservationBase HNCEncounter :EncounterEvent
+ observationFocus :CD + observationFocus :CD
+ observationMethod :CD [0.1] + observationMethod :CD [0.1] ::EncounterEvent
+ targetBodySite :BodySite [0.1] + targetBodySite :BodySite [0.1] + encounterEventTime IVL_TS
::ClinicalStatement ::ClinicalStatement ::EncounterBase
+ dataSourceType :CD [0.1] + dataSourceType :CD [0.1] + encounterType :CD
+ i +oid ::ClinicalStatement
+ templateld :11 [0..%] + templateld :11 [0..%] + dataSourceType :CD [0.1]
0.* + id
0..* + templateld :11[0..]

(ffom Clinical Domain)

Objective :ClinicalStatement

::ClinicalStatement
+ dataSourceType :CD [0.1]] 1 »
+ id

+ templateld :11[0..*]

Figure 3.7: Objective Model of DCM.

operability, this increases the complexity of MLM creation for physicians. Therefore, the system
hides this complexity and achieves user friendliness by providing a selectable tree of DCM con-
cepts. It also provides SNOMED CT and DCM concepts in an IntelliSense window that allows

physicians to select the desired concept. Consequently, the MLLM’s complex structure and syntax
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Figure 3.8: Assessment Model of DCM.

with consolidation of vMR and SNOMED CT are hidden from physicians. The SRM model, as

shown in Figure 3.10, provides three types of mappings: DCM concepts to standard terminology
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Figure 3.9: Plan Model of DCM.
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+ templateld :II[0..%]

(from Clinical Domain)

i.e. SNOMED CT concepts (DCM-SNOMED), standard data model i.e. vMR to standard termi-

nology i.e. SNOMED CT concepts (vVMR-SNOMED), and DCM concepts to standard data model

i.e. (DCM-vMR). These mappings are described in the subsequent sub-sections.
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Domain Clinical Model

(DCM)
User Friendlir}gss, Semantics Shareability,
Interoperability Reconciliation F|eXIbI|'Ity, '
User friendliness
Model
Standard Data Model Standard Terminology
(VMR) (SNOMED CT)

Shareability, Interoperability

Figure 3.10: SRM: Multi-model mapping conceptual model.

3.5.1 Types of Mappings

DCM-SNOMED Mapping Using standard terminologies enhances the interoperability and
shareability of knowledge acquisition tools [28]. In the SRM model, we mapped DCM concepts to
SNOMED CT concepts to achieve shareability and user friendliness goals as physicians are more
familiar with DCM concepts than VMR and SNOMED CT concepts. In the user interface, the
physician selects the desired DCM concept during rule creation, while in the back-end process,
the selected DCM concept is represented with vMR and SNOMED CT code in the automatically
generated MLM. The system also provides physicians with choice of SNOMED CT concepts for

achieving flexibility in the DCM concept selection.

vMR-SNOMED Mapping Standard data models and terminologies help in interoperable and
shareable knowledge acquisition [26, 28]. These mappings are needed to achieve shareability
and interoperability of the knowledge base. The system automatically transforms the created
rule into Arden Syntax MLM with consolidation of the vMR and SNOMED CT codes of the
correspondingly used DCM concepts in the rule.

Additionally, the vMR-SNOMED mapping helps concept selection in the IntelliSense window
during rule creation. DCM concept scope may be compromised in some situations, requiring

the physician to select “missing value”’from the SNOMED CT. In this case, our system provides



CHAPTER 3. PROPOSED METHODOLOGY: SEMANTIC RECONCILIATION MODEL 36

IntelliSense functionality from SNOMED CT concepts instead of DCM concepts, which increases
flexibility for concept selection. In these mappings, VMR schema classes and their attributes are
mapped to the corresponding top hierarchy concepts of SNOMED CT. These mappings are verified

by physicians and domain experts in the HL.7 community.

DCM-vMR Mapping Understanding and memorizing all vMR schema classes and their at-
tributes is a tedious task for physicians. Therefore, in the user interface, our system provides
physicians with DCM concepts instead of vMR schema classes and attributes. These mappings
offer user friendliness for knowledge creation and interoperability of the knowledge base. The
DCM concepts are mapped to the corresponding vMR classes based on the DCM-SNOMED and
vMR-SNOMED mapping output.

3.5.2 SRM Mapping Methodology: Example

In SRM, we focused on three types of mappings, i.e., DCM-SNOMED mappings, vVMR-SNOMED
mappings, and DCM-vMR mappings. In this semi-automated method, the DCM-SNOMED map-
pings are generated using our previously developed ontology matching system (SPHeRe) [82].
SPHeRe’s matching algorithms include string, synonym, label, child, and property matching [25].
These algorithms are suitable for mapping SNOMED CT and DCM due to their ontological nature.
We achieved 83.6% accurate mappings using SPHeRe. The remaining ambiguous and un-mapped
concepts were mapped with the help of SKMCH physicians using the inspection method [106].
We extended our previous research with explicit semantic enrichment and mapped the DCM-
SNOMED (DCM-Standard Terminology Mapping) with high precision and accuracy, which is
described in chapter 4, section 4.1.

The vMR-SNOMED mappings were generated using the inspection method [106] involving
different physicians. The vMR data model contains some specific and limited classes and at-
tributes, which are mostly usable in CDSS systems. We selected the inspection method because
vMR class attributes require coded values from particular SNOMED CT top-level hierarchical
concepts. In the inspection method, the physician’s role is essential because the vVMR-SNOMED

mappings depend on the semantics described in notes, definitions, descriptions, and purposes of
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each class as well as attributes of vMR and top-level hierarchical concepts of SNOMED CT. The
methodology followed by physicians for mapping vMR schema classes to SNOMED CT top-level

concepts is illustrated in Figure 3.11. The vMR-SNOMED mapping process contains two phases.

Phase 1: Class-level mapping

Notes; Semantics Definition;

R T " Recognize SNOMED
i : SNOMED Specificati Find and Analyze:
Find and Analyze: Recognize vMR Rechication Y J Semantics J

. . + Formal Semantics Check Similarity
otes + Formal Semantics ;
I Definition; . ! For each top level concept: Brief Description; + Lexical Semantics
VMR cl Lexical Semantics ) of top level concept + Conceptual Semantics
of vMR class + Conceptual Semantics in SNOMED CT ptu

LY
:______________________________________________________________________________l
_____________________________________ 1 No Are similar

Semantics?

Establish and write mappings
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VMR-SNOMED
Mappin
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——————————————————————————————————————
Recognize SNOMED
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T

—— e —_—_

Figure 3.11: Expert-Driven vMR-SNOMED mapping process.

Phase 1: Class-level Mapping The vMR classes are mapped with corresponding top-level con-
cepts in SNOMED CT. We used the vMR specification document HL7 Virtual Medical
Record for Clinical Decision Support (vMR-CDS) Logical Model, Release 2 [107] and
SNOMED CT specification document SNOMED CT Starter Guide [108]. The vMR classes
and attributes are described in the notes and definitions in its specification document. First,
the notes and definitions of each vMR class are found and analyzed to understand the seman-
tics of that particular class. Similarly, all SNOMED CT top-level hierarchical concepts are
examined against the selected VMR class. The definition and short description parts of each
SNOMED CT top-level concept are iteratively explored and analyzed. Physicians recog-
nize the semantics (i.e., formal, lexical, and conceptual semantics) of the top-level concept.
Based on the physicians’ analyses of both the vMR class and the SNOMED CT top-level
concept semantics, they compared the similarity and retained semantically matched con-

cepts. For example, the VMR class ProcedureEvent is mapped to the SNOMED top-level
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concept Procedure (71388002), as shown in Figure 4.8.

Phase 2: Attribute-level Mapping We mapped the attributes of vMR class with a SNOMED
CT top-level hierarchical concept and its child concepts with specified domain constraints.
Primitive attributes proceed with the normal mapping process; however, for associative at-
tributes, the association class is first retrieved, and its attributes are mapped with SNOMED
CT concepts using a recursion process. The associative attributes of the selected class are
linked with its association class. Furthermore, the phase I steps for finding, analyzing,
and identifying semantics are repeated. The additional phase II steps include finding at-
tribute types, processing the association classes, and controlling the domain constraints on
child concepts to reduce the size. Finally, vMR class attribute semantics are compared with
SNOMED CT concept semantics to assess similarity. Similar semantics are considered as

mapped concepts and are stored in the mapping repository.

The third mapping category is DCM-vMR mappings, which we achieved using the law of transitive

relation, as represented by Equation 3.1.

VCpcus Csnomed, ComreX : (Cpem RCsnomed N Csnomed RComr) = Cpem RCyar (3.1)

We already mapped the DCM with standard terminology using DCM-SNOMED mapping, and
standard data model vMR with standard terminology using vVMR-SNOMED mapping, now the
third one mapping DCM with standard data model vMR DCM-vMR mapping can easily achieve

using transitivity law.

3.6 Summary

In the aforementioned multi-model mapping methodology, we focused on three types of mapping,
DCM-SNOMED mapping, vMR-SNOMED mapping, and DCM-vMR mapping. As we men-
tioned that DCM-SNOMED mapping are achieved using our previous work of semi-automatic
ontology matching system (SPHeRe) [82] with accuracy of 83.6%, and the remaining accuracy is

achieved by involvement of physicians. Similarly, vYMR-SNOMED mapping was achieved using
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expert-driven approach with full involvement of physicians. Therefore, we automated this process
without involvement of physicians for DCM-SNOMED mapping, vVMR-SNOMED mapping, and
DCM-vMR mapping with our proposed schema-data level semantic reconciliation methodology,
described in chapter 4. The verification and validation of mapping is performed by physicians
after completion, while there is no need of physicians involvement in the middle of the mapping

process.



Chapter 4
SRM: Schema-Data Level Semantic Reconciliation

The knowledge base of each decision support and recommendation system can be represented
in different standard and non-standard representations such as production rules, medical logic
modules, predicate logic, knowledge frames, and many others. The common facts in all these
representations are condition and conclusion parts of the rule. Each rule has condition part and
conclusion part, in further division each condition and conclusion has keys and values. The keys
are usually dependent on the schema concepts of HMIS systems, while the values are the actual
data instance of HMIS systems. For instance, a production rule IF disease = Head and Neck
Cancer and Age >= 40 Then Treatment Plan = Surgery, shown in Figure 4.1, contains the
schema concepts (Keys) Disease, Age, and Treatment Plan, and the corresponding data instance
concepts (Values) Head and Neck Cancer, 40, and Surgery. The same rule is represented in two
different HMIS systems HMIS-1 and HMIS-2 with different concepts, therefore, the same rule
with different concepts can not be executed when it is not interoperable using some standard
concepts.

According to the aforementioned example in Figure 4.1, we need schema and data level seman-
tic reconciliation to deal with such type of problem. In knowledge interoperability, we focused on
the schemal level interoperability and data level interoperability. Therefore, our proposed method
Schema-Data Level Semantic Reconciliation provides multi-modal mappings among local con-
cepts DCM, standard terminology concepts such as SNOMED CT, and for schema level standard
data model such as vMR. Usually, the production rule is created in localized concepts of DCM,
and it is required to transform into standard such as the schema concepts transformed into vMR
concepts and data concepts transformed into standard SNOMED CT concepts code. The schema

concept Disease is the ObservationFocus attribute of ObservationResult class, while the SNOMED

40
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Plain Rule: Contains Key = Value Fact 1
Knowledge Base — | If Disease = Head and Neck cancer and Age >= 40 — Key = Value Fact2

Then Treatment Plan = Surgery

Keys Values
This rule can not execute

|, for HMIS-1 and HMIS-2

Factn

)\ = Diverse Schema = Concepts = Concepts
= Diverse Instances * Integer

= float

= ranges

Clinical Systems

(EHR/EMR) ———» Schema Instances
Clinical System  Disease Head and Neck cancer Treatment Plan Surgery
HMIS-1 Disorder HNC Treatment Plan Surgical Procedure
HMIS-2 lliness Head and Neck cancer Treatment Surgical Treatment
HMIS-1 Plain Rule: HMIS-2 Plain Rule:
If Disorder = HNC and Age >= 40 Then If lliness = Head and Neck cancer and Age >= 40
Treatment Plan = Surgical Procedure Then Treatment = Surgical Treatment

Figure 4.1: Example of rule representation in general

CT code of data concept Head and Neck Cancer is 255056009. The above production rule is trans-
formed into standard format as follow and also shown in Figure 4.2 :

If ObservationResult.observationFocus =  “64572001” and ObservationRe-
sult.ObservationValue = “255056009” and EvaluatedPerson.age >= 40 Then Pro-
cedureEvent.procedureCode = “413737006” and ProcedureEvent.procedureMethod =
“387713003”. Using standard terminology concepts and data model class with attributes, the
production rule can easily be integrated with legacy systems to execute the knowledge for diverse
input of data. In order to achieve interoperability Schema-Data Level Semantic Reconciliation
provides three types of mappings: DCM concepts to standard terminology (DCM-SNOMED
CT), standard data model to standard terminology (vVMR-SNOMED CT), and DCM concepts
to standard data model (DCM-vMR), which is explained in the following sections. In previous
chapter (Chapter 3), all these mapping were achieved using semi-automatic methodology with
inspection method, now we designed and developed different algorithms to achieve these

mappings with high accuracy and with less physician interventions.
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HMIS-1 Plain Rule: HMIS-2

If Disease = Head and Neck cancer and Age >= 40
Then Treatment Plan = Surgery

Plain Rule: Plain Rule:
If Disorder = HNC and Age >= 40 Then Treatment Plan If lllness = Head and Neck cancer and Age >= 40
= Surgical Procedure Then Treatment = Surgical Treatment
Rules’ Facts Representation in VMR classes and SNOMED CT codes

1 1
| l Disease = “Head and Neck cancer” ‘ _— l ObservationResult.observationFocus = “64572001” and ObservationResult.ObservationValue = “255056009” ‘ |
1 1
1 l Age >= 40 ‘ — l EvaluatedPerson.age >= 40 ‘ 1
1 1
: l Treatment Plan >= Surgery ‘ _— l ProcedureEvent.procedureCode = “413737006” and ProcedureEvent.procedureMethod = “387713003” ‘ :

@ Interoperable, integrateable

If ObservationResult.observationFocus = “64572001” and ObservationResult.ObservationValue = “255056009” and EvaluatedPerson.age >= 40
Then ProcedureEvent.procedureCode = “413737006” and ProcedureEvent.procedureMethod = “387713003”

Figure 4.2: Example of rule representation in standard format

4.1 DCM-Standard Terminology Mapping

The current ontology mapping systems reflect the internal semantics of the source and target on-
tologies only and lack the external semantics during execution of mapping algorithms [47]. In
the current context, the internal semantics mean that the relationships among the concepts of ter-
minologies specified by the owner institutions based on their requirements, while the external
semantics are the more generic relationships based on the standard terminologies. Therefore, in
addition to the internal semantics, we inset the external semantics to the source and target concepts
before the execution of matching algorithms. We transmute the short form of used acronyms, if
exist, into their extended forms using acronyms library before the insertion of external semantics.
The acronyms transmutation helps in enhancing the mapping accuracy up to some extent. In pro-
posed mapping model, we inset the explicit semantics with the insertion of synonyms, hypernyms,
hyponyms, and meronyms of the source and target concepts vectors. We used the existing two
libraries, WordNet [109] and ConceptsNet5 [110], to inset the explicit semantics.

The proposed model allows to define the strategy for algorithms execution. The strategy may
allow to execute all matching algorithms in sequential manner, or it may execute some of algo-

rithms in defined sequence. The system provides different matching algorithms, such as string
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matching, label matching, child matching (means internal Childs of source and target), and prop-
erty matching, these are well-known algorithms in ontological mappings. But the existing match-
ing systems lack to inset the explicit semantics into the space vectors, therefore, we inset the
explicit semantics into matching algorithms. The proposed system is evaluated to map localized
concepts of a DCM of our collaborative hospital with standard terminology SNOMED CT. The
localized DCM covered the concepts of head and neck cancer. The system mapped the concepts
of DCM with SNOMED CT with 95% of precision, 92% of recall, and 93% F-measure. The

proposed system only focuses on high precision and recall of the mapping.

4.1.1 Architectural View

The significant feature of semantic reconciliation methodology is the inclusion of semantics into
the vectors of the source and target terminologies. The existing algorithms only focused on the
internal semantics as child, siblings, and parents’ similarity matching within the source and tar-
get terminologies. In addition to the external semantics, the proposed system insets the external
semantics of the matching concepts in the form of their synonyms, hypernyms, hyponyms, and
meronyms from semantically rich libraries. We used well-known libraries WordNet and Concept-
sNet5 for including the external semantics. The system transmutes the short form of acronyms
into their extended form using acronyms library. The DCM, developed for our collaborative hos-
pital, contains acronyms for some concepts; acronyms highly effect the accuracy of matching
algorithms. Therefore, the proposed system included the acronyms inset using the All-Acronyms
library.

We designed and implemented a library to orchestrate multiple matching algorithms based on
the selected algorithm execution strategy. The strategy can be selected to execute all matching
algorithms sequentially or to execute some selected algorithms in a specific manner. Figure 4.3
demonstrates the reconciliation model to map the standard terminology and DCM. Following are
the detail description of the reconciliation model. Execution Control fetches the concepts of DCM
and standard terminology SNOMED CT. When concepts exist in both of the terminologies then
different matching algorithms are executed to find similarity score. If the similarity score is higher

than threshold value (0.8) then source and target concepts are considered as mapped concepts. In
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Figure 4.3: Semantic reconciliation for DCM-Standard Terminology

contrast, if similarity score is less than threshold value then we inset the explicit semantics into
the space vector.

Explicit Semantic Inset for insertion the external semantics to the matching concepts’ space
vectors. In Explicit Semantic Inset, the concepts are preprocessed for the basic operations such
as tokenize the concepts and remove the stop words, if exist; using the Concepts Preprocessing
component. In second step, the Acronym Inset transmutes the short form of acronyms, if exist;
to the corresponding extended forms using All-Acronyms library [111]. For instance, the concept
“EB Virus ”is transformed to “Epstein-Barr Virus”. In third step, Stem words Inset transforms
the concepts to their stem words. We focused on the stem transformation of nouns, verb, and
adjectives because these parts of speech are mostly used in the terminology concepts.

In fourth step, we include the synonyms of the concepts using Synonym Inset component. We
limited the synonym recursion depth up to second level of hierarchy due to performance with
respect to handling the multi-dimensionality of the concepts. In fifth step, the semantics with
respect to hypernyms are included into the concepts vector using Hypernyms Inset component.

In case of hypernyms insertion, we extended the recursion depth up to two, because the multi-
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dimensionality cannot be effected by two hypernym concepts. In sixth step, the external semantics
with respect hyponyms are inserted into the concepts by Hyponyms Inset. There is a chance of
the existence of many Childs for the matching concepts. Therefore, the recursion depth is selected
up to first level of child concepts and it regulates the multi-dimensionality to some extent. In
final step of Explicit Semantics Inset, we included the meronyms of the matching concepts using
Meronyms Inset. Meronyms may not be available for each matching concept; in unavailability
case, the system discards the meronyms insertion. We selected the recursion depth as first level
for the meronyms insertion.

After the insertion of explicit semantics, a strategy is built for the execution of matching algo-
rithms. The system has two options to execute algorithms; a) execute all algorithms sequentially,
b) execute only selected algorithms; from the Matching Algorithms Library. In the proposed sys-
tem, we have String Matching, Label Matching, Child Matching, Parent Matching, and Property
Matching algorithms. Based on the selected strategy, the system executes the algorithms. Each al-
gorithm calculates the similarity score and provides it to the Generate Mappings component. This
component evaluates and compares the similarity score with the defined threshold value “0.8”,
which is a recommended threshold value for concept matching in medical domain [112]. When
the similarity score is greater than or equal to the threshold value then the concepts are considered
as matched concepts, otherwise concepts are unmatched and system is executed for another iter-
ation. The Verify Mappings component verifies the mapped concepts, when a single concept is
mapped with multiple concepts of SNOMED CT then Verify Mappings gives alert to physicians
for verification and final decision. Based on verification criteria, the mapped concepts are stored

into the DCM-Standard Terminology Mapping repository otherwise the concepts are discarded.

4.1.2 Matching Algorithms

The Execution Control allows to select some particular matching algorithms or all algorithms for
execution in sequential form. Firstly, the string matching algorithm provides matching concepts
based on characters involved in the concepts. This includes prefix, suffix, edit distance, n-gram
and others string matching algorithms. The equation 4.1, describes the function f(z) performing

the string matching on two concepts C; and C; in two different ontologies source O, and target
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Oy, respectively. Different string matching techniques are used to find similarity score value.

f(@) < Ci(05)[)Cj(O1)VS . Ci € O, C; € Oy
Mappedconcepts = Rgllnglf(x) (41)

whereSy, € {set of string matching algorithms}.

In label matching, the system maps concept C; and C;; of source O, and target O; ontologies based
on the assigned labels. The assigned labels in ontologies may contain some special characters and
stop words, therefore, it is required to remove before mapping. The function h(z) in equation 4.2

removes the stem and special characters from labels and concatenate with space.

h(z) < removeSpecial AndStem(C;(Os).label, Cj(Oy).label) . C; € O,,Cj € Oy

Ch 4.2)
Concatenated(h(z)) + Z h(x)

i?j
After removing stem and special characters, the concepts C; and C; in Equation 4.1 is replaced

with their labels such as Cj.label and C;.label, it becomes as Equation 4.3

(&) « Ci(Oy).label [ | C;(Oy).labeldSy, .-, Ci € O5,Cy € O,
Mappedconcepts - RZC;HRJCLLL]C(%) (43)

whereSy € {set of string matching algorithms}.

In child matching algorithm, we map the child concepts of source C; and C; target concepts.
Internally, the child mapping use the string matching algorithm of Equation 4.1 to find the same
childs of the input concepts. Algorithm 1 describes the child matching process with the help of
Equation 4.4. If the number of mapped child is greater than threshold value then the input concepts

C; and C} are considered as matched concepts.

f(x)  Child; o(O,) (| Childy.(Oy)VS .. Child; . € Oy, Child;.. € O
MappedConcepts = R RS™ f () (4.4)

whereSy € {set of string matching algorithms}.
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Algorithm 1: child matching algorithm
Imput : C; of Os; Source Ontology Concept

C; of Oy Target Ontology
Result: MyppedConcepts
1 Initialization: NumMappedChild = 0O;
2 foreach Child; . of C; in Os do
3 foreach C'hild; . of C; in O; do

4 if Child; . is equal to Child; . then

5 f(x) < Child; .(Os) N Child; .(O)¥Sk, ... Child; . € Os, Child;. € Oy;
6 NumMappedChild = NumMappedChild + 1;

7 Break;

8 end

9 end

10 if NumM appedChild is greater than or equal to ThresholdV alue then

1 MappedConcepts < Ci(Os) N Cj(Oy);
12 Break;

13 end

14 end

In ontology matching, properties has very important role in describing a particular concept. If
some properties of source C; and target C; concepts, and the number of mapped properties are
greater or equal to threshold value then those concepts are considered as mapped concepts. The
process of Algorithm 1 can utilize to map the properties mapping, but the only difference is to
check the properties instead of child. The Equation 4.5 shows the core of property matching of

source C; and C; target concepts.

f(x) « Property; .(Os) ﬂ Property;..(Oy)VSy, ... Property; . € O, Property;. € Oy
Mappedconcepts - Ricﬁl-RJC;Hf(x) (4'5)

whereSy, € {set of string matching algorithms}.

After finding similarity score using the aforementioned corresponding equations and algo-
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rithms, the similarity score is compared with threshold value, if it is less than threshold value
then our proposed technique embed the explicit semantics into a space vector with acronyms, syn-
onyms, hypernyms, and hyponyms. This process enrich the space vector of the source C; and
target C; concepts with their explicit semantics. The enriched space vector enhance the similarity
score of the mapping concepts. The semantically enriched space vectors for source C; and target

C; concepts are depicted in Equation 4.6 and Equation 4.7, respectively.

SV (C;) = [Stem(C;), Acro(C ZSyn i),ZHyper(Ci), ZHypo(Ci), ZM@TO(CZ)]
k=0 k=0 k=0

(4.6)

SV (Cj) = [Stem(C;), Acro(C ZSyn Cj), ZHyper(Cj),ZHypo(Cj),ZMero(Cj)]

“4.7)

Where ") is the collection of dynamic number of corresponding concepts such as number of
synonyms, number of hypernyms, number of hyponyms, and number of meronyms of source Cj;
and target C'; concepts. The space vectors SV (C;) and SV (C}) of corresponding source C; and
target C; concepts are used to find the final similarity score, which is explained in the following

section. Algorithm 2 shows the complete process of DCM and standard terminology concepts.

4.1.3 Scenario: Finding Final Similarity Score

The proposed system insets the external semantics before the execution of matching algorithms
and finding the similarity score. This approach enhanced the mapping accuracy and resolved the
issue of multiple matched concepts. We extended the standard cosine similarity formula (Equation

4.8), based on the semantics insertion.

AB iz Ai-Bi
IAIIBI [y a2, /5, B2

CosineSimilarity =

(4.8)
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Algorithm 2: DCM and Standard Terminology mapping algorithm

Input : O Source Ontology
O; Target Ontology
Result: Mappedconcepts
1 Initialization: InitialSimilarityScore = 0.0;
2 Initialization: FinalSimilarityScore = 0.0;
3 foreach C; of O, do

4 | foreach C; of O; do

5 stringSimilarity = stringMatching(C;, C});

6 childSimilarity = childgMatching(C;, C));

7 label Similarity = labelMatching(C;, C});

8 propertySimilarity = propertyMatching(C;, C});

9 InitialSimilarityScore =

max (stringSimilarity, childSimilarity, label Similarity, propertySimilarity);

10 if InitialSimilarityScore is less than T hresholdV alue then
11 SV (C;) = preprocessConcepts(C;);

12 SV (C;) = SV (C;) + InsertExplicitSemantics(C});

13 SV (C;) = preprocessConcepts(C);

14 SV (Cj) = SV (Cj) + InsertExplicitSemantics(C));

15 Cosinesim = i1 SV(G).5V(C;) ;

VI V(G V(G

16 FinalSimilarityScore = Cosinesin;

17 if FinalSimilarityScore is greater than or equal to T hresholdV alue then
18 Mappedooncepts < Cz(Os) ﬂ Cj (Ot);

19 Break;

20 end
21 end
22 else

23 Mappedconcepts — Cz (Os) m Cj (Ot);

24 Break;
25 end
26 end
27 end

We added the union of stems, synonyms, hypernyms, hyponyms, and meronyms into Equa-
tion 4.8 and extended to equation in Figure 4.4. As an example, one DCM concept “Smoking sta-
tus” is mapped with three different SNOMED CT concepts “Smoking status at 4 week”, “Smoking
status at 52 week”, and “Smoking monitoring status” according to the standard cosine similarity

in Equation 1 with similarity score 0.816. The same similarity score for three concepts creates
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misperception in matching the exact concept. The proposed system resolved this misperception
with the insertion of explicit semantics using equation in Figure 4.4. Our approach calculated the
similarity score 0.739 for “Smoking status at 4 week” and “Smoking status at 52 week”, while
0.926 is calculated for “Smoking monitoring status”. Therefore, it is easily distinguishable and it

is considered as matched concepts. The inserted semantics are shown Figure 4.4.

Breathing

Hypernyms

SNOMED CT

DCM Concept
Smoking

Standard Formula

Smoking
Status at 4
weeks

Smoking
Monitorin
g Status

Hyponyms

Synonyms & Stems

4B _ n A B
|a]]5] J Al L BE

Extended Formula

Cosine Similarity = Existing Approach Proposed Approach

Smoking Status

e i=1(4;V Stem(4;) U Syn(A;) U Hyper(A;) U Hypo(Ay)). (B; U Stem(B;) U Syn(B;) U Hyper(B;) U Hypo(B,)).
Cosine Similarity =

L1(4:"U Stem(A)? U Syn(4)? U Hyper(4)2 U Hypo(Ai)Z)J f1(Bi*U Stem(B)? U Syn(B;)? U Hyper (B)* U Hypo(B))?)

Figure 4.4: Example of external semantic insertion

4.2 Standard Terminology and Data Model Mapping

In the start of this chapter, a production rule is transformed into standard format with emergence
of standard data model vMR schema classes and standard terminology SNOMED CT codes, as
depicted in Figure 4.2. The concepts used in production rules such as disease, head & neck cancer,
age, treatment plan, and surgery, are localized concepts of DCM. The left side concept of each
fact in the rule transformed into corresponding standard data model vMR schema classes with
attributes such as ObservationResult.observationFocus. While the right side concept of each fact
transformed into standard terminology code such as 64572001. Therefore, the proposed system

requires mapping among standard terminology concepts and standard data model classes with
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attributes.

The standard data model vMR contains approximately 49 classes with hundreds of attributes,
on the other hand, SNOMED CT contains more than 0.3 million concepts with 19 top hierarchical
concepts. A single attribute of vMR class can be bind with some particular concepts in a single
or multiple hierarchies of the SNOMED CT. It is difficult to map vMR classes and SNOMED CT
hierarchical concepts using the aforementioned matching algorithms in previous section 4.1. The
standard concepts can be mapped based on the concepts definitions published in the correspond-
ing specification documents such as SNOMED CT specification document SNOMED CT Starter
Guide [108] and vMR specification document HL7 Virtual Medical Record for Clinical Decision
Support (vMR-CDS) Logical Model, Release 2 [107]. Therefore, we introduced definition-based
mapping in the ontology matching algorithms, which maps the standard concepts based on their
definitions. The definition-based mapping is different than the semantic mapping. In definition-
based mapping, we mapped the concepts definitions, which are defined in specification document,
while the semantic mapping focuses on the internal semantics of concepts within the particular
ontology. Figure 4.5 illustrates the abstract view of the reasons of including definition-based map-

ping in the existing ontology matching algorithms.

VMR Specification SNOMED CT Specification

difficult to map using traditional
mapping algorithms

Combination of NLP and Similarity
matching algorithms

Contains 49 class and approximately Contains more than 0.3 million concepts but
315 attributes top hierarchal concepts are 19
l Standard Terminology and Data Model
mapping algorithm P .
Specification Document to describe all pping alg Specification Document to describe
classes and attributes conceptual model and hierarchies
Definitions Purpose Definitions Purpose

SNOMED CT and vMR mappings

Figure 4.5: Abstract view of standard terminology and data model mapping
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In proposed technique, we map the definition of vMR classes and their attributes with defini-
tion of SNOMED CT top hierarchical concepts. The cardinality of mapping is many to many, a
single vMR class and attribute can map with multiple top hierarchical concepts of SNOMED CT.
Similarly, a single top hierarchical concept of SNOMED CT can be mapped with multiple vMR

classes and attributes.

4.2.1 Architectural View

In previous section 4.1, we inset the explicit semantics into space vectors of the source concept
and target concept to semantically enrich the corresponding vectors for enhancing the matching
algorithms’ recall and precision. The similar approach of explicit semantics embedding is also
used in standard terminology and data model mappings. Additionally, we inset the implicit se-
mantics into the vectors after preprocessing the definitions of VMR classes and top hierarchical
concepts. The explicit semantics is defined in definition 4.2.1, while implicit semantics is defined

in definition 4.2.2.

Definition 4.2.1: Explicit Semantics: The explicit semantics of a concept C; in ontology O,
is ES(C;), which is the collection of synonyms (C; € Syn(C;)), its generalization (C; €

Hyper(C;)), and specialization (C; € Hypo(C;)) of concept.

Definition 4.2.2: Implicit Semantics: The implicit semantics of a concept C; in ontology Oy is
I5(C;), which is the collection of its lexical chain lc(C;) as the sum of all implicit relationships

le(Cy) =3 RelatedTerms(C;) + 5. TypeO f(C;) + > PartO f(C;) + Y. SeeAlso(C;) .

We proposed the definition-based algorithm to integrate with systems to find the similarity of
concepts based on definitions in the corresponding specification documents. Figure 4.6 depicts the
semantic reconciliation process of standard terminology and standard data model mapping. We
extract the definition of each concept from standard terminology and data model from specification
document using Extract Definitions, which are already identified in documents. After definition
extraction, we prepare the space vector (SV') for each of the concepts using Create Word Vector.
The created vectors are use to preprocess with concept extraction, removing stop words, and find-

ing stem words in the sub process of Explicit Semantics Inset. The process of explicit semantics
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Figure 4.6: Semantic reconciliation for standard terminology and data model

embedding is similar that already described in previous section 4.1. Additionally, we inset the
implicit semantics into space vector (SV') of each concept using Implicit Semantics Inset.

As mentioned in definition 4.2.1, the explicit semantics are directly related to the concepts
synonyms, its generalized concepts, and specialized concepts. However, according to definition
4.2.2, we embed the lexical chain with implicit relationship of a particular concept with other con-
cepts such as Related-Terms, Type-of, Part-of, and See-also. We used a well-known repository of
concepts network, called ConceptsNet. The amalgamation of different specialized, generalized,
and implicit relationship concepts lead to word sense disambiguation problem [113]. Currently,
there are some existing solutions are available for the word sense disambiguation problem. How-
ever, we used two solutions Maximum Words Overlap (MWO) [114] and Least Common Subsumer
(LCS) [115], due to their better results in word disambiguation algorithms.

The space vector with explicit semantics and explicit semantic are send to Similarity Calculate
module for finding the similarity between vectors. This module calculates similarities with three
different similarity finding algorithms Cosine Similarity, Jaccard Similarity, and Overlap Simi-
larity. We selected these three similarity algorithms due to their high performance in precision.

Sometimes, all three algorithm give very same similarity score, but usually the similarity score are

Yes No List computed
Similarities | e



CHAPTER 4. SRM: SCHEMA-DATA LEVEL SEMANTIC RECONCILIATION 54

different. In case of different similarity score values, we consider the maximum score value as a
final similarity score. The Compare Similarity module is responsible for finding maximum value
of similarity score. We add that score values with corresponding concepts into list of computed
similarities as List Computed Similarities. After complete all iterations for a single concept, we
choose the top 2 concepts as matched concepts and store those concepts as one-to-many mappings
list in the repository. The same process will be continue till the end of all concepts of standard

data model repository.

4.2.2 Algorithmic View

As we discussed in previous section, that ontology matching techniques usually lack definition-
based matching, however, our proposed algorithm takes two standard ontologies source ontology
O, and target ontology O, with specification and definition of concepts. Each set of ontology O, =
{C1,C5,Cs,..,C, ..., Cp}, and Oy = {C4, Cy, Cs, .., Cj..., Cy, } contains identified definitions of
the concepts. The architecture in Figure 4.6 is algorithmically depicted in Algorithm 3.

After extracting definition of each concepts, the preprocessed definition is stored into a space
vectors SV (C;) and SV (C};) for source and target concepts. In processing, we remove the stop
words and special characters, and transmute the short form of different abbreviations, if exists. We
insert the explicit semantics into space vectors with same equations 4.6 and 4.7 for space vectors
ESV(C;) and ESV (C}), respectively, as described in previous section 4.1.

The InsertImplicitSemantics(Cj) function is inset the lexical chain of implicit relation-
ships with different properties such as Related-Terms, Type-of, Part-of, and See-also. The two
implicit space vector 1SV (C;) for source and 1SV (C;) for target concepts are prepared as in
Equation 4.9 and Equation 4.10, respectively. These relationships are fetch from online repository
ConceptsNet5 for each corresponding concept. The implicit relationships decrease the computa-
tional performance but it increase the precision and recall of the matching algorithms, which is our
required criteria to find more precise concepts. When the space vector preparation is completed

then we find similarity scores using different similarity algorithms.

ISV (C;) = lc(z RelatedT erms(C, Z TypeO f(C Z PartOf(C Z SeeAlso(C;))
k=0 k=0 k=0
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Algorithm 3: Standard Terminology and data model mapping algorithm

Inp

Res

ut : Os Source Ontology as data model specification
O, Target Ontology as standard terminology specification
Os; ={C1,Cs,Cs,..,C;, ..., Cp}
= {}C1,C,C5,..,Cy...,Cp}
ult: Mappedconcepts

1 Initialization: FinalSimilarityScore = 0.0;
2 foreach C; of O; do

3

e o N N A

10
11
12

13

14

15
16
17
18
19
20
21 end

Definition(C};) = ExtractDefinition(C});
SV (C;) = preprocessDefinition(C});
SV (C;) = SV (C;) + InsertExplicitSemantics(C;);
SV (C;) = SV (C;) + InsertImplicitSemantics(C;);
foreach C; of O; do
Definition(C}) = ExtractDefinition(C});
SV (C;) = preprocessDefinition(C});
SV (Cj) = SV (Cj) + InsertExplicitSemantics(C));
SV (C;) =SV (Cj) + InsertImplicitSemantics(C});
end
> iy SV(Ci).SV(C)) )
VL SV(CiP /3, SV(C)?
s
Overlapsim = sV ST’
FinalSimilarityScore = maz(Cosinesin,, Jaccardsipy,, Overlapsin );
if FinalSimilarityScore isgreaterthanorequaltoT hresholdV alue then
Mappedconcepts < C’L(OS) ﬂ Cj (Ot);
Break;

end

Cosinegym =

(4.9)

ISV (Cy) = lc(z RelatedTerms(C Z TypeOf(C Z PartOf(C Z SeeAlso(C

k=0 k=0 k=0
(4.10)

Once we get four vectors, source explicit space vector ESV (C;) and implicit space vector

ISV (C;), and target explicit space vector £SV (C};) and implicit space vector ISV (C};) then we
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integrate these vectors to make it appropriate format for similarity matching, using equations 4.11

and 4.12.
SV (C;) = ESV(C;) + ISV (Cy) (4.11)
SV (Cj) = ESV(C;) + ISV (Cj) (4.12)

We use three similarity algorithms Cosine Similarity (Cosineg;,), Jaccard Similarity

(Jaccardgiy,), and Overlap Similarity (Overlapsg;y,) using equations 4.13, 4.14, and 4.15, re-

spectively.
Cosinegipm = 2i=1 SV(Ci) SV(C) (4.13)
\/2?21 SV(Ci)2\/E?=1 SV(Cj)2
o ISV (C;) NSV (Cy)|
Jaccardgiy, = SV(C) USV(C;)| 4.14)
Overlapgim = [SV(Cs) NSV (C)| (4.15)

min(|SV (G|, [SV(C;)])

Finally, we consider the maximum similarity score as a final value, and that value is compared with
threshold value. Final similarity score is identified using Equation 4.16. If final similarity value
is greater than or equal to threshold value then the concepts are considered as matched concepts

otherwise as unmatched concepts.

FinalSimilarityScore = max(Cosinegim, Jaccardsiy,, Overlapsin) (4.16)
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4.3 DCM and Standard Data Model Mapping

The third type of mappings provided by SRM are mappings among localized concepts of DCM and
standard data model such vMR. Once we get mappings among DCM and standard terminology and
mappings among standard terminology and data model, then we can easily get the mapping among
DCM and standard data model using transitivity law in Equation 3.1 in chapter 3. Figure 4.7 shows
the DCM and standard data model mapping using transitivity law.

The resultant mapping are shown in Figure 4.8, which illustrates an example of DCM-
SNOMED, vMR-SNOMED, and DCM-vMR partial mappings for three DCM concepts (i.e., sur-
gical history, potentially malignant disorders, and psychiatric disease history) that belong to the
Subjective part of DCM with some partial mappings shown in Table 4.1. In Table 4.1, columns
1, 2, and 3 show some of the mappings between DCM, SNOMED CT, and vMR concepts, while
columns 4, 5, and 6 (DCM Values Set, SNOMED CT Code (for Values set), and vMR Concept
Attributes (for value set)) show the mapping of corresponding values sets of DCM, SNOMED CT,
and VMR concepts, respectively. Table 4.1 partially depicts the three types of mappings in SRM.

e s I
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Figure 4.7: DCM and standard data model mapping using transitivity law.
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Subjective :

RiskFactors :

@

SurgicaHistory :ProcedureEvent

“ProcedureEvent
+ procedureTime :IVL_TS [0.1]
ProcedureBase
approachBodySite BodySite [0.1]
procedureCode CD
procedureMethod CD [0.1]
targetBodySite :BodySite [0.1]
ClinicalS tatement
+ dataSourceType CD [0.1]
"

+ templateld :Il [0.7]

I

0.t

talignantDisorders :

(] g
5

bservationResult

ObservationResult
+ interpretation :CD [0
+ observationEventTime WVL_TS [0.1]
+ observationValue ANY [0.1]
ObservatonBase

+ observationFocus :CD
+ observationMethod CD [0.1]
+ tagetBodySite :BodySite [0.1]
ClicalStatoment

+ dataSourceType €D [0.1]

id
+ templateld :11 [0..")

SurgicalHistory (DCM) - ProcedureEvent (vMR) - Procedure (SNOMED) Potentially Malignant Disorders PMD (DCM) - ObservationResult (vMR) - Clinical Finding (SNOMED)
VMR Classe: SNOMED CT
Attributes DCM concepts Desc SNOMED CT Code VMR Classes' Attributes DCM concepts SNOMED CT Description SNOMED CT Code
approachBodySite Associative Type: Refer to BodySite T observaltionValue leukoplakia Leukoplakia (disorder) 274134003
procedureCode SurgicalHistory Surgical procedure 387713003 Submucous Fibross Oral submucosal fibrosis (disorder) 32883009
procedureMethod | Vocal cord stripping | Stripping of ;m‘ cords 9373007 observationFocus Potentially Malignant Disorders (PMD)| Malignant tumor of head and/or neck 255056009
rocedure
Laser surgery Laser surgery (procedure) 35631009 vital staining Vital stain method (procedure) 104249006
Cordectonry Cordectomy of vocal cord 47935000 oral cytology Cytology examination - general 168440009
procedure
Laryngectomy Laryngectomy (procedure) 72791001 light-based detection / oral Magnetic resonance spectroscopy. 241671007
Partial laryngectomy | _ Partial laryngectomy 80513001
Total laryngectomy Total laryngectomy 66478002 targetBodySite Associative Type: Refer to BodySite
Myocutaneous flaps | Myocutaneous flap of 65635008
head and neck (procedure)
Pharyngectomy Pharyngectomy 51265002 . —
Free flaps Reconstruction with free 240985005 Body Part (DCM) - BodySite (vMR) - Body Structure (SNOMED)
flap (procedure) VMR Classes' SNOMED CT
Lymph node removal Biopsy of lymph node 21911005 ) Attributes DCM concepts Description SNOMED CT Code
(procedure) bodySiteCode Tarynx Laryngeal structure (body 4596009
L Tracheotomy/Tracheosto| _ Incision of trachea 48387007 structure)
targetBodySite ‘Associative Type: Refer to BodySite N Oropharynx Oropharyngeal structure 31389004
(body structure)
oral cavity Oral cavity structure (body 74262004
buccal cavity Oral cavity structure, 74262004,
tongue Tongue structure (body 21974007
Motor cortex Motor cortex (body 11931008
Visual cortex Structure of Brodmann 128330006
areas 17 (striate cortex),
18 (parastriate cortex) and
19 (peristriate cortex) of
Somesthetic area Somesthetic area (body 279252006
larynx Laryngeal structure (body 4596009
Oropharynx Oropharyngeal structure 31389004
PsychiatricDiseaseHistory (DCM) - Problem (vMR) - Disorder (SNOMED) (body structure)
@ VMR Classes' SNOMED CT oral cavity Oral cavity structure (body 74262004
Attributes DCM concepts Description SNOMED CT Code buccal cavity Oral cavity structure, 74262004,
IESEN| e - Active Active (qualifier value) 55561003 tongue Tongue structure (body 21974007
o Inactive Inactive (qualifier value) 73425007 Taterality Left Left (qualifier value) 7771000
+ ageAtOnset PQ [0.1] severity Mild Mild (qualifier value) 255604002 right Right (qualifier value) 24028007
K L:;::Q;";; MCSD cl”;l{] . Moderate Moderate (severity 6736007 bilateral Right and left (qualifier 51440002
+ severiy €D 0.1] modifier) (qualifier value) =
+ wasCauseODeath BL [0.1] Severe Severe (severity modifier) 24484000 /
ProblomBase (qualifier value)
+ aflectedBodySite :BodySie 0. —] J|_affectedBodysite Associative type: Refer to BodySite —/
+ dignosticEventTime VL_TS 0.1] — -
+ problemCode €D —————1— 5[ problemCode Psychiatric llness | Mental disorder (disorder) 74732009
+  problemEffectiveTime AVL_TS [0.1] ‘Anxiety Anxiety disorder 197480006
f”:ﬁgﬁi’:ﬁ%ﬂ oo Personality disorder Personality disorder 33449004
id il Panic disorder Panic disorder (disorder) 371631005
¥ SEEe A teeth griding disorder | Bruxism (teeth grinding) 191983006
Body dysmorphic__| Body dysmorphic disorder 83482000

Figure 4.8: SRM Example: Attribute-level mappings of vMR, DCM, and SNOMED CT.
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Table 4.1: DCM p pping to corr ding vMR and SNOMED CT concepts.
SNOMED CT VMR Concepts
DCM SNOMED CT VMR DCM Code (for Attributes
Concept Concept Concepts Values Set Values Set) (for Values Set)
TO 58790005
Tl 23351008
385356007 ) T2 67673008
Clinical Tumor stage finding ObservaqonResull T 14410001 b ionVal
. (observationFocus) 3 observationValue
Stage T (finding)
T4/T4a 65565005
T4b 396731008
Tx 43189003
NO 62455006
N1 53623008
385382003
Node (category N2 46059003
Clinical finding (finding), ObservationResult N3 5856006 observationValue
Stage N N stage finding, (observationFocus) N2a 261967001
Node category finding,
Node stage finding) NZb 370008004
N2b 370010002
Nx 79420006
I 13104003
80631005 1I 60333009
o Clinical stage finding ObservationResult 111 50283003
Clinical findi Clinical s b 1onFoc
Stage S (finding), Clinical stage | - (observationFocus) |1y ry o 2640006 observationValue
finding
IVB 1523005
vce 33177002
395077000 Radical 27762005
Treatment . ProcedureEvent —
Treatment intent (procedureCode) Palliative 363676003 procedureMethod
Intent (situation)
Consultation 11429006
Squamous cell
carcinoma 402815007
Histology ) 250537006 ) Problem Srmall cell
i Histopathology finding (problemCode) mall ce
Description carcinoma 74364000
Carcinoma
NOS 68453008
Adenocarcinoma 35917007
Adenoid cystic
carcinoma 11671000
Adenoid cystic
carcinoma 1338007
Squamous cell problemCode
carcinoma
in situ 59529006
Verrucous
carcinoma 89906000
Malignant
melanoma 2092003
Pleomorphic
adenoma 8360001
Spindle cell
carcinoma 65692009
Ameloblastoma,
malignant 88253001
Adenoid squamous
cell carcinoma 85956000
nasopharyngeal
carcinoma 449248000

Continued on next page
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Table 4.1 — Continued from previous page

SNOMED CT VMR Concepts
DCM SNOMED CT vMR DCM Code (for attributes
Concept Concept Concepts Values Set Values set) (for Values set)
Sebaceous
adenocarcinoma 54734006
Sarcoma, not
otherwise specified 397355008
Plasmacytoma, not
otherwise specified 415112005
Mucoepidermoid
carcinoma 4079000
1. 413737006 Chemotherapy 367336001
Cancer hosp]:a] d ProcedureEvent CRT
Treatment treatment completes (Chemoradiotherapy) 703423002 procedureMethod
Plan (situation) (procedureCode)
RT
2.225292002 (Radiotherapy) 108290001
Developing a
treatment plan Surgery 387713003
(procedure) Induction
Chemotherapy 450827009

4.4 Summary

In this chapter, we discussed the Schema-Data Level Semantic Reconciliation to give mapping files
as a prerequisites for creating shareable and interoperable knowledge. It generates three different
types of mapping files such as DCM-Standard Terminology mappings, Standard Terminology-
Standard Data Model mappings, and DCM-Standard data model mappings.



Chapter 5

SRM: Structure Level Semantic Reconciliation

The clinical domain has many standards to represent and share data, information, and knowl-
edge. The communication standards are also very helpful to disseminate clinical knowledge.
Therefore, knowledge shareablity can be achieved through a standard knowledge representation.
The well-known clinical knowledge representations are Arden Syntax Medical Logic Module
(MLM) [20], Guideline Interchange Format (GLIF) [70], Shareable Active Guideline Environ-
ment (SAGE) [71]. Our proposed methodology has flexible slots generation technique to generate
input data, logic, and action, which are common parts in each knowledge representation. In this
thesis, we target the Arden Syntax Medical Logic Module (MLM), which is a standard unit of
clinical knowledge [20]. The Health Level-7 (HL7) community has designed Arden Syntax-based
MLM to share and disseminate the clinical knowledge among different medical institutions. HL.7
Arden Syntax is an ANSI standard to provide a comprehensive structure and syntax for represent-
ing clinical knowledge [21,22]. We explained the Structure Level Semantic Reconciliation in

chapter 3, which automatically creates the shareable knowledge with high level of abstraction.

5.1 Standard Knowledge Representation

We used HL7 Arden Syntax MLM to represent the shareable knowledge to disseminate among
heterogeneous clinical institution. The standard MLM has a specific syntax of language, called
Arden Syntax, and it has a specific structure to represent a knowledge. Figure 5.1 shows a standard
format of structure and syntax of MLM. Standard MLM has three main categories; maintenance,
library and knowledge. These are used to represent medical knowledge in the form of Arden

Syntax artifacts.
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Structure and Syntax !

maintenance:
title: Palliative Treatment By Physician 3;;
mlmname: Palliative Treatment By Physician 3;;
arden: Arden Syntax V2.7;;
version: Version 2.7;;
institution: SKMCH;;
author: Dr. Physician 3;;
specialist: Dr. Physician 3;;
date: 13/01/2015;;
validation: testing;;
Library:
purpose: Experimental testing;;
explanation: Experimental testing;;
keywords: Oral Cavity;;
citations: ;;
Knowledge:
type: data driven; ;
data:

evoke: null_event; ;
logic:
if ( varTreatmentIntent is equal to Palliative)

Conclude true;
b

action:

at stdout_dest;

’

end;

LET varTreatmentIntent = BE Read { Select TreatmentInten from ClientDB }

WRITE "The recommended treatment plan is Radiotherapy”

4

Figure 5.1: Standard structure and syntax of medical logic module (MLM)

e Maintenance: The maintenance slot of MLM describes the meta-information about the

knowledge rule and its author. For instance, it describes the title, MLM name, version of

Arden Syntax, institution, author name, specialist name, date of knowledge rule creation,

and validation scope.

e Library: The main objective of library part is to describe the purpose of the knowledge rule,

and its explanation. Additionally, it also focus on the knowledge keywords and citation of

the related article to the knowledge.
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o Knowledge: The is the main slot of MLM to represent the actual parts of a standard rule.
The conditions and actions of rules are stored in this knowledge slot. Internally, it has
sub-categories type, data, evoke, logic, and action. The data slot represents the input data
required to execute that particular rule and output data in form of recommendation, alert,
guideline, and any type of decision. The logic is the main slot of rule, which represents the
condition part of the rule. Similarly, the action slot describes and represents the final action

of the knowledge rule.

Mostly physicians interact with the critical part of knowledge slot of MLM. The objective of
HL7 Arden Syntax standard is to enable physicians to share the clinical knowledge into MLMs
which are easily understandable by physicians and also executable by computer system. Despite
the fact of HL7 Arden Syntax as friendly representation for physicians, still most of them feel
uncomfortable to represent their knowledge. Because the syntax and structure of standard MLM
is very complex, which overburden the physicians to remember syntax and structure of MLM. This
barrier blocks the knowledge acquisition and adaption of healthcare standards in medical institutes
and thus results in increased medical costs.

The standard structure and syntax of MLM is represented in Figure 5.1, but still this
MLM is not interoperable, because localized specific concepts have used in MLM instead of
standard concepts. The knowledge slot is needed to amalgamate with standard data models
and terminologies for making this knowledge interoperable. For instance, a production rule
If Treatment Intent = Palliative Then Treatment Plan = Radiotherapy have concepts Treatment
Intent, Treatment Plan, Palliative, and Radiotherapy as schema and instance concepts. Our pro-
posed methodology transformed the schema concepts into corresponding VMR classes and at-
tributes, while the instance concepts replaced with standard terminology SNOMED CT codes,
Figure 5.2 shows the standard format of shareable and interoperable MLM with standard con-
cepts. The Radiotherapy is an output parameter, and presented as ProcedureEvent.procedureCode
in VMR data model, while its SNOMED CT code is 108290001. Specifically, the knowledge slot
of MLM is represented in standard format.

The standard data model and terminology codes amalgamation into standard knowledge rep-

resentation increases the knowledge authoring complexity. Mostly, the physicians avoid such
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maintenance:

title: Palliative Treatment By Physician 3;;

mlmname: Palliative Treatment By Physician 3;;

arden: Arden Syntax V2.7;;

version: Version 2.7;;

institution: SKMCHj;;

author: Dr. Physician 3;;

specialist: Dr. Physician 3;;

date: 13/01/2015;;

validation: testing;;
Library: SNOMED CT VMR
purpose: Experimental testing;; I
explanation: Experimental testing;; o
keywords: Oral Cavity;;

THEN
recPart1 := new ProcedureEvent with "1082Tooo1";

rec1 := new Recommendation1 with recParti;
recommendationList := recommendationList, reci;

action:
WRITE recommendations.procedureMethod;;

citations: ;;
Knowledge: : N
type: data driven; ;
data: ProcedureEvents := object [ProcedureEvent];
ProcedureEventList := read as ProcedureEvents
{ select ProcedureEvent FROM client Where ProcedureEvent.procedureCode IN ("395077000")};
Recommendation: := object[ProcedureEvent];
- RecommendationList := (); ;; 4
evoke: pail_event; ;
logic: \
ProcedureEventListDetail := EXTRACT ATTRIBUTE NAMES ProcedureEventList;
ProcedureEvent: := ATTRIBUTE ProcedureEventListDetail[1] FROM ProcedureEventList;
IF( (ProcedureEventi.procedureCode = "395077Looo” And ProcedureEventi.procedureMethod = "363676003") )

Palliative

/

end;

Figure 5.2: Standard structure and syntax of shareable and interoperable medical logic module

(MLM)

type of overburdened activity to create knowledge from their experiences and practices. Because

the standard terminology codes, standard data model classes, their attributes, syntax and struc-

ture of standard knowledge representation are difficult to remember and are considered as tedious

task. Therefore, high level abstraction is needed to hide this structural, syntax, code, and class-

es/attributes complexity from physicians. Our proposed SRM is equipped with Structure Level

Semantic Reconciliation process, which hides this complexity, and provides a very high level ab-

straction to physicians for creating knowledge with user-friendly interfaces. The physicians are

only used understandable and localized concepts of DCM to create rule with the help of Intelli-

sense window to list down all possible values set, as shown in Figure A.3, Appendix A.1.
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5.2 Automatic Generation of Shareable Knowledge

5.2.1 Architecture

We designed and developed a knowledge creation environment that transforms the production rules
into shareable and interoperable knowledge representation, which is Arden MLM representation.
All components in Figure 5.3, perform the transformation of knowledge into standard format.
The physicians are facilitated with Rule Editor to write plain rule and the system transforms into
shareable and interoperable MLM without the physicians’ intervention with complex structure and
syntax of MLM. This abstraction also protects the physicians to memorize all the SNOMED CT

concepts and schema of vMR data model with its attributes.

Rule Editor MLM Transformation

Concepts Extractor

| Keys Extractor | | Values Extractor |

| Meta information Extractor | | Operators Extractor |

MLM Slots Builder

| MLM Atrtifacts Identifier | | Maintenance Slot Builder || Library Slot Builder |

Knowledge Slots Builder

| Data Slot Builder | | Logic Slot Builder | | Action Slot Builder |
| Slots Integrator | | MLM Validator |
nowledge base

DCM-SNOMED II DCM-SNOMED Mapper

Mapping

DCM-vMR Mapping II DCM-vMR Mapper
VMR-SNOMED II
VMR-SNOMED Mapper

Mapping

Figure 5.3: Architecture of automatic generation of shareable knowledge
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The proposed system displays the DCM concepts to physicians for plain rule creation, because
physicians are very familiar with local DCM concepts. While the created rules are transformed
into shareable and interoperable knowledge base with amalgamation of SNOMED CT codes and
VMR schema and attributes. The clinical knowledge created by this innovative approach, can be
easily integrated into clinical workflows and can be shared among clinical communities of diverse
cultures and regions.

Rule Editor provides a controlled vocabulary from DCM using immediate Intelli-sense win-
dow. The physicians can easily select the desired concepts as keys and values along with logical
and arithmetical operators used in rules. This controlled and easy environment enhances the physi-
cians’ performance with respect to rule creation time, and it decreases the chance of errors in rules.
MLM Transformation is the main component to perform the transformation of plain rules into Ar-
den Syntax MLM. This component orchestrates the whole process of MLM generation. Concepts
Extractor is responsible to extracts main artifacts of the created rules. The main ingredients of the
plain rules are keys, values, and operators, and some Meta information are also associated with
rules for its identification.

The standard MLLM contains three main categories or slots such as Maintenance, Library, and
Knowledge. The MLM Slots Builder is responsible to handle the aforementioned slots of MLM.
The MLM Artifacts Identifier identifies the operators, reserved words, keywords, and syntax of
MLM which are required for rule to be created. The Slots Integrator finally merge all the slots into
a single MLM. The created or modified MLM is validated through MLM Validator for its standard
structure, syntax and semantics of MLM. The validated MLM stored into Shareable Knowledge

Base.

5.2.2 Algorithmic Flow

Automatic generation of MLM hides the complexity of structure and syntax of MLM, therefore,
the physicians only write the rule in localized concepts as plain rule. The plain rule and three
mapping files generated as output of Schema-Data Level Semantic Reconciliation Model, as men-
tioned in previous chapter 4. Figurer 5.4 shows the algorithmic flow of shareable and interoperable

knowledge creation.
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DCM-SNOMED
Mapping
VMR-
SNOMED
M

apping

DCM-vMR I
Mapping

MLMs
KNOWLEDGE

e

Automatic MLM Generation )
MLM Standard
Structure
Extract and build
Maintenance slot
Build Slot
Categories
Extract and build
Library slot
Extract Condition |« ]
1
Plain rule
\
. Extract Conclusion |« :
' ~ !
E51 Build Data Build Logic @ Build Action
— slot slot slot
vl
Merge Slots
\o | J

Figure 5.4: Algorithmic flow of automatic generation of shareable knowledge

e Step 1: The production rule is input to the MLM generation process, and mapping files
DCM-SNOMED Mapping, vMR-SNOMED Mapping, and DCM-vMR Mapping are the

supportive input to MLM generation.

e Step 2: Load the standard structure of shareable knowledge representation, which is MLM

in this scenario.

o Step 3: Identify the required slots of knowledge and build different slot categories.

e Step 4: Some meta information is needed to store with rule, therefore, the meta information

18 extracted and build Maintenance Slot.
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e Step 5: Extract some information about purpose, explanation of rules, keywords of rule,

and citation of rule and build the Library Slot.
e Step 6: From the plain rule identify and extract condition part.
e Step 7: From the plain rule identify and extract conclusion part.

e Step 8: The Data Slot is prepared based on the concepts used in facts of the condition as
input parameters, while the output parameters are generated from conclusion part. The Data
Slot is generate with emergence of standard concept of terminology and data model using

mapping files.

e Step 9: The Logic Slot is prepared from condition part of the plain rule with amalgamation

of the standard terminological concepts and standard data model classes and attributes.
e Step 10: The Action Slot is built from the conclusion part using standard concepts.

e Step 11: Finally, all the slots, like Maintenance slot, Library Slot, Knowledge Slot, Data
Slot, Logic Slot, and Action Slot are merged into a single Medical Logic Module (MLM).

5.3 Knowledge Slots Generation

As we mentioned in aforementioned section 5.1 that the Knowledge Slot is the core of Medical
Logic Module (MLM). It is responsible to provide inferencing capability to knowledge base for
generating recommendations. The knowledge rule has two parts condition and conclusion, based
on this philosophy, the Knowledge Slot is categorized in three sub-categories to represent Data,
Logic, and Action. All these slots are generated based on the condition and conclusion of the rule,
each slot is generate based on a particular process. Each slot generation processes are shown in

Figure 5.5

5.3.1 Data Slot Generation

The Data Slot deals with input data required for the execution of the corresponding MLM, and

output data that will be produced as recommendation, decision, and guideline. The Data Slot
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Generated Data Slot

Generated Logic Slot
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Figure 5.5: Internal processes of slots generation

usually contains input objects, output objects, their corresponding lists of objects, and a query,

which will run on the client system to fetch the required data. The Data Slot generation has

following eight steps process.

e Step 1: Extract condition from the plain rule.

Step 2: Extract conclusion from the plain rule.

e Step 3: Identify input and output parameters from keys and values in conditional and con-

clusion facts.

e Step 4: Corresponding mapped VMR schema classes and attributes fetch for keys, while

corresponding mapped terminological codes for the values in facts.

e Step 5: Create output objects individually for each output in form of vMR classes and

attributes.

e Step 6: Generate vMR input objects individually for each input with vMR classes and

attributes.
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e Step 7: Prepared one combined list of objects for input parameters only.

e Step 8: Finally, create the client, which will be executed on the client system to fetch the

required data based on the input parameters.

The aforementioned steps of Data Slot generation are realized using Algorithm 4.

5.3.2 Logic Slot Generation

The Logic Slot is responsible to represent the main logic of the rule, specifically the condition part.
It transforms the I F’ statement of rule to the standard format of shareable knowledge representa-
tion, we emerge the standard concepts to the this statement. The I F' statement usually contains
multiple facts of the condition part, and each fact is the combination of key, values, and opera-
tors. All the facts are joint using joint operators such AN D and OR operators. The Logic Slot

generation has following seven steps process.
e Step 1: Extract condition from the plain rule.
e Step 2: Extract all the input objects from Data Slot.

o Step 3: It generates the executable statement of the client query to bring required input data

from the client’s system.
e Step 4: In this step, all the conditional facts are fetched from the condition, repetitively.

e Step 5: Create and modify the the conditional statement for all facts with the emergence
of vMR Data model classes/attributes and SNOMED CT codes for conditional keys and

values, respectively.
e Step 6: Merge all the transformed conditional facts into a single / F' conditional statement.
e Step 7: Finally, the output object is populated with possible values set.

The aforementioned logic slot generation steps are shown in Algorithm 5.
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Algorithm 4: Semantic Reconciliation Model realization for Data Slot generation

Input : Rule production rule
mfDCMSNOMED mapping file of DCM-SNOMED
mfvMRSNOMED mapping file of vVMR-SNOMED
mfDCMuvMR mapping file of DCM-vMR

Result: DataSlot

Initialization:

inputObjectList = Empty;

outputObjectList = Empty;

listConditionalOperator[2] = {’and”, "or”’};

listConditionalFacts = Rule.condition.getAllFacts(listConditionalOperator);

listConclusionFacts = Rule.conclusion.getAllFacts(listConditionalOperator);

listComparisonOperator[] = {" =7,” > 77 <77 >=7" <=7},

8 foreach Factf of listConditional Facts do

N N N R W N =

9 operands[2] = f.getOperands(listComparisonOperator);
10 foreach ConceptC' in mfDCMvMR do
11 if C' is mapped with operand|1] then
12 vM RClassAttribute <— getCorrespondingvM RClass(C);
13 if inputObject List.contains(vM RClass Attribute = False) then
14 inputObject List.CreateObject(v M RClass Attribute.class);
15 SNOMEDCode = mfDCMuvM R.getSNOMEDCode(C);
16 queryList.createQuery(v M RClass Attribute.class, SNOM E DCode)
Break;
17 end
18 end
19 end
20 end

21 foreach Factf of listConclusionFacts do
22 operands[2] = f.getOperands(listComparisonOperator);
23 foreach ConceptC in mfDCMvMR do

24 if C' is mapped with operand|1] then

25 vM RClassAttribute <— getCorrespondingvM RClass(C);

26 if outputObject List.contains(vM RClassAttribute = False) then
27 outputObject List.CreateObject(v M RClass Attribute.class);
28 Break;

29 end

30 end

31 end

32 end
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5.3.3 Action Slot Generation

The Action Slot handles the recommendation part of the knowledge rule from the conclusion part.
When the condition part of the Logic Slot is executed and returned true values then I F’ statement
of Action Slot will be executed, otherwise, T'hen part will be executed. Again, we amalgamate the
standard codes and attributes of standard terminology and data model with this slot. The Action

Slot generation has following seven steps process.
e Step 1: Extract conclusion from the plain rule.
e Step 2: Fetch all output object, which are generated during Data Slot.

e Step 3: All the conclusion parts are transformed into corresponding standard codes and

assigned to the standard data model attributes of specified classes, repetitively.
o Step 4: Assign all the output objects to the list of objects to send in a single packet.
o Step S: In step five, prepare the I F' statements for each output object in the list.

e Step 6: For each [ I statement generated in previous step, it generates the /LS E statement

to execute when the condition of Logic Slot comes false.
e Step 7: Finally, the recommendation or decision is transformed to the objects.

The aforementioned logic slot generation steps are shown in Algorithm 6.

5.4 Summary

In this chapter, we discussed the Structure Level Semantic Reconciliation to transform the produc-
tion rules into shareable and interoperable knowledge. The shareability aspect of the knowledge
is achieved by standard representation of knowledge such as Medical Logic Module, while the
interoperability is achieved with the help of our previous solution of Schema-Data Level Semantic

Reconciliation, discussed in previous chapter.
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Algorithm 5: Semantic Reconciliation Model realization for Logic Slot generation

Input : Rule production rule
inputObjectsList Input object list generated by Data Slot
outputObjectsList Output object list generated by Data Slot
mfDCMSNOMED mapping file of DCM-SNOMED
mfvMRSNOMED mapping file of vVMR-SNOMED
mfDCMuvMR mapping file of DCM-vMR
Result: LogicSlot
Initialization:conditionStatement =
conclusionStatement = ””;
listConditionalOperator[2] = {”and”, "or”};
listConditionalFacts = Rule.condition.getAllFacts(listConditionalOperator);
listConclusionFacts = Rule.conclusion.getAllFacts(listConditionalOperator);
listComparisonOperator[] = {” =7,” > 77 <77 >=" 7 <="},
foreach Factf of listConditional Facts do
operands[2] = f.getOperands(listComparisonOperator);
foreach ConceptC' in operands do
if inputObjectsList.find(ConceptC) = True then
conditionStatement = conditionStatement +
inputObjectsList[c|.operands|0].getVMRClasses() + 7. +
inputObjectsList|c].getVMRAttribute();
12 conditionStatement = conditionStatement +
inputObjectsList|c|.operands|0].getSNOMEDCTCode()
conditionStatement = conditionStatement +
operands|0].getFollowedOperator();

9999

and

e e NN T AW N -

—
-

13 end

14 end

15 end

16 foreach Factf of listConclusionFacts do

17 operands[2] = f.getOperands(listComparisonOperator);

18 foreach ConceptC' in operands do

19 if outputObjectsList.find(ConceptC) = True then

20 conclusionStatement = conclusionStatement +
outputObjectsList|c|.operands|0].getVMRClasses() + . +
outputObjectsList|c|.get VMRAttribute();

21 conclusionStatement = conclusionStatement +
outputObjectsList|c|.operands|0].getSNOMEDCTCode()
conclusionStatement = conclusionStatement +
operands|0].getFollowedOperator();

=]

22 end

23 end

24 end

25 LogicSlot =”IF ” + conditionStatement + ” Then” + conclusionStatement;
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Algorithm 6: Semantic Reconciliation Model realization for Logic Slot generation

Input : Rule production rule
outputObjectsList Output object list generated by Logic Slot
Result: ActionSlot
Initialization: recommendationStatement = "”’;
foreach Object obj of outputObjectsList do
if obj.Is Not Null then
recommendationStatement = ”IF recommendation =" + obj.getVMRClass() +
” then ”’;
5 recommendationStatement = recommendationStatement + ”Write ” +
obj.getVMRClass().getVMRAttribute() = obj.getValue;
”Write ” + recommendationStatement;

BOW N =

6

7 end

8 end

9 if recommendationStatement is not NULL then
10 ‘ LogicSlot = recommendationStatement;

11 end




Chapter 6

Results and Evaluation

The SRM provides two types of reconciliation model Schema-Data Level Semantic Reconciliation
and Structure Level Semantic Reconciliation, therefore, we divided the results into two following

sections.

6.1 Results: Schema-Data Level Semantic Reconciliation

The Schema-Data Level Semantic Reconciliation provides multi-model mapping among standard
and non-standard terminologies, data model, and localized ontology. We evaluated our proposed
system of multi-model mapping for two mapping methodologies, a) DCM-Standard Terminology

Mapping, and b) Standard Terminology and Data Model Mapping.

6.1.1 Results: DCM-Standard Terminology Mapping

We evaluated the system using two datasets SNOMED CT ontology downloaded from the website
of the International Health Terminology Standard Development Organization (IHTSDO) [108]
and DCM local terminology developed for our collaborative hospital. The SNOMED CT contains
more than 0.3 million concepts, 200 properties, maximum depth 9, and maximum number of
children is 13, while the DCM comprises 214 concepts and seven properties of head and neck
cancer domain. The results’ statistics are shown in Table 6.1. We calculated the precision, recall,
and F-measure using corresponding standard formulas based on the values described in Table 6.1.
We measured the precision, recall, and F-measure as shown in Figure 6.1. The objective of our
study is to achieve high precision and recall. The precision is highly affected by the regional
concepts and some non-standard acronyms used in DCM. Some regional concepts related to drugs

such as “naswar” and “paan”, which only use in the specific region of our collaborative hospital.

75
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Table 6.1: MAPPING STATISTICS OF SNOMED CT AND DCM.

Total DCM Cloncepts 214
SNOMED CT Overall Concepts 0.3 Million concepts
Mapped concepts with SNOMED CT 197
Wrong Mapped Concepts 9
Local Concepts 7
0.95
0.945
0.94
0.935
0.93
0.925
0.92
0.915
0.91 Percentage
0.905
Precision Recall F-mearsure
M Percentage 0.95 0.92 0.93

Figure 6.1: DCM and SNOMED CT mapping results

Similarly, some non-standard acronyms such as “S Proc 1” and “C S RT”, are used in DCM by
local physicians. Therefore, the non-standard acronyms and regional concepts do not exist in
standard SNOMED CT terminology and it affected the precision and recall of the system.

We evaluate our system with state-of-the-art systems of ontology matching techniques based
on their participation in Ontology Alignment Evaluation Initiative (OAEI) [46]. The evaluation
systems comprises AgreementMakerLight (AML) [41], GOMMA [43], and LogMap Light [42].
We measured the precision, recall, and F-measure of all these systems using the following formulas
(Equations 6.1, 6.2, and 6.3), respectively, and compared with existing systems, as a result, our
proposed system’s precision, recall, and F-measure are better than the existing systems. Table 6.2

shows the confusion matrix of existing systems with our proposed system, and graphically the
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Table 6.2: Confusion matrix of the existing systems for DCM-SNOMED Mapping.

Systems True Positive | False Positive | Local Concepts | False Negative
AgreementMakerLight 163 43 8 51
GOMMA 137 69 8 77
LogMap Light 153 53 8 61
Proposed System 197 9 8 17

comparison is shown in Figure 6.2.

p o TruePositive ©.1)
recision = .
TruePositive + FalsePositive

TruePositive
Recall = 6.2
ced TruePositive + FalseNegative ©2)

Precision.Recall
F-M =2X 6.3
casure Precision + Recall 6.3)

6.1.2 Results: Standard Terminology and Data Model Mapping

In this section, we evaluated the performance of the proposed definition based Standard Termi-
nology and Data Model Mapping algorithm for matching the standard data model (vMR) and
standard terminology (SNOMED CT) concepts. First, we collect all definitions from both vMR
standard data model and SNOMED CT standard terminology as a dataset for the experiments.
The SNOMED CT contains more than 0.3 million concepts, 200 properties, maximum depth 9,
and maximum number of children is 13, but we considered the top hierarchical 21 concepts with
definitions. Similarly, the standard data model vMR has 94 classes with 335 properties and we
considered 69 classess with 171 attributes and their definitions for the experiment, which are
specifically recommended for CDSS systems. For evaluation propose, we compared and marked

all vVRM with SNOMED CT definitions manually. In this experiment, the proposed definition base
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Comparison with existing system w.r.t Precision, Recall, and Accuracy
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0 AgreementMakerLight GOMMA LogMap Light Proposed System
M Precision 0.83 0.71 0.79 0.95
m Recall 0.8 0.69 0.76 0.92
 F-Measure 0.81 0.7 0.77 0.93
M Precision M Recall ®F-Measure

Figure 6.2: DCM and SNOMED CT mapping comparison with existing systems

matching algorithm was evaluated and compared with the base-line algorithm (Jaccard similarity)
based on the accuracy and efficiency of the algorithm. The accuracy refers to the number of exact
matches as manually labeled and the efficiency refers to the number of comparisons performed
to detect those exact matches. Our proposed algorithm is mainly based on the space vector cre-
ation before performing matching. The space vector is generated by applying the text processing
steps such as tokenizing the definitions, case transformation, filter stop words. Each filtered token
is expended by applying the WordNet and ConceptNet5 synonyms, hyponym, and hypernyms as
explicit semantics. Additionally, we employed the UMLS dictionary for the concepts and entity
detection to enhance the space vector for improving the matching performance. We also added
a lexical chain of implicit semantics into the space vectors from ConceptNet5. The experiments
were performed using data analytics-RapidMiner with text processing extension. The evaluation
is performed with different threshold value ranging from 0.55 to 0.75 with the gap of 0.05. The
Results of both base-line Jaccard similarity and proposed Algorithms are shown in Table 6.3 and

Table 6.4, respectively.
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Table 6.3: Definition Based Matching with base-line (Jaccard Similarity) algorithm.

Threshold Values | Recall | Precision | F-Score | True Positive | False Positive | False Negative
0.55 0.92 0.59 0.72 65 45 5
0.6 0.85 0.77 0.81 70 20 12
0.65 0.78 0.8 0.79 73 18 20
0.7 0.75 0.85 0.8 72 12 23
0.75 0.82 0.88 0.76 80 10 25

Table 6.4: Definition based mapping with proposed Standard Terminology and Data Model Map-

ping algorithm.

Threshold Values | Recall | Precision | F-Score | True Positive | False Positive | False Negative
0.55 0.97 0.66 0.78 75 38 2
0.6 0.96 0.79 0.87 75 19 3
0.65 0.95 0.86 0.9 78 12 4
0.7 0.96 0.89 0.92 81 10 3
0.75 0.97 0.89 0.93 85 10 2

The results show the most accurate results of both the algorithms base-line (Jaccard Similarity)
and proposed system at threshold value 0.75. The proposed algorithm mapped standard data model
with standard terminology with better precision, recall, and F-Measure than the base-line Jaccard
similarity algorithm. The highest score of our proposed algorithm at threshold value 0.75 are
precision (0.89), recall (0.97), and F-measure (0.93) as shown in Figure 6.3, which is better
than the base-line (Jaccard similarity) results as precision (0.88), recall (0.82), and F-measure
(0.76) as shown in Figure 6.4. In the comparison of our proposed definition based algorithm for
Standard Terminology and Data Model Mapping and the base-line (Jaccard similarity) algorithm,

we compared the F-measure, and showed in Figure 6.5

6.2 Results: Structure Level Semantic Reconciliation

6.2.1 Case Study: Treatment Plans for Oral Cavity Lesions

We selected the formally extracted refined-clinical knowledge model (RCKM) from our previous
work [2]. In this work, we used data-driven knowledge acquisition for real SKMCH patient data
to generate a predictive model (PM). The PM was attained using a decision tree algorithm, chi-

square automatic interaction detection (CHAID), on the dataset of 1229 patients. Simultaneously,
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Definition-based Matching with proposed algorithm
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Figure 6.3: Standard Terminology and Data Model mappings using proposed algorithm

a team of physicians created a clinical knowledge model (CKM) for the oral cavity site of head
and neck cancer from a well-known online resource, National Comprehensive Cancer Network
(NCCN) guidelines [116]. Finally, the R-CKM was created by a rigorous validation process of
conforming the PM as a final model to the CKM. In this study, the created R-CKM specifically
focuses on treatment plans for head and neck cancer with emphasis on the oral cavity, as shown in
Figure 6.6. For a given R-CKM tree, a set of eight rules can be created based on decision nodes
for recommended treatment plans, as shown in Table 6.5. We created a single MLM for each
corresponding rule and integrated the compiled version into the HMIS system. In this scenario,

we focus on a single MLM for Rule 5, with the following steps performed in creating this rule.

Step 1: We display all required information about the MLM on the Rule Editor screen such as
Rule Title, MLM Name, Citation, Purpose, and Explanation. Author’s name, Institution,
and Created Date appear by default from the author’s profile information. The detailed

implementation of the authoring environment is provided in A.1 with complete features of
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Definition-based Matching with base-line (Jaccard) algorithm
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Figure 6.4: Standard Terminology and Data Model mappings using base-line (Jaccard similarity)
algorithm algorithm

the system.

Step 2: In the Condition box, we write the condition part of the rule. The Treatment Intent con-
cept is reflected in the Condition box when we select the Treatment Intent from the DCM
concepts tree, as shown in the highlighted Area 3 of Figure A.2. We write the ‘equal to’(=)
sign and the IntelliSense window appears with the possible values set for Treatment Intent.
Here we select the value Radical. We write all other inputs in the same manner such as
“Treatment Plan Given = Chemo induction” with the help of the IntelliSense window and
DCM Tree. The condition part in the Condition box with IntelliSense functionality is shown

in Figure A.3.

Step 3: We follow the procedure in Step 2 for the action part of the rule in the Action box of the

Rule Editor. The Condition and Action parts after rule completion are shown in Figure 6.7.
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F-Measure Comparison of proposed and base-line (Jaccard) algorithms
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Figure 6.5: F-Measure Comparison of proposed and Jaccard similarity algorithms

Step 4: The rule is saved by pressing the Save Rule button.

Step 5: The created MLM can be seen on the Rule Viewer screen by clicking the Show Created
MLM button. The application view of the created MLM is shown in Figure A.4. Moreover,
the MLM details can be found in Listing A.1 in Appendix A.2; while the DCM, vMR, and
SNOMED CT mappings used to create the MLM are listed in Table 4.1, ??.

6.2.2 MLMs Validation Using Real Patient Cases

We implemented and validated the proposed system using a real practice dataset from SKMCH.

The experimental setup and implementation are as follows.

e We created MLMs from eight rules, shown in Table 6.5, which are modeled from R-CKM as
described in Section 6.2.1. This model was initially validated on a real practice dataset of
739 SKMCH patients with model accuracy of 53% [2]. We re-evaluated the R-CKM on
recently generated data from 1,783 patients with model accuracy of 73.7%. The R-CKM
accuracy (R — C K M,..) based on the newly created MLMs is a weighted mean accuracy
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Oral Cavity
Treatmentintent

‘ radical palliative
Cl:Chemolnduction RT:Radiotheraphy

"Squamous cell carcinoma" = 1

"Small cell carcinoma” =2
"Carcinoma NOS" =3
"Mucoepidermoid carcinoma" = 4
"Adenocarcinoma" = 5
«DT_Decision» Clinical Stage "Adenoid cystic carcinoma” = 6

"Basal cell carcinoma" = 7
"Squamous cell carcinoma in situ” =8
"Verrucous carcinoma” =9

T3,NO;T1-2, N2-3;T3,N1-3;T4Any N “Malignant melanoma" = 10
T1-2NO "Pleomorphic adenoma" = 11
T1-2N1 "spindle cell carcinoma" =12

- -~ | "Ameloblastoma, malignant* = 13

- "Adenoid squamous cell carcinoma" = 14
"nasopharyngeal carcinoma" = 15

’ "Sebaceous adenocarcinoma” = 16

HistologyDescription "Sarcoma, not otherwise specified” = 17
"Plasmacytoma, not otherwise specified" = 18

‘ S:Surgary ’ ‘ S
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S followed by RT or CRT
|

ClinicalFinalStage ‘ RT or CRT ’ ‘ CRT ’ ‘ 5 ’
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|
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‘ " ’

Figure 6.6: Refined clinical knowledge model of a treatment plan for an oral cavity lesion [2].

FollowUp: FU or RT]

IF (Condition) THEN (Action)

Treatment Intent = Radical and Treatment Plan Given = Treatment Plan = RT
Induction Chemotherapy and (T=T1orT=T2)and N =
NO and Treatment Plan Given = TP Surgery and S= Il

\
\

Figure 6.7: Logic component of Rule 5.

of disjoint MLMs calculated by Equation 6.4.

St (pataria, X Apmrag)

R —CKMgce =
patc

(6.4)

Where pat rrar, and Aprrag, represent the number of patient cases assigned to M LM, and

its accuracy, respectively. pat. represents total patient cases assigned to MLMs: M LM, to
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Table 6.5: Rules for treatment plan guidelines.

Rule ID

Rule Conditions

Rule Conclusion

Rule 1

Treatment Intent = Palliative

Treatment Plan = Radiotherapy (RT)

Rule 2

Treatment Intent = Radical

Treatment Plan = Chemoinduction

Rule 3

Treatment Intent = Radical and Treatment Plan Given =
Chemoinduction and (T = T1 or T = T2) and N = NO

Treatment Plan = Surgery

Rule 4

Treatment Intent = Radical and and Treatment Plan Given =
Chemoinduction (T =T1 or T =T2)

and N = NO and Treatment Plan Given = Surgery

and S=1

Treatment Plan = RT or
Next Followup

Rule 5

Treatment Intent = Radical and Treatment Plan Given =
Chemoinduction and (T =T1 or T = T2)

and N = NO and Treatment Plan Given = Surgery

and S=1I

Treatment Plan = RT

Rule 6

Treatment Intent = Radical and Treatment Plan Given =
Chemoinduction and(T =T1 or T =T2)
and N =N1

Treatment Plan = Surgery
Followed by RT or Chemo-radiotherapy (CRT)

Rule 7

Treatment Intent = Radical and Treatment Plan Given =
Chemoinduction and ((T = T3 and N = NO)

or ((T=TI or T2) and (N = N2 or N3)) or (T =T3

and (N = N1 or N2 or N3)) or (T = T4 and N = Any N))
and (Histology = 1 or 2 or 3)

Treatment Plan = CRT

Rule 8

Treatment Intent = Radical and Treatment Plan Given =
Chemoinduction and ((T = T3 and N = NO)

or (T=T1orT2)and (N =N2orN3))or (T=T3

and (N = N1 or N2 or N3)) or (T = T4 and N = Any N))
and (Histology =4 orSor6or7or8or9or10or 11
orl12or 13 or 14 or 15 or 16 or 17 or 18)

Treatment Plan = Surgery
Followed by RT

M LMs.

Individual MLLM accuracy Apsras is calculated as in Equation 6.5.

pat]Wijc x 100
AJ\/IL]\/I =
paty LM

(6.5)

Where pat prrar. and pat sz ar represent the number of correctly classified patient cases by

MLM and total patient cases assigned to given MLM, respectively.

e The MLMs generated by our proposed system are developed and deployed as Smart CDSS

XML-based web service, which is designed according to the framework mentioned in [8].

e We developed a client application in the .NET environment using C# language that extracts oral

cavity cancer patient data from the SKMCH database. The client interacts with the Smart

CDSS Service and iteratively launches individual patient data for recommendation. Individ-

ual patient cases with associated recommendations are saved in a CSV (comma separated

values) file for MLM result verification.
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e We tested and validated the MLMs on 1,314 patient cases with 100% correct recommendations
for all patients. This evaluation shows that the MLMs generated by our system are error
free and do not affect R-CKM accuracy. Table 6.6 describes the distribution of patient cases
over individual MLMs.

Table 6.6: Distribution of patient cases.

. Contents/Logic Complexity Candidate
MLMID | Associated Rule ID [No. of attributes, {No. of logical operators}] | patient cases
MLM1 Rule 1 [1, {And (0), Or (0)}] 241
MLM2 Rule 2 [1, {And (0), Or (0)}] 39
MLM3 Rule 3 (5, {And (3), Or (1)}] 121
MLM4 Rule 4 [7, {And (5), Or (1) }] 128
MLM5 Rule 5 [7, {And (5), Or (1)}] 158
MLM6 Rule 6 [5, {And (3), Or (1)}] 99
MLM7 Rule 7 [17, {And (7), Or (9)}] 427
MLMS Rule 8 [29, {And (7), Or (21)}] 31
Total 1314

6.2.3 System Comparison and Evaluation

We evaluated our system by applying system-centric and user-centric evaluations [117,118]. In
the system-centric evaluation, the system was evaluated against a predefined ground truth dataset
of opinions. In the user-centric evaluation, the system was evaluated by user interaction with the

system based on performance with respect to MLLM creation time of MLM.

6.2.3.1 System-centric Evaluation

In the system-centric evaluation, we formulated the results based on the set of requirements for
clinical information modeling tools developed by Moreno-Conde et al. in [24]. These require-
ments were produced after rigorous and intensive surveys and interviews with experts and were
categorized into Essential, Recommended, and Optional categories. The total requirements in
Essential, Recommended, and Optional categories are 20, 21, and 15, respectively.

A team of knowledge engineers and domain experts was created to review and select the can-

didate requirements of the Clinical Information Modeling Tool (CIMT) [24] for the knowledge
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acquisition tools. The team formalized a four-phase model process: reduction phase, enhancement
phase, interpretation phase, and evaluation phase. The objective of this process was to remove all
requirements not directly applicable to the knowledge acquisition tools, to incorporate new appro-
priate requirements, and to interpret the CIMT-based requirements for the knowledge acquisition
tools for evaluation. Finally, our proposed system was evaluated with the existing ArdenSuite tool

of Medexter [44,45] based on the selected requirements.

Reduction Phase: We reduced the total number of requirements by removing the requirements
that specifically belonged to CIMT [24] and technology-oriented requirements that were not
applicable to knowledge acquisition tools. Essential requirements (R) were reduced from
20 to 16 by removing R7, R12, R15, and R20; Recommended requirements were reduced
from 21 to 16 by removing R24, R28, R35, R36, and R38; and Optional requirements were
reduced from 15 to 5 by removing R22, R44, R46, R47, R49, R50, and R53-R56 (Figure
6.8).

Enhancement Phase: We added two new requirements to the Recommended category based on
our experiences and observations from our previous work [18] with SKMCH physicians.
The first new requirement, “Provide Domain Clinical Model in hierarchical form for easy
selection of required concepts during knowledge creation,” was added as extended require-
ment ER57. The second requirement, “Knowledge editor should provide the facility of
contextual selection of required value of a concept from the values set using the IntelliSense
window,” was added as extended requirement ER58. Both requirements help experts recall
domain concepts during knowledge creation. They also reduce the chance of errors in the
knowledge base rules by minimizing the likelihood of wrong concept usage. In total, the
enhancement phase increased the number of Recommended requirements from 16 to 18, as

shown in Figure 6.8.

Interpretation Phase: We interpreted the consensus requirements of CIMT for knowledge au-
thoring tools that are closely related to CIMP [24]. All clinical knowledge management
tools and repositories are highly recommended to follow these requirements in the corre-

sponding tools. We interpreted each requirement R in the final requirement set produced in
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the enhancement phase as the corresponding interpreted requirement (IR), as shown in the

column for Interpretation for Knowledge Authoring Tool in A.3. The final requirements list

after performing the four-phase process is shown in A.3.

Initial Phase 1 Phase 2 Phase 3 Phase 4
Requirements Reduction Enhancement Interpretation Evaluation
O Removed @ Recommendinew! Q Interpret the CIMT Q Compare and

technology-oriented

requirement of DCM

related

evaluate with

and specific to tree and Intelli-sense qul:;e';ems i iy Sy
CMIT requirements window il based on output of
Authoring tool phase 3.
Total (20) Total (16) Total (16) Total (16)
. R1, R2, R3, R4, R5, R6, R1, R2, R3, R4, R5, R6, R1, R2, R3, R4, R5, R6, IRL, IR2, IR3, IR4, IRS,
Essential R7, R8, R9, R10, R11, RS, RY, R10, R11, R13, RS, R9, R10, R11, R13, IR6, IR8, IRY, IR10,
R12, R13, R14, R15 RI14,R16,R17,R18,R19 R14,R16,R17,R18,R19  IR11, IR13, IR14, IR16,
R16, R17, R18, R19, R20 IR17, IR18, IR19
Evaluations and Results
£ Total (21) Total (16) Total (18) Total (18) Srred S b
] R23, R24, R25, R26, R23, R25, R26, R27, R23, R25, R26, R27, IR23, IR25, IR26, IR27, k}:owlede ihorin mogl
5 R27, R28, R29, R30, R29, R30, R31, R32, R29, R30, R3L, R32, IR29, IR30, IR3L, IR32, 5l l?ased ong 0
= Recommended g3  R3y R33 R34, R33, R34, R37, R, R33, R34, R37, R39, IR33, IR34, IR37, IR30, requirements in the previous
E2 R35, R36, R37, R38, RA40,R41,R42, R43 R40, R41, R42, R43, IR40, IR4L, IR42, IR43, h”;se P
2 R39, R40, R41, R42, R43 ER57, ER58 IR57, IR58 phase.
Total (15) Total (5) Total (5) Total (5)
R21, R22, R44, R45 ~ R21,R45 R48,R51,R52 R21,R45 R48 R51,R52  IR21, IR45, IR48, IR5L,
: R46, R47, R48, R49, IR52
Optional R50, R51, R52, RS3,
RS54, R55, R56

Figure 6.8: Phases for evaluation of I-KAT.

Evaluation Phase: We compared our system with the commercially available ArdenSuite [44,
45] based on the final requirements produced in the interpretation phase listed in A.3. A
detailed comparison based on the final requirements list is shown in Table 6.7. We clas-
sified the implementation of requirements into three categories: fully supported (FS), par-
tially supported (PS), and not-supported (NS). A requirement is fully supported when the
system has implemented it; if the system has not implemented it, then it is considered as
not-supported. If some part of the requirement is implemented or has partial functionality,
then it is considered as partially supported. For instance in IR9, ArdenSuite [44,45] vali-
dates the knowledge rule syntax according to the standard MLM syntax, while rule creation
semantics depend on expert knowledge. The comparison list in Table 6.7 shows the priority,
requirement number, and implementation status of the requirements with a tick mark (v")

in the corresponding implementation category for each tool.
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Table 6.7: Comparison table of I-KAT and ArdenSuite with respect to implementation category [Essential: E,

led: R, Optional: 0].

ArdenSuite
Req.
Priority €4
Number NS PS FS NS PS FS
E IR1 . .
E IR2 _ y
E IR3 . .
E 1IR4 o o
E IRS _ y
E IR6 y y
E IR8 y y
E IR9 _ _
E IR10 y y
E IR11 y y
E IR13 y y
E IR14 y y
E IR16 v o
E IR17
v v
E IRI8 _ _
E IR19 _ _
R IR23 _ y
R 1R25 v o
R IR26 _ y
R IR27
v v
R IR29
v v
R IR30 _ y
R IR31
v v’
R IR32 o o
R IR33 y .
R IR34
v v
R IR37 y _
R IR39 y y
R IR40 . y
R IR41
v v

Continued on next page
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Table 6.7 — Continued from previous page

Priority Req. I-KAT ArdenSuite
Number NS PS S NS rs s

R 1R42 _ )

R 1R43 . y

R ER57 . y

R ERS8 . .

o 1R21 . §

o 1R45 . y

o 1R48 . y

o IR51 y B

o IR52 . .

The comparison performed in the evaluation phase is graphically depicted in Figure 6.9. The
graph shows that I-KAT provides full support to 32 out of 39 (82.05%) requirements, partial
support to 3 out of 39 (7.69%) requirements, and no support to the remaining 4 out of 39 (10.25%)
requirements. In contrast, ArdenSuite provides full support to 14 (35.89%) requirements, partial
support to 11 (28.20%) requirements, and no support to 14 (35.89%) requirements. This shows
that [-KAT offers higher implementation support for the requirements than ArdenSuite.

All three implementation categories (i.e., FS, PS, and NS) are inversely proportional to each
other. Therefore, I-KAT has a higher percentage of implemented requirements in FS and a rel-
atively low percentage in PS and NS compared to ArdenSuite. Figure 6.10 shows the detailed
individual graphs of the comparison between I-KAT and ArdenSuite with respect to implemen-
tation categories for all requirement categories. Figure 6.10(a) depicts that I-KAT provides no
support for one Essential, two Recommended, and one Optional requirements, while ArdenSuite
provides no support for four, eight, and two requirements, respectively. I-KAT provides partial
support for three Recommended requirements only, while ArdenSuite has partial support for four
Essential, five Recommended, and two Optional requirements, as shown in Figure 6.10(b). I-KAT
provides full support for 15 out of 16 Essential requirements, 13 out of 18 Recommended, and 4

out of 5 Optional requirements, as shown in Figure 11 (c). On the other hand, ArdenSuite sup-
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Evaluation of Not-supported (NS), Partially Supported (PS) and Fully Supported (FS)
requirements

NS PS FS
Requirement categories with respect to implementation support

==@=|-KAT ==0=ArdenSuite

Figure 6.9: Accumulative comparison of I-KAT and ArdenSuite with respect to NS, PS, and FS
implementation requirements.

ports 8 out of 16 Essential, 5 out of 18 Recommended, and 1 out of 5 Optional requirements. This
overall evaluation shows that I-KAT exhibits higher implementation support for the requirements

in all three categories.

6.2.3.2 User-centric Evaluation

The main focus of our proposed system was to create an easy-to-use interface for creating share-
able MLMs. A system with an easy-to-use interface is more time efficient than complex systems
that require a great deal of time to produce the required results. Therefore, we considered time
when evaluating the user friendliness of our system. Our second objective was to generate sharable
knowledge with minimal complexity for physicians; therefore, we selected MLM validation as the
second criterion for evaluation. In MLM validation with respect to errors, we focused on syntax
and structure complexity as well as the accuracy of vMR classes, attributes, and SNOMED CT

codes incorporated in the created MLM.
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Figure 6.10: Individual comparison of I-KAT and ArdenSuite with respect to requirement cate-
gories: Essential (E), Recommended (R), and Optional (O).

We evaluated our system with a knowledge engineer, physicians with Arden Syntax expe-

rience, and a physician with no such experience. In our experiment, three physicians and one

knowledge engineer (total = 4) participated with the following expertise levels in Arden Syntax.

Physician 1: Experienced
Physician 2: Intermediate
Physician 3: Novice

Knowledge Engineer : Experienced

As a prerequisite, we provided the complete mappings discussed in the Semantic Reconciliation

Model (SRM) section and trained the participants using basic artifacts of HL7 Arden Syntax for

MLM creation in ArdenSuite [44,45] using these mappings. We also provided the Arden Syntax
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specification to participants. In the experiment, participants created MLMs for each rule described
in Table 6.5 built from the guidelines of the Treatment Plans for Oral Cavity, as discussed in the
previous scenario. In the first session, each participant created MLMs for Rule 1, Rule 3, Rule
5, and Rule 7 based on contents and logic complexity, as shown in Table 6.6. Each participant
used ArdenSuite per our instructions to create an MLM and then created the same MLM using
our proposed system. In the second session, we switched the sequence of rule editors and rules
based on content and logic complexity, as shown in Table 6.6. Participants created MLMs for
Rule 2, Rule 4, Rule 6, and Rule 8 to avoid bias when using our proposed system initially and then

creating the same MLM using ArdenSuite. The experiments showed the following results.

Ease-of-use Evaluation Our proposed system enhanced participants’ average performance by a
factor of 34 for the simplest MLM for Rule 1 creation and by 5 for the complex MLM for Rule
8 creation. The overall average performance showed a 15-fold improvement. Table 6.8 lists the

time in which participants performed the tasks.

MLM Validation Comparison With Respect to Errors: In the MLM validation, we recorded
the logical and syntactic errors that occurred during MLM creation. For syntactic errors, we
considered errors like missing semicolons, missing variable declaration, and missing colon and
equal signs in the assignment operator. For logical errors, we considered incorrect VMR concepts,
logical IF constructions, and incorrect use of logical operators. Using ArdenSuite, the participants
made on average of 4, 3, 15, 16, 15, 14, 17, and 17 errors (syntactic or/and logical) for MLMI1 to
MLMS, respectively. The average number of errors made during MLM creation using ArdenSuite
was 13. Using our proposed system, the average number of errors made during MLM creation was
1. There were no syntax errors in MLMs created by our system because the syntax complexity
is hidden from the physicians. The logical errors made by participants when using our system
occurred due to incorrect selection from the DCM concepts tree or IntelliSense window. The

syntactic and logical errors made during the experiment are shown in Table 6.9.
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Table 6.8: Ease-of-use evaluation with respect to time.

MLM Creation Time
MLM No Using ArdenSuite | Using I-KAT User Involved
18 min 20 Sec 22 sec Physician 1
21 min 15 Sec 46 sec Physician 2
MLMI Not Applicable 66 sec Physician 3
8 min 30 Sec 20 sec Knowledge Engineer
18 min 22 Sec 23 sec Physician 1
21 min 10 Sec 40 sec Physician 2
MLM2 Not Applicable 69 sec Physician 3
8 min 34 Sec 23 sec Knowledge Engineer
32 min 20 Sec 2 min and 47 sec Physician 1
MLM3 34 min 30 Sec 3 min and 5 sec Physician 2
Not Applicable 2 min and 40 sec Physician 3
19 min 15 Sec 2 min and 18 sec | Knowledge Engineer
33 min 25 Sec 3 min and 49 sec Physician 1
MILM4 35 min 39 Sec 3 min and 7 sec Physician 2
Not Applicable 3 min and 45 sec Physician 3
18 min 21 Sec 2 min and 19 sec | Knowledge Engineer
33 min 25 Sec 3 min and 49 sec Physician 1
MLMS5 35 min 39 Sec 3 min and 7 sec Physician 2
Not Applicable 4 min and 47 sec Physician 3
21 min 21 Sec 3 min and 19 sec | Knowledge Engineer
32 min 20 Sec 2 min and 47 sec Physician 1
MLM6 34 min 30 Sec 3 min and 5 sec Physician 2
Not Applicable 2 min and 40 sec Physician 3
19 min 15 Sec 2 min and 18 sec | Knowledge Engineer
34 min 45 Sec 4 min and 53 sec Physician 1
MIM7 36 min 51 Sec 5 min and 51 sec Physician 2
Not Applicable 8 min and 27 sec Physician 3
21 min 34 Sec 4 min and 10 sec | Knowledge Engineer
35 min 58 Sec 5 min and 23 sec Physician 1
MLMS 37 min 51 Sec 6 min and 19 sec Physician 2
Not Applicable 9 min and 47 sec Physician 3
22 min 46 Sec 5 min and 13 sec | Knowledge Engineer
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Table 6.9: MLLM syntactic and semantic evaluation.

MLM Errors Recorded
MLM No | (L: Logical errors, S: Syntax error User Involved
Using ArdenSuite | Using I-KAT
S:2,L:2 S:0, L:0 Physician 1
S:3,L:5 S:0, L:0 Physician 2
MLMI Not Applicable S:0, L:0 Physician 3
S:0, L:0 S:0, L:0 Knowledge Engineer
S:2,L:1 S:0, L:0 Physician 1
S:3,L:4 S:0, L:0 Physician 2
MLM2 Not Applicable S:0, L:1 Physician 3
S:0, L:0 S:0, L:0 Knowledge Engineer
S:10, L:11 S:0, L:1 Physician 1
S:5,L:18 S:0,L:1 Physician 2
MLM3 Not Applicable S:0, L:2 Physician 3
S:2,L:0 S:0, L:0 Knowledge Engineer
S:9,L:13 S:0,L:1 Physician 1
S:6, L:17 S:0, L:2 Physician 2
MLM4 Not Applicable S:0, L:2 Physician 3
S:3,L:0 S:0,L:1 Knowledge Engineer
S:7,L:12 S:0, L:1 Physician 1
S:6,L:16 S:0,L:1 Physician 2
MLM5 Not Applicable S:0, L:3 Physician 3
S:3,L:1 S:0, L:0 Knowledge Engineer
S:8,L:9 S:0, L:1 Physician 1
S:6,L:17 S:0, L:2 Physician 2
MLMé6 Not Applicable S:0, L:1 Physician 3
S:1, L:0 S:0, L:0 Knowledge Engineer
S:8,L:13 S:0,L:1 Physician 1
S:8, L:17 S:0, L:2 Physician 2
MLM7 Not Applicable S:0, L:4 Physician 3
S:3,L:2 S:0, L:0 Knowledge Engineer
S:9, L:15 S:0, L:2 Physician 1
S:6,L:16 S:0, L:1 Physician 2
MLM ) )
8 Not Applicable S:0, L:3 Physician 3
S:2,L:3 S:0, L:0 Knowledge Engineer
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Table 6.10: I-KAT: Time-On-Task data for 4 participants and 8 MLMs.

Participants MLM1 | MLM2 | MLM3 | MLM4 | MLMS | MLM6 | MLM7 | MLMS8
Physician 1 22 23 167 229 229 167 293 323
Physician 2 46 40 185 187 187 185 351 379
Physician 3 66 69 160 225 287 160 507 587
Knowledge Engineer 20 23 138 139 199 138 250 313
Mean 38.5 38.75 162.5 195 225.5 162.5 | 350.25 400.5
Median 34 315 163.5 206 214 163.5 322 351
Geometric Mean 33.99 3476 | 161.61 | 191.30 | 222.38 | 161.61 | 337.89 | 387.26
Standard Deviation 21.80 21.70 19.43 41.85 44.64 19.43 | 11239 | 127.68
Confidence 21.37 21.26 19.04 41.01 43.74 19.04 | 110.14 | 125.12
Confidence Interval (+) 59.87 60.01 | 181.54 | 236.01 | 269.24 | 181.54 | 460.39 | 525.62
Confidence Interval (-) 17.12 17.48 | 14345 | 15398 | 181.75 | 143.45 | 240.10 | 275.37
Confidence Interval 42.74 42.53 38.08 82.03 87.49 38.08 | 220.29 | 250.24

Table 6.11: ArdenSuite: Time-On-Task data for 4 participants and 8 MLMs.

Participants MLM1 | MLM2 | MLM3 | MLM4 | MLM5 | MLMé6 | MLM7 | MLMS8
Physician 1 1100 1102 1940 2005 2005 1940 2085 2158
Physician 2 1275 1270 2070 2139 2139 2070 2211 2271
Physician 3 3600 3600 3600 3600 3600 3600 3600 3600
Knowledge Engineer 510 514 1155 1101 1281 1155 1294 1366
Mean 1621.25 | 1621.5 | 2191.25 | 2211.25 | 2256.25 | 2191.25 | 2297.5 | 2348.75
Median 1187.5 1186 2005 2072 2072 2005 2148 2214.5
Geometric Mean 1266.75 | 1268.56 | 2021.45 | 2030.50 | 2108.84 | 2021.45 | 2152.69 | 2215.67
Standard Deviation 1359.15 | 1358.24 | 1022.45 | 1034.25 | 971.87 | 1022.45 | 958.49 | 926.2568
Confidence 1331.94 | 1331.05 | 1001.98 | 1013.55 | 952.42 | 1001.98 | 939.31 907.71
Confidence Interval (+) | 2953.19 | 2952.55 | 3193.23 | 3224.8 | 3208.67 | 3193.23 | 3236.81 | 3256.46
Confidence Interval (-) 289.30 | 290.44 | 1189.26 | 1197.7 | 1303.82 | 1189.26 | 1358.18 | 1441.03
Confidence Interval 2663.89 | 2662.1 | 2003.96 | 2027.1 | 1904.84 | 2003.96 | 1878.62 | 1815.43

System’s Efficiency Evaluation In previous sub section, we evaluated the user-friendliness of
the system by calculating the time taken by physicians on creating MLMs. Similarly, we calculated
the number of errors in MLMs creation to evaluate the interoperability of the system. To convert
these qualitative evaluation into quantitative, we evaluated the systems’ efficiency. The system’s
efficiency depends on two important metrics Time On Task, and Task Success Rate.

Time On Task: It is also called task completion time or shortly task time, which is good
metrics for measuring the efficiency of the system [119]. Time On Task is dependent on statistical
values such as average, median, geometric mean, and confidence intervals. All these statistical
values are contributing in the measurement of Time On Task. The statistical measurements of
proposed system I-KAT are shown in Table 6.10, and the statistical measurements of ArdenSuite

are shown Table 6.11 . The most common visualization of the Time On Task is to look at the
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Figure 6.11: I-KAT: Mean time on task, in seconds. Error bars represent a 95% confidence interval.

mean values of the time spent on particular tasks, however, sometimes the median values are more
appropriate to visualize and summarize the Time On Task. The most straightforward and intuitive
way to visualize it through the mean values. When several users have taken exceedingly long time
for a task completion, then it will be cause to increase the average. If there are several outliers
then the values of confidence interval will be more appropriate to visualize the Time On Task.
Therefore, we visualized the Time On Task for proposed system and existing system with respect
to mean value, which are shown in Figure 6.11 and 6.12, respectively.

The error bars represent 95% confidence interval. The results show that out proposed system
takes lesser time than the existing system in all simple and complex MLMs creation. Similarly, the
error bars of our proposed system illustrates that our confidence interval is also lesser than existing
system, which is positive observation. The less confidence interval describes that the experiment
on creating new MLM will be taken approximately equal time to current Time On Task.

Task Success: The Task Success Rate is the most common usability metric in the area of
user experience [119]. In Task Success evaluation, the task successful completion is measured
in binary success. Each task has some defined and concrete goal, if it is achieved successfully

then it is considered as pass in binary success, otherwise it is considered as fail. We evaluated our
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Figure 6.12: I-KAT: Mean time on task, in seconds. Error bars represent a 95% confidence interval.

proposed system with existing system based on the syntax and logical errors, but the MLM with
syntax error cannot compile and share with other medical institutions. However, the logical errors
give wrong results but the MLM is created successfully without syntax error. Our proposed system
hides the structure and syntax of MLM from the physicians, therefore, our proposed system is
error-free with respect to syntax error. Additionally, we also provided the controlled environment
to physicians for easy selection of concepts during rule creation, it also decreases the chance of
logical error but it is difficult to make the system error-free with respect to logical errors.

After experiments observation, we defined the success and failure criteria with threshold value
of 2. The MLM created with more than 2 errors are considered as task failure and lesser than or
equal to 2 then we considered as task success. The task successes are represented with 1’s and task
failures are represented with 0’s. Table 6.12 shows the task success rate for our proposed system,
which is 90.625%, and Table 6.13 shows the task success rate of the existing system, which is
46.875%.
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Table 6.12: I-KAT: Task Success Rate for 4 participants and 8 MLMs.

Participants MLM1 | MLM2 | MLM3 | MLM4 | MLMS5 | MLM6 | MLM7 | MLMS8 | Average
Physician 1 1 1 1 1 1 1 1 1 100%
Physician 2 1 1 1 1 1 1 1 1 100 %
Physician 3 1 1 1 1 0 1 0 0 62.5%
Knowledge Engineer 1 1 1 1 1 1 1 1 100 %
Average 100% | 100% | 100% | 100% 75% 100% 75% 75% | 90.62%

Table 6.13: ArdenSuite: Task Success Rate for 4 participants and 8 MLMs.

Participants MLM1 | MLM2 | MLM3 | MLM4 | MLM5 | MLM6 | MLM7 | MLMS8 | Average
Physician 1 1 1 1 0 0 0 0 0 35.5%
Physician 2 1 1 0 0 0 0 0 0 25%
Physician 3 1 1 0 0 0 0 0 0 25%
Knowledge Engineer 1 1 1 1 1 1 1 1 100%
Average 100% | 100% 50% 25% 25% 25% 25% 25% | 46.87%

The graphical representation of our proposed system (Figure 6.13) and existing system (Fig-
ure 6.14), showed that task success rate of proposed system is higher than existing system in all

simplest and complex MLM:s.
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Figure 6.13: I-KAT: Task Success Rate in Percent.

Efficiency: The System Efficiency is usually measured by combination of Time On Task
and Task Success Rate [119]. Common Industry Format for Usability Test Reports (ISO/IEC
25062:2006) defines the System Efficiency as a ratio of the Task Success Rate to the mean of Time
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Figure 6.14: ArdenSuite: Task Success Rate in Percent.

On Task. In efficiency evaluation, we used the calculated Task Success Rate and Time On Task to

find the system’s efficiency. The efficiency of our proposed system is 56.625 completion rate/time,

while the efficiency of the proposed system is 1.875 completion rate/time. Table 6.14 shows the

efficiency of the proposed system for each MLM with respect to task success per minute, while

Table 6.15 shows the efficiency of the existing system for each MLM.

Table 6.14: 1-KAT: Efficiency Measurement.

Tasks | Task Success Rate | Time On Task (Sec) | Time On Task (min) | Efficiency
MLM1 100 38.5 0.64 155
MLM2 100 38.75 0.64 154
MLM3 100 162.5 2.70 36
MLM4 100 195 3.25 30
MLMS5 75 225.5 3.75 19
MLM6 100 162.5 2.7 36
MLM7 75 350.25 5.83 12
MLMS 75 400.5 6.67 11

Overall Efficiency (I-KAT) 56.62
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Table 6.15: ArdenSuite: Efficiency Measurement.

Tasks | Task Success Rate | Time On Task (Sec) | Time On Task (min) | Efficiency
MLM1 100 1621.25 27.02 4
MLM2 100 1621.5 27.02 4
MLM3 50 2191.25 36.52 2
MLM4 25 2211.25 36.85 1
MLMS5 25 2256.25 37.6 1
MLMG6 25 2191.25 36.52 1
MLM?7 25 2297.5 38.29 1
MLMS 25 2348.75 39.14 1

Overall Efficiency (ArdenSuite) 1.87

Figure 6.15 illustrated the graphical representation of the proposed system’s efficiency. It

shows that the system’s efficiency is very high in simple MLM, and gradually decreases according

to the complexity of MLMs. The overall efficiency of the proposed system is much better than the

existing system in each MLM, Figure 6.16 shows the efficiency of the existing system.
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Figure 6.15: I-KAT: Efficiency Measurement.
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Figure 6.16: ArdenSuite: Efficiency Measurement.

6.3 Summary

Our proposed algorithm for DCM-Standard Terminology Mapping is evaluated with state-of-the-
art systems with statistical measures such as precision, recall, and F-Measure. Our algorithm
shows better results than the existing systems as precision 0.95, recall 0.92, and F-Measure 0.93.
Usually, the ontology matching algorithms lack definition based algorithm, therefore, we eval-
uated our proposed definition based algorithm with base-line (Jaccard Similarity) algorithm for
Standard Terminology and Data Model Mapping. As compared to Jaccard Similarity algorithm,
our proposed algorithm showed better results as precision (0.89), recall (0.97), and F-measure
(0.93).

For system centric evaluation, we compared implementation of clinical information modelling
systems requirement in our proposed system and in existing system. The results suggested that
82.05% of the requirements were fully supported, 7.69% were partially supported, and 10.25%
were not supported at all by our system. Whereas, in the existing systems, 35.89% are fully
supported, 28.20% are partially supported, and 35.89% are not supported at all. In user centric
evaluation the assessment criterion was ‘ease of use’. The proposed system showed 15 times better

results with respect to time in MLM creation as compare to the existing systems. Moreover, the
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participants on average made only one error in MLM creation using our proposed system, while
the average rate of error using existing systems was 13 per MLM. We also evaluated the proposed
system efficiency with respect to time on task and task success rate. The task success rate of the
proposed system was 90.625%, while the existing system was 46.87%. Based on the ratio of mean
time completion to the success rate, the overall efficiency of the proposed system was 56.625,

which better than the existing system efficiency 1.857 completion rate/time.



Chapter 7

Conclusion and Future Directions

7.1 Conclusion

Technologically integrated healthcare systems can be realized if physicians are encouraged to use
smart systems in different phases of patient care such as diagnosis, treatment, and follow-ups.
CDSS plays an important role in decision making. However, adaption of CDSS in clinical work-
flows is challenging due to the knowledge base evolution, according to continuous innovative
research in medical domain. Existing systems lack interoperability and shareability of knowledge
due to lack of practicing medical standards. The utilization of medical standards increases the
knowledge creation complexity and overburdens the physicians to evolve the knowledge. There-
fore, we proposed a Semantic Reconciliation Model (SRM) to create shareable and interoperable
knowledge using a user-friendly authoring environment. Firstly, the proposed model provides
schema-data level semantic reconciliation using flexible mapping methodology to achieve the
knowledge interoperability goal. Secondly, the SRM provides structure level semantic recon-
ciliation to create shareable knowledge. The convergence of medical standards can make the
knowledge shareable and interoperable, and there exists many standards in the medical domain.
Arden Syntax is close to natural language, making it easier for physicians to understand and
utilize it for knowledge rule creation. However, a number of complex artifacts in the Arden Syntax
specification increase its complexity. Therefore, our proposed system provides simplified inter-
faces to hide the Arden Syntax complexity to some extent. Moreover, our system automatically
generates MLMs using the maximum number of Arden Syntax artifacts. These artifacts include
“:= object,” “:=read,” “EXTRACT ATTRIBUTE NAME,” “IF THEN,” and others, as shown in
MLM Listing A.1 in Appendix A.2. However, some artifacts are not supported by our system,

such as loops and some aggregate functions.

103
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The existing legacy HMIS have diverse format of schemas to represent the system’s internal
data models. This diversity reduces data interoperability and increases the complexity for integrat-
ing CDSS with legacy HMIS systems. The HL7 community recommended the vMR standard data
model as an appropriate solution. Existing systems define the input parameters of an MLM using
curly braces to represent a query from an external system database, but the designed data models
in databases are different. Therefore, the use of a standard data model, HL7 vMR, helps to remove
the curly brace problem during integration of CDSS with legacy HMIS. The proposed system
provides direction towards the objective of automatic compilation of Arden Syntax to executable
format. Arden2ByteCode [73] and ArdenSuite [44] systems incorporate automatic compilation
of Arden Syntax to executable format. Arden2ByteCode require physician’s expertise in Eclipse
framework, while ArdenSuite is a commercial product. Physician feels burden in understanding
Eclipse environment, therefore, we intend as our future work, development of automatic compi-
lation of Arden Syntax to executable format with fully integrated Arden Syntax MLM creation
and testing environment. In the comparison evaluation, we evaluated our system with ArdenSuite,
which is a commercially available system with mature compilation functionality. However, in the
comparison, we only focused on the creation of shareable and interoperable knowledge in the form
of MLMs.

SRM provides a flexible concept modelling environment to accommodate new concepts that
can easily evolve using SOAP representation of DCM and data model vMR. We designed the
DCM based on the well-known SOAP protocol, which provides a structured system for a com-
prehensive analysis of problems, diagnosis, treatment plans, demographics, and patient history
[103]. Therefore, the DCM can easily adjust new concepts under one of its categories. Similarly,
the data model vMR is envisioned to model CDSS-related clinical concepts and attributes with
high scalability [107]. The data model vMR is designed and developed as a comprehensive and
scalable representative set of data elements after a rigorous multi-national and multi-institutional
analysis of CDSS systems [26].

We created Domain Ontology to provide a related value set in an IntelliSense window for
user selection of the desired concept. Searching the related value set in the entire SNOMED CT

versus in the Domain Ontology represents a tradeoff between performance efficiency and concept
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coverage. Searching the entire SNOMED CT for a concept improves coverage but slows perfor-
mance at the interface level. Likewise, searching only the Domain Ontology decreases the concept
coverage, but increases efficiency.

The current developed system validates new MLMs by comparing title, name, and purpose
with previously created MLMs to find duplicates. We are conducting ongoing research for the
maintenance and validation of MLMs; in the future, the system will examine the logic of new
rules to determine whether these already exist in the MLM repository. Our experiments show that
even novice users were able to create MLMs using our system compared to ArdenSuite. This
demonstrates that our system provides a very user-friendly environment that enables physicians

with minimal Arden Syntax experience to share their knowledge.

7.2 Future Directions

According to multi-model mapping, we will evaluate our system on large biomedical ontologies
and compare with existing systems. We will participate in Ontology Alignment Evaluation Initia-
tive (OAEI) competition in near future. We also aim to extend the system with further mappings
between vMR and DCM concepts to support a higher number of concepts.

Additionally, we endeavor to integrate our ongoing research on maintenance and validation of
MLMs into the current system. We plan to extend the system to support complex Arden Syntax
artifacts such as loops and aggregate functions. Similarly, the state-of-the-art CDSS Hook is

currently popular as a standard, therefore, we will also implement the system for CDSS Hook.
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Appendix A

Implementation Details

A.1 System Implementation and Realization

We developed a web-based system and deployed it in a testing environment. In the user interface,

we provided different screens such as Rules List, Rule Editor, and Rule Viewer'

. The system
provides a list of previously created MLMs with abstract information about the MLM, as shown
in Figure A.l1. This interface allows a physician to view and update the complete details of
previously created MLMs. When a physician clicks on the View button, the corresponding MLM

is shown in the Rule Editor in an editable form. The list screen also provides the functionality of

adding a new rule through the Create New Rule button.

iD KAT 'ntelligent Knowledge Authoring Tool SAccount - & Dr A
&
Dashboard
i= Rule List
RULETITLE RULE NAME INSTITUTION AUTHOR NAME SPECIALIST NAME CREATED DATE
TreatmentPlan for Oral Cavity Palliative MLMTreatmentPlanPalliative UcC Lab Dr. Magbool Dr. Magbool 09/01/2015
Oral Cavity Treatment Plan (MLM1) OralCavityTreatmentPlan(MLM1) Dr. Hassan Igbal Dr. Hassan Igbal 12/01/2015
Palliative Treatment By Physician 3 Palliative Treatment By Physician 3 SKMCH Dr. Physician 3 Dr. Physician 3 13/01/2015
Treatment Plan By staging Physicain 3 Treatment Plan By staging Physicain 3 SKMCH Dr. Physician 3 Dr. Physician 3 13/01/2015
Treatment Plan Palliative By Physician 1 Treatment Plan Palliative By Physician 1 SKMCH Dr. Physician 1 Dr. Physician 1 13/01/2015
Treatment Plan Disease By Physician 1 Treatment Plan Disease By Physician 1 SKMCH Dr. Physician 1 Dr. Physician 1 13/01/2015
Treatment Plan Palliative by KnowledgeEngineer | Treatment Plan Palliative by KnowledgeEngineer | UC Lab KHU | Knowledge Engineer | Knowledge Engineer | 13/01/2015
1|2

Figure A.1: Dashboard for existing MLM.

'Video Demo for review process: Please download video of rule creation using I-KAT https://goo.gl/Y 8eHeu

120



A.1l. SYSTEM IMPLEMENTATION AND REALIZATION 121

The main interface for rule creation is Rule Editor, as shown in Figure A.2. Highlighted Area
1 is used to capture metadata about the MLM such as Rule Title, Author’s name, MLM name,
Institution, and Created date. Similarly, the physician can use the Citation button to attach online
resources as evidence of the MLM [120]. The Purpose and Explanation boxes allow the physician

to enter the rule purpose and provide explanation.

iD KAT Intelligent Knowledge Authoring Tool

Rule Editor
==

Rule Title: | RadicalTreatment Author's Name: | Dr. Arif Jamshed
iE Rule Editor
MLM Name: | RadicalTreatment Institution: |UC lab
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Figure A.2: Rule editor for MLM creation.

Highlighted Area 2 handles the main logic of the rule. It contains two boxes: Condition and
Action. The Condition box allows the physician to write the facts involved in the condition part
of the rule. The Action box is used to write the conclusion of the rule. This interface alleviates
the physician from knowing the technical details of SNOMED CT, HL7 vMR, and the complex
artifacts of HL7 Arden Syntax.
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Physicians can select the DCM concepts from the DCM concepts tree shown in highlighted
Area 3 by double-clicking on the required concept. The Domain Clinical Model Concepts option
allows the domain concept to be brought from DCM, and SNOMED CT Concepts provides an
enhanced search on the SNOMED ontology to obtain the domain concepts. While writing a con-
dition or action statement, the physician can use either the tree model or the IntelliSense feature,

as shown in Figure A.3.

iD KAT Intelligent Knowledge Authoring Tool
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Rule Editor

i= Rule Editor

Rule Title: | RadicalTreatment

MLM Name.

Created Date: |04/06/2016 Citation: Citation

Ex|
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Radical
Unknown
N/A (Not Available)

Intelli-sense window

Shov

Figure A.3: Detailed view of Rule 1.

When the physician wants to save a created rule by clicking the Save Rule button, the cor-
responding MLM is generated in the back-end process. The generated MLM is represented in
standard data model vMR concepts and SNOMED CT codes, instead of concepts in the under-
standable rule format on the user interface. After successful generation of the MLM, it is stored in
the MLM knowledge base as text files and in the database repository in structured format. Physi-
cians can see the newly created MLM by clicking the Show Created MLM button, and the result

is displayed on the Rule Viewer page, as shown in Figure A.4.
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Figure A.4: MLM view for Rule 1.
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A.2 Detailed explanation of the generated MLM

I maintenance:

2 title: RadicalTreatment;;

3 mlmname: RadicalTreatment;;

4 arden: Arden Syntax V2.7;;

5 version: Version 2.7;;

6 institution: UC lab;;

7 author: Dr. Arif Jamshed;;

8 specialist: Dr. Arif Jamshed;;

9 date: 04/06/2015;;

10 validation: testing;;

11 library:

12 purpose: Rule for radical patients treatment;;
13 explanation: Rule for radical patients treatment;;
14 keywords: Oral Cavity;;

15 citations: HH

16 knowledge:

17 type: data-driven;;

18 data:
19 ProcedureEvents := object [ProcedureEvent, ProcedureEvent, ProcedureEvent];
20 ObservationResults := object [ObservationResult, ObservationResult, ObservationResult,

ObservationResult];

21 ProcedureEventList := read as ProcedureEvents

22 { select ProcedureEvent FROM client Where ProcedureEvent.procedureCode IN ("395077000","
413737006","413737006") };

23

24 ObservationResultList := read as ObservationResults

25 { select ObservationResult FROM client Where ObservationResult.observationFocus IN ("
385356007","385356007","385382003","80631005") };

26 Recommendationl := object[ProcedureEvent];

27 recommendationList := ();

28 g

29 evoke: evoke ;;

30 logic:

31 ProcedureEventListDetail := EXTRACT ATTRIBUTE NAMES ProcedureEventList;

32 ObservationResultListDetail := EXTRACT ATTRIBUTE NAMES ObservationResultList;

33

34 ProcedureEventl := ATTRIBUTE ProcedureEventListDetail[l] FROM ProcedureEventList;

35 ProcedureEvent2 := ATTRIBUTE ProcedureEventListDetail[2] FROM ProcedureEventList;

36 ObservationResultl := ATTRIBUTE ObservationResultListDetail[l] FROM

ObservationResultList;
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37 ObservationResult2 := ATTRIBUTE ObservationResultListDetail[2] FROM
ObservationResultList;

38 ObservationResult3 := ATTRIBUTE ObservationResultListDetail[3] FROM
ObservationResultList;

39 ProcedureEvent3 := ATTRIBUTE ProcedureEventListDetail[3] FROM ProcedureEventList;

40 ObservationResult4 := ATTRIBUTE ObservationResultListDetail[4] FROM
ObservationResultList;

41

42 IF ( (ProcedureEventl.procedureCode = "395077000" And ProcedureEventl.procedureMethod = "
27762005") AND
43 (ProcedureEvent2.procedureCode = "413737006" And ProcedureEvent2.procedureMethod = "

450827009") AND (

44 (ObservationResultl.observationFocus = "385356007" And ObservationResultl.
observationValue = "23351008") OR

45 (ObservationResult2.observationFocus = "385356007" And ObservationResult2.
observationvValue = "67673008")) AND

46 (ObservationResult3.observationFocus = "385382003" And ObservationResult3.
observationValue = "62455006") AND

47 (ProcedureEvent3.procedureCode = "413737006" And ProcedureEvent3.procedureMethod = "
387713003") AND

48 (ObservationResult4.observationFocus = "80631005" And ObservationResult4.
observationValue = "60333009") )

49 THEN

50

51 recPartl := new ProcedureEvent with "108290001";

52recl := new Recommendationl with recPartl;

53 recommendationList := recommendationList, recl;

54 conclude true ;

5 7

56 action:

57 For recommendations IN recommendationList DO

58 IF ( recommendations IS ProcedureEvent ) THEN

59WRITE recommendations.procedureMethod;

60 ELSEIF ( recommendations IS ObservationResult ) THEN

6l WRITE "Observation: " || recommendations.observationFocus || " Obsevation Value: " ||
recommendations.observationValue;

62 ELSEIF ( recommendations IS Problem )

63 WRITE recommendations.problemCode;

64 ELSE

65 WRITE recommendations;

66 ENDIF; ;

67 P
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68 end:

Listing A.1: Created MLM for oral cavity cancer treatment plan of Rule 5

In the newly created MLM, all information is mapped and shown in the correct slots of the
MLM. This information consists of title, mlmname, institution, purpose, and explanation. The
data and logic slots are saved with integration of vMR concepts and SNOMED CT codes. In
data, the system creates input objects of the vMR classes. These objects include three for Proce-
dureEvent for the DCM concept Treatment Intent, two for Treatment Plan Given (Chemoinduction
and Surgery), and four for ObservationResult for DCM concepts of T (T1 and T2), one concept
for N, and one concept for Clinical Stage (S). The system requests input values for objects from
the client as shown in lines 21-25 in MLM Listing A.1. Similarly, the system inputs the SNOMED
CT codes (e.g., 395077000 for Treatment Intent, 413737006 for concept Treatment Plan Given,
413737006 for concept T, 385382003 for concept N, and 80631005 for concept S) in lines 22 and
25. Lines 31-32 show the declaration of two output recommendations; both of these recommen-
dations belong to the vMR class ProcedureEvent for the Treatment Plan.

In logic, the system extracts values of Treatment Intent, Treatment Plan Given, T, N, and S from
the lists of ProcedureEvent and ObservationResult shown in lines 34-40. Lines 42-54 show the
IFE, THEN part of the MLM. In IF, the ProcedureEventl.procedureCode = “395077000” shows
the Treatment Intent and ProcedureEventl. ProcedureMethod = “27762005” shows the Radi-
cal. Likewise, ObservationResultl.observationFocus = “385356007” is used for clinical stage 7,
while ObservationResultl.observationValue = “23351008” shows the value T'/. In the same man-
ner, the key and values of facts “T' = T2,” “N = N1,” “Treatment Plan Given = Chemoinduction,”
and “Treatment Plan Given = Surgery” are generated.

In the Then part of logic, the system creates output object “ProcedureEvent” with SNOMED
CT codes “108290001” for Radiotherapy in line 51. In the action slot of MLM, the system writes

all generated output objects in lines 57-66 that were created for recommendation. All DCM, vMR,
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and SNOMED CT mappings are listed in Table 4.1.

A.3 Interpreted Requirements for the Authoring Tool

The following table shows the final list of selected and interpreted requirements according to the
knowledge acquisition tool. The Priority column shows the requirement category (i.e., E for Es-
sential, O for Optional, and R for Recommended). Req. Number column shows the requirement
number. Description shows the requirement statement for CIMT. The Interpretation for Knowl-
edge Authoring Tool column describes the requirement statement with respect to knowledge ac-
quisition tools. The column Implementation Methodology shows the corresponding methodology

to implement the requirement in our system.

Table A.1: Classification and interpretation of requirements for CIMT to the Intelligent-Knowledge Authoring

Tool.
Req. Interpretation for Implementation

Priority Number Description Knowledge Authoring Tool Methodology

E R1 Be able to define clinical IR1: Knowledge Authoring Our proposed system
information models accord- Tool able to create knowledge generates the MLMs using
ing to a defined technical that is aligned with HL7 standard data mod-
specification for structur- technical specifications for el vMR for structuring and
ing clinical information in structuring the clinical easy integrating with
EHR systems. information in EHR. EHR systems.

E R2 Support the semantic IR2: Create knowledge We are using standard the
interoperability of EHR support for easy integration data model vMR and
systems (Data Model, with EHR workflows. standard terminologies
Std terminology). of SNOMED CT to enha-

nce interoperability.

E R3 Ensure consistency of IR3: KAT should rely on .

. . X For MLM generation,
information collected and bind to local and
by enabling the definition standard clinical models and the SRM maps DCM
of clinical information vocabulary for easy concepts with SNOMED
models generic enough rule construction for CT and vMR. When
to be compatible in localized recommendation new local concepts
multiple scenarios through interventions. are added to the model,
specialization mechanisms it maps them with
for the additional corresponding VMR class
constraints of each and then with
local scenario. corresponding top-level
concepts of SNOMED CT,
which allows localized
rule creation under
the standard constraints.

E R4 Deﬁnilign-and.vqlidalign IR4: KAT should support the We validate the created
of the clinical information validation process to ensure MLM with the structure
models according to a the validity of clinical rules. and syntax of standard
formal syntax. HL7 MLM.

E R5 Import and export clinical IR5: KAT allows transfor- Currently, our system

information models acco-
rding to the following
formal syntaxes: XML
and ADL.

mation of rules into
multiple formats specified

by the knowledge representation

scheme.

presents knowledge in

MLM format; in compilation
module, we will represent it
in ArdenML.

Continued on next page
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Table A.1 — Continued from previous page

Req. Interpretation for Implementation

Priority Number Description Knowledge Authoring Tool Methodology

E R6 Represent data types IR6: KAT should support We are using standard
according an accepted data standard data types datatypes of MLM
type standard (e.g. ISO according to the used ;_};El are standard for
21090 standard or a standard data model 7 community.
subset of this). for rule creation.

E RS Provide an automatic IR8: KAT includes parsers Our system has parsers
pz?rs.er f?r the deflined for different supported to re-read the created
clinical information knowledge representation rules from MLM text
model. schemes. files as well as

from the knowledge
base.

E R9 Tools will verify that IR9: KAT should semantically According to SRM, our
clinical information model and syntactically validate system validates the used
and their instances rules according to the concepts with vMR and
are semantically and representation scheme. SNOMED CT hierarchy, while
syntactically consistent. validating the structure

according to the HL7
MLM standard.

E R10 The tool allows the IR10: KAT needs to Our system binds the
author to create term bind concepts to rule editor with standard
bindings by connecting standard terminologies to terminologies of SNOMED
with Terminology Servers enhance shareability and CT for easy selection
using (e.g. using and simplify integration. of the desired concepts;
CTS2) or another suitable internally, the MLM is
terminology server commu- generated with SNOMED CT
nication specification. codes of the corresponding

concepts as well.

E RI1 Should include an intuit- IR11: KAT should manage Our system provides
ive graphical user a large number of rules DCM concepts in tree form
interface for navigating and their dependencies for easy navigation
large taxonomies. in easy and understandable and selection of concepts

GUIs. while large number of
rules can be navigated
through the provided
dashboard.

Should include mechan- .

. R isms that enable users :ﬁ:;;ié:i:r;ie: ~ Our system provides
and find a clinical infor- e facility to search the
mation models in the the large number of rules existing rules in the
repository by searching within the knowledge base. knowledge base using
on any of its structured the dashboard, while
information properties. searchin the desired concept

in the DCM tree
using the defined
category panels.
E R14 IR14: KAT should support Our system generates HL7

Should export its clinical
information model in at
least one format that
conforms to a published
international standard or
specification.

at least one standard
knowledge representation
format.

standard Arden Syntax
MLM to share with other
organizations.

Continued on next page
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Req. Interpretation for Implementation

Priority Number Description Knowledge Authoring Tool Methodology

E R16 Our system provides
Should allow collabora- IR16: KAT should support roles facility for role management.

. . .. y g s
tive authoring of clinical to identify and manage the .
information models accor- in of ie., each user has access
d ¢ ownership of the created to the knowledge base
ing to the established knowledge rules. K .
roles. As well as recor- according to their roles.
ding experts and organiza-
tion participating in
this process.

E R17 Should provide mechan- IR17: KAT should prov- Currently, 01'11' sys.lem
isms to support multiple ide multilingual support has no funcuo?mllly to
language translations of for knowledge creation CTea‘e MLMs in

S . B different languages.
a clinical information to cover maximum
model. regions.

E RIS Should enable the IR18: KAT allows abstraction Our system provides
formal definition of to use localized concepts abstraction to users
clinical content by and enables automatic for writing complex
domain experts wi.lhout transformation of the underlying structure and syntax
::]edzfiinfgirnlechmcal knowledge .reprfes.emauon of MLM. The experts

S g scheme while hiding the do not deal with
underlying technical complex structure of MLM
complexity of concepts and data model VMR.
and syntax.

E R19 Should ensure the defin- IR19: KAT should ensure The users can enter
ition of purpose, approp- the meta information information about pur-
riate description of usage, of "«ﬂCh_ rule from the pose, functionality, and
and precise mention of expert in self-explanatory other rule details
clinical information manner. using an easy-to-use
model domain. interface. The system

saves information in
the maintenance slot of
MLM.

o R21 Facilitate the implement- IR21: KAT should have standard Implementation
ation of EHR systems conceptual models that methodology for R1.
that meet clinical enable easy integration
fequirements. of knowledge base with

EHR workflows.

0 R45 Import/select the IR45: The conceptual model We selected VMR
Reference Model that used in KAT as the reference model, and
will lead underpin should be validated using it leads underpinning of
the definition. standard reference model. the definition.

O R48
Tools should suggest IR48: KAT should suggest We provide SNOMED
clinical information candidate standard termin- CT terminologies as
modelers with candidate ologies when experts write standard.
terminology/ontology knowledge rules.
terms based on their
semantic underlying
model.

o R51 Should integrate or link Our system facilitates

to educational material
to teach clinicians how
to participate either in
core and validation
domain expert group.

IRS51: Should integrate
or link to educational
material to teach
clinicians how to
participate in core

and validation domain
expert group.

experts to link some
educational material to
the rules as evidence.

Continued on next page
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Table A.1 — Continued from previous page

Req. Interpretation for Implementation

Priority Number Description Knowledge Authoring Tool Methodology

o R52 Should allow to assign IR52: KAT should allow edits We only change the
or edit the GUI to the GU.I presentation GUI r(f,gardmg the DCM
presentation capabilities and dolma.m modf’,l tree with category-
for local purposes, according to the interest based selection.
making possible that of experts.
clinician/administrator
edit the local presentation.

R R23 ot . Our system provides a
Support the organizati- IR23: KAT should support the Y p
onal needs relating to organizational needs to DCM concept as
the definition process, create domain knowledge local concepts mapping
with coordination capabi- with the help and cons- with vMR and SNOMED
lities among clinical ensus of domain experts. S;:; f;ttnzzésa:;del
information m_ot.ielling collaboration of clinical
experts and clinical experts and knowledge
teams to provide engineers.

a common or consensus
agreed definition of

the clinical information
model.

R R25 s X ‘de si .
Promote the clinician IR25: KAT should provide simpl- Our system provides an
adoption with a simplified ified and guided views to the easy to understand and
and guided view well experts and should hide well-organized editor to
understood by them that all complexity when create knowledge that
guide their participation writing knowledge rules. hides the complex syntax
in the modelling process. and structure of the MLM.

R R26 Define semantic and IR26: KAT should bind rule authoring We provide abstraction to
syntactic patterns in the to the standard data MLM with the YMR data
form of constraints to models and vocabulary to model; therefore, the
on the selected Reference fulfill the constraints expert is restricted with
Model. of the reference model. regard to wrong classes or

attributes of VMR.

R R27 Proyide an'automalic- IR27: Provide a testing Our system validates
testing environment for environment to test the the MLM at runtime,
systems using the behavior of newly created either during testing or
déﬁned clinical inform- knowledge before production. production. In the future,
ation model. . . .

a testing environment will
be provided.
i isuali- Implementati

R R29 Should Include visual IR29: Should include T 05
Zf‘ 10?‘ components tor understandable and manag- methodology for :
viewing complex term .

Jationshi eable components and views
relationships. for domain experts to
create knowledge in an
easy manner.

R R30 Should facilitate the IR30: KAT should create knowledge Implementation
use of the clinical infor- rules with standard models methodology for R2.
mation model to and vocabulary to support
transform/map from the existing data of
existing data. organizations.

R R31 Should allow to define IR31: KAT should allow transformation Implementation
transformations of the of the knowledge rules into methodology for RS.

clinical information
models to/from other
specifications.

different formats of knowle-
dge representation schemes.

Continued on next page
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Table A.1 — Continued from previous page

Regq. Interpretation for Implementation

Priority Number Description Knowledge Authoring Tool Methodology

R R32 A repository service IR32: The system should According to role man-
should provide a noti- provide a notification agement, whenever model
fication service to service to experts and or knowledge rules are
experts and systems administrators about rules changed, it will notify
about clinical inform- updates, additions, and the persons of concern.
ation model updates, backward compatibility.
additions and backwa-
rds compatibility.

R R33 Where more than one IR33: The tool allows the Our. system facilitates
format is supported, transformation of knowledge re:neYal ;f 1;13_ 4
requester user or sys- rules into multiple xr?s: the desire
tem will be able to representation formats for :
nominate the preferred retrieval of knowledge
retrieval format. according to expert interest.

R R34 IR34: According to role Implementation
Requesters of obsolete management, the experts methodology for R32.
versions .Of an clinical should be notified about
information model . updates in the knowledge
shall be provided with
a notification that rules ar}d'be able

to nominate the
an update (or updates) correct updated version
SXiSl. and be able [.0 of the knowledge rule.
nominate the version(s)
to be returned.

R R37 Should provide mecha- Implememano?

. » IR37: In KAT, the three Methodology for R32.
nisms to assign the foll- . . .
X main roles of editor,
owing roles to experts author, and reviewer
participating in the should exist, each of which
clinical information should be able to
modelling process and process the knowledge rules.
document this informa-
tion in the final clinical
information model
produced: editor,author
and reviewer.

R R39 Should provide the IR39: The system should Our system gives an
means to define the provide a mechanism based immediate prompt to the
clinical and usage scope on standard data model expert when the logic part
of the clinical and vocabulary to of a rule overlaps with
information model in a resolve merging conflicts existing knowledge rules
structured and coded between two knowledge bases. during creation of rules
format, in order to be and merging with other
able to check for possible knowledge bases.
scope overlap with
other clinical informat-
ion model.

R R40 IR40: KAT should implement Implementation

Should implement clin-
ician understandable
mechanisms for a guided
process for local specia-

lization and validation
purposes.

understandable and guided
mechanisms for the clini-
cians to adapt localized
rules according to the
standard data model.

methodology for R39.

Continued on next page
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Table A.1 — Continued from previous page

Req. Interpretation for Implementation
Priority Number Description Knowledge Authoring Tool Methodology
R R4l Should be able to cre- IR41: KAT should provide Will be implemented
ate prototype screens GUI screens to in the future.
for domain expert vali- test the rule valida-
dation of the defined tion with real data.
clinical information
model auto-generates
example GUISs to test
the creation of example
instances.

R R42 . L
User friendly interface IR42: User-friendly Our system provides
for clinicians including interface for clinicians a user-friendly interface
drag and drop capabil- including drag and for rule creation with
ities to be able to drop/IntelliSense functiona- IntelliSense functiona-
manage multiple clinical lities to manage knowledge rules in lity and drag and drop
information models an easy way. mechanism of concept
casily. selection from the DCM tree.

R R43 Editorial role can exa- IR43: Editorial role Implementation

mine changes, and accept should examine the created/ Methodology for R32.
or reject changes. updated knowledge rules.

R ER57 ERS7: Provide DCM in Our system provides a
hierarchical form for easy DCM tree that contains
selection of required all understandable
concepts during knowledge domain concepts used
creation. in local HMIS systems.

R ER58

ERS58: The knowledge editor should

provide contextual selection
of a required value of a
concept from the value

set using the IntelliSense
window.

Our system facilitates
physician selection of the
desired concepts from the
IntelliSense window during
rule creation, which
populate from DCM
concepts or SNOMED CT
concepts that depends

on the experts’ choice.
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