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Introduction

Decision Making Basic Elements

Clinical 
Expertise

Patients’ 
Preferences

Research 
Evidence

 With the information explosion, the retrieval of the best clinical evidence from 
large and general purpose databases such as MEDLINE is difficult [Nancy et al 2005].

 Particularly in Evidence-based Medicine (EBM), the busy clinicians face numerous 
challenges to acquire best clinical evidence for quality care  [Sackett, David L., et al 

1996, Leung GM, 2001].

The clinical evidence found in 
online available evidentiary 
documents.

“EBM, three legged stool" 
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Motivation
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Information 

System
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Laboratory Radiology

Lab results Radiology 
Results

Best Evidence Clinician

Knowledge & 
Experience
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Research 
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Support

Clinical Decision 
Support System

Online 
Resources

Evidentiary 
Documents

Final Decision
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Domain Experts
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 Getting best available evidence is promising

o Because, it will improve the confidence level of 
clinicians on clinical decisions

o If made automatic, it will reduce unnecessary burden 
over clinicians/researchers

Relevant
Quality

 Today number of MEDLINE Indexed articles

o 21,508,439 (21 million+)

o An internist require at least 20 scientific papers every
day to keep up-to-date with this overwhelming number
of yearly citations.



Problem Statement

In evidence-based medicine (EBM), without a well formulated question and an
automated quality assessments, it is time consuming to identify a relevant and

quality evidence [GRADEWG2004, Sarker2015, Boudin2010].
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To minimize human efforts getting best research evidence for better clinical 
decision making.

• To develop and evaluate methods/models for finding relevant evidentiary 
documents. 

• To develop and evaluate methods/models for recognizing quality evidences.

Goal

Objectives

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion

Challenges: Retrieving task oriented relevant document with a higher precision

Challenges: Recognizing quality and contextually fit evidences with a higher accuracy



Research Taxonomy
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Evidence-based 
Medicine

Evidence 
Retrieval

Query 
Formulation

Unstructured Structured

User Driven

(manual)

System Driven

(automatic)

Query 
Reformulation

Lexicon-based 
Reformulation

Vocabulary 
Normalization

Evidence 
Appraisal

User Driven 
(manual)

System Driven 
(automatic)

Boolean        
Methods

Statistical 
Methods

Evidence 
Application

Base Query

Retrieved Evidences

An automatic approach is used to formulate 
structured query in PICO format

A standard vocabulary approach 
to normalize the query terms

A decision-tree based classification is 
used to appraise the quality of evidences.

[Sackett1996, Sungbin2014]
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Related Work (Individual Method-wise)

Approach QF AQRF SbQR ERG CEG

Clinical Query [Wilczynski2005] Yes (manual) No No Yes (Ranking) Yes(Partially)

InfoButton [DelFiol2012] Yes (semi-Auto) No No No Yes (manual)

CDAPubMed[Perez2012] Yes (semi-Auto) Yes No No No

askMedline [Fontelo2005] Yes (manual) Yes No No No

Towards Automatic Recognition 
[Kilicoglu2009}

No No Yes No No

Evidence Quality Prediction 
[Sarker2015]

No No Yes Yes (Grading) No

Proposed Approach Yes (auto) Yes Yes Yes (Grading) Yes (auto)

QF: Query Formulation
AQRF: Automatic Query Reformulation

SbQR: Statistical-based Quality Recognition
ERG: Evidence Ranking/Grading
CEG: Contextual Evidence Grading
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• Query building approaches are 
manual or semi-automatic

• Reformulation process consider 
terminological variants

• Dataset limitations and manual features 
engineering for quality evaluation statistically.

• Evidence grading without considering the 
user context

• Non-textual data consideration for 
quality evaluations

• Rule mining from the evidences

Limitations

P
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Limitation, Objectives and Proposed Solutions
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 Information driven, non-structured 
and manual construction of query

 Lack of target task awareness

Automatic Evidence Appraisal

Statistical-based quality assessment

User Aware contextual evidence grading

Automatic Evidence Acquisition

PICO Compliant Question Construction

Clinical Task Aware Query Formulation

Finding relevant evidentiary 
documents. 

Limitations SolutionsObjectives

 Boolean methods for quality 
assessments

 Lack of user-aware evidence 
grading

Recognize the quality of 
contents and contextual fitness

A

B

Sol 
1

A

B

Sol 
2
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To minimize human efforts getting best research evidence for better clinical decision 
making.

Goal



Proposed Solution: Abstract Idea
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PICO Compliant Question Preparation

Solution 1: Automatic Evidence Acquisition

A PICO Compliant Question Construction

B Clinical Task Aware Query Formulation

Evaluation: Relevancy

PICO Compliant Question Preparation

Solution 2: Automatic Evidence Appraisal

A Statistical-based Quality Assessment

B Context Aware Evidence Grading

Evaluation: Quality

Task Aware PICO Compliant Query

Relevant 
Evidentiary 
Documents

Relevant and 
Quality Evidentiary 

Documents

Knowledge 
Source



Proposed Solution: Details
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PICO-Compliant Question 
Construction

Knowledge 
Processing KAP Model

Terminology Source

Data / 
Knowledge 

Source

Concept Mappings

Implementation  
Model

Salient Term 
Identification

Terminology Service

1.Mapping Model Construction
2.Salient Term IdentificationContribution

Clinical Task Aware 
Query Formulation

P I C O

Clinical Task 
Recognition

Terminology Source

Solution 1
Automatic Evidence Acquisition

P I C O

P I C O + CT

Statistical-based Quality 
Assessment

1.Clinical Task Recognition
2. Query Validation

Contribution

Data / Knowledge

Evidentiary 
Document 1

Evidentiary 
Document 2

Evidentiary 
Document n

Quality 
Recognition 

Model (QRM)

QRM LearningCorpus 
Construction

Dataset

Feature 
Engineering

Quality 
Recognition

Context Aware Grading

Offline Process

Online 
Process

Automatic Evidence Appraisal
Solution 2

1. Automatic Data and Meta-Feature Engineering
2. Normalization of Meta-Features

Contribution1.Contextual Mapping Matrix Acquisition
2.Aggregate Matrix Construction and Parsing

Contribution

Quality 
Document 1

Quality 
Document 2

Quality 
Document m

User Context

UC 1 UC 2 … UCn

Resource Context

RC1 RC2 … RCn

Aggregate Context Generation

Finding Grade
High

Moderate

Low

Relevant & 
Quality 

Document 1

Relevant & 
Quality 

Document 2

Relevant & 
Quality 

Document m

Query 
Validation



PICO Compliant Question Construction (1/8)

What is PICO?
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Sol 
1-A

Existing Approaches

P I C O

This include 
the primary 
problem, 
disease, or 
co-existing 
conditions. 

This include 
intervention, 
prognostic factor, 
or exposure such 
as diagnostic test 
order, treatment 
plans.

This is an 
optional part of 
PICO which 
mainly include 
the alternative 
to intervention. 

This include the 
goal to accomplish 
such as improving 
health of a patient, 
survivorship of a 
cancer patient etc.

Introduction Related Work Solution 1 (A) Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion

1 Unstructured 

2 Structured 

 Hard for human to understand the 
semantics of the query

 Poor results are reported in EBM

Limitations

Information 
Driven

 Manual
o Time consuming

 Automatic
o Error prone

Knowledge 
Driven

 PICO compliant question construction
 KAP Mapping Model
 Salient Term Identification

Advantages

 Time efficient for the busy clinicians
 Better consistency irrespective of user 

expertise level.

[PICO2001, PICO2002] [Hersh2008] [Schardt2007]

Because, PICO facilitate the 
well-built search strategy 
based on four parts: (P), (I), 
(C), and (O), which are well 
matched with EBM Facets.

The PICO 
structure is 
commonly used 
in clinical 
studies.

Using a well-formulated 
question of PICO structure 
facilitates searching for a 
precise answer within a 
large medical citation 
database.

Why PICO?

Proposed Approach Methods
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Sol 
1-A

Data/ 
Knowledge

Preprocessing PICO Mapping

Slot 
Identification

Knowledge 
Extraction

Mapping 
Execution

Salient Term 
Identification

Terminology Service

Match 
Found

Match Synonym 
Concept

No

Concept 
Concatenation

Drop from 
query

Semantic 
Tagging (Data-

Operator)

Yes

Data

Operator and Tag

Match Concept
No

Yes

Operator 
Parsing

Operator 
Translation

Physical 
Mappings

Conceptual 
Mappings

Start

Is 
Synonym 

?

Stop word 
removal

Stemming

Data

Knowledge

P I C O

Introduction Related Work Solution 1 (A) Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion

 Structure level mappings to map diversified knowledge
representations to a one common structure of PICO.
 Salient term identification through standard terminology services

with concept matching and meta-concept matching.

Terminology Source(s)

Solution 1-B

PICO Compliant Question Construction (2/8)

KAP Mapping Model
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Sol 
1-A

Medical Logic 

Module 

(MLM)

Knowledge 1

Slot 

Identification

Knowledge 2 Knowledge 3 Knowledge n

Decision Support System Knowledge Bases

Production 

Rule (PR)

Guideline 

Interchange 

Format (GLIF)

Shareable Active 

Guideline 

Environment 

(SAGE)

Concept 

Extraction
Preprocessing

Structure Mapping

Concept 

Matching

Salience 

Identification

Concept 

Concatenation

Concept Mapping

Mapping Models

Vocabulary System

P

I

C

O

KAP (Knowledge Alignment to PICO) Model

𝑃𝐼𝐶𝑂 = 𝐷 ∧ 𝐴 ∧ 𝐸 ∧ 𝑃

𝑃𝐼𝐶𝑂 = 𝑖=0ځ
𝑛 𝐷𝐶𝑖 ∧ 𝑖=0ځ

𝑛 𝐴𝐶𝑖 ∧ 𝑖=0ځ
𝑛 𝐸𝐶𝑖 ∧ 𝑖=0ځ

𝑛 𝑃𝐶𝑖
(1)

𝐷 → 𝑃
𝐴 → 𝐼
𝐸 → 𝐶 𝑂𝑝𝑡𝑖𝑜𝑛𝑎𝑙
𝑃 → 𝑂 (𝑂𝑝𝑡𝑖𝑜𝑛𝑎𝑙)

𝑊ℎ𝑒𝑟𝑒;
𝐷 = 𝑅𝑢𝑙𝑒 𝐷𝑎𝑡𝑎 𝐶𝑜𝑛𝑑𝑖𝑡𝑜𝑖𝑛𝑠 concepts

𝐴 = 𝑅𝑢𝑙𝑒 𝐴𝑐𝑡𝑖𝑜𝑛 concepts
𝐸 = 𝐸𝑣𝑒𝑛𝑡 concepts
𝑃 = 𝑃𝑢𝑟𝑝𝑜𝑠𝑒 concepts

𝐾𝐵 = 𝑅1 ∪ 𝑅2 ∪⋯∪ 𝑅𝑛
𝐹𝑅𝑢𝑙𝑒 ⊆ 𝐾𝐵
∵ 𝐹𝑅𝑢𝑙𝑒 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑖𝑟𝑒𝑑 𝑟𝑢𝑙𝑒𝑠

𝑅1 ⟶ 𝑇1 = {𝑡1, 𝑡2, …, 𝑡𝑛}

𝑅2 ⟶ 𝑇2 = {𝑡1, 𝑡2, …, 𝑡𝑛}

𝑅𝑛 ⟶ 𝑇𝑛 = {𝑡1, 𝑡2, …, 𝑡𝑛}

𝑄𝑇𝑒𝑟𝑚 = 𝑇1 ∪ 𝑇2 ∪ ⋯ ∪ 𝑇𝑛

𝐹𝑅𝑢𝑙𝑒 =

𝑄𝑇𝑒𝑟𝑚 = executedDecision Path

Structure Mapping

𝑒𝑥𝑒𝑐𝑢𝑡𝑒𝑑𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑃𝑎𝑡ℎ ≔
𝑝 ∶ 𝑑𝑒𝑐𝑖𝑠𝑜𝑖𝑛𝑃𝑎𝑡ℎ; ∃𝑟1, 𝑟2𝜖 𝑒𝑟 |

𝑑𝑜𝑚 𝑟1 ∪ 𝑟2 ↦ 𝑟𝑎𝑛 𝑟2 ⇒

𝑟𝑎𝑛 𝑟1 = ∅ ∧ 𝑑𝑜𝑚 𝑟2 ⊂ 𝑑𝑜𝑚 𝑟1 ∪ 𝑑𝑜𝑚 𝑟2 ∙

𝑑𝑜𝑚 𝑝 = 𝑑𝑜𝑚 𝑟1 ∪ 𝑑𝑜𝑚 𝑟2 ∧ 𝑟𝑎𝑛 𝑝 = 𝑟𝑎𝑛 𝑟2

executedDecision = c → d

(2)

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.

PICO Compliant Question Construction (3/8)
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Guideline 
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Concept 

Concatenation

Concept Mapping

Mapping Models

Vocabulary System
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C
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KAP (Knowledge Alignment to PICO) Model

Structure Mapping

Example Logic Explanation

IF (C = “v1”) THEN

D = “d1”

Output: “d1 is recommended”

END IF

IF (C = “v1”) THEN For CDSS output “d1 is recommended”:

D = “d1” Condition sentence: C = “v1”

Output: “d1 is recommended” Decision sentence: D = “d1”

ELSE For CDSS output “d2 is recommended”:

D = “d2” Condition sentence: C != “v1”

Output = “d2 is recommended” Where “!” represents the negation (not).

END IF Decision sentence: D: d2

IF (C = “vl”) THEN For CDSS output “d1 is recommended”:

D = “d1” Condition sentence: C = “v1”

Output: “d1 is recommended” Decision sentence: D = “d1”

ELSEIF (C in (“v2”, “v3”)) THEN For CDSS output “d2 is recommended”:

D = “d2” Condition sentence: C in (“v2”, “v3”)

Output: “d2 is recommended” Decision sentence: D = “d2”

ELSEIF (C = “v3”) THEN For CDSS Output “d3 is recommended”

D = “d3” Condition sentence: C = “v3”

Output = “d3 is recommended” Decision sentence: D = “d3”

ELSE For CDSS output “d4 is recommended”

D = “d4” Condition sentence: C != “v3”

Output = “d4 is recommended” Decision sentence: D = “d4”

END IF

C

A

Condition sentence: C = “v1”

Decision sentence: D = “d1”

B

Control Structure Parsing
• Resolving the semantics of different control structure 

used in logic of a rule (if-then, case, looping etc.)

MLM Control structure parsing rules

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.

PICO Compliant Question Construction (4/8)
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Sol 
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KAP (Knowledge Alignment to PICO) Model

Structure Mapping

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.
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Sol 
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Knowledge 1
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Knowledge 2 Knowledge 3 Knowledge n
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Concept Mapping

Mapping Models

Vocabulary System
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I

C
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KAP (Knowledge Alignment to PICO) Model

Concept Mapping

Existing Approach: Consider every concept used in the query is 
important.

𝑆𝑇𝑒𝑟𝑚 ⊆ 𝑄𝑇𝑒𝑟𝑚 = 𝐷 𝑈 𝐴
𝑆𝑇𝑒𝑟𝑚 = 𝑆𝑇𝐼(𝑄𝑇𝑒𝑟𝑚)

𝑊ℎ𝑒𝑟𝑒, 𝑆𝑇𝐼: 𝑺𝒂𝒍𝒊𝒆𝒏𝒕 𝑻𝒆𝒓𝒎 𝑰𝒅𝒆𝒏𝒕𝒊𝒇𝒊𝒄𝒂𝒕𝒊𝒐𝒏 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚

𝑊ℎ𝑒𝑟𝑒,
𝑖𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑠𝑡𝑟𝑖𝑛𝑔 𝑏𝑎𝑠𝑒𝑑 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 𝑡𝑒𝑐ℎ𝑛𝑖𝑞𝑢𝑒𝑠

𝑂 𝑖𝑠 𝑡ℎ𝑒 𝑜𝑛𝑡𝑜𝑙𝑜𝑔𝑦 (𝑒. 𝑔. 𝑆𝑁𝑂𝑀𝐸𝐷 𝐶𝑇 ,𝑈𝑀𝐿𝑆)

Proposed Approach: Only a subset of the concepts is important.

(3)

𝑓 𝑥 = 𝐶𝑖ሩ𝐶𝑗

𝑎𝑛𝑑 ∀𝐶𝑖 𝜀 QTerm, ∀𝐶𝑗 𝜀 O

String Matching

(3.1)

𝑔 𝑥 = 𝐶𝑖 . 𝑙𝑎𝑏𝑒𝑙𝑠ሩ𝐶𝑗. 𝑙𝑎𝑏𝑒𝑙𝑠

𝑎𝑛𝑑 ∀𝐶𝑖 𝜀 QTerm, ∀𝐶𝑖 𝜀 O

Synonym Matching

(3.2)

∩

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.

PICO Compliant Question Construction (6/8)
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C
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KAP (Knowledge Alignment to PICO) Model

Concept Mapping

Salient Term Identification (STI)

Algorithm 1. Salient Terms Identification (STI)

Begin

inputs:  𝐶𝑇𝑒𝑟𝑚 – 𝑡1, 𝑡2, … , 𝑡𝑛 ; //the list of m (condition terms) extracted from rules

output: 𝑆𝑇𝑒𝑟𝑚 − 𝑡1, 𝑡2, … , 𝑡𝑚 ; // the list of m (problem terms), where m ≤ n 

1. STS; /* Where STS is the Terminology Service of SNOMED CT

2. for i = 0 to n-1

3. if ( STS.Concepts.exist(i) ) then

4. 𝑝𝑎𝑟𝑒𝑛𝑡 ← 𝑔𝑒𝑡𝑃𝑎𝑟𝑒𝑛𝑡 𝑖 ;

5. 𝒊𝒇 ( 𝑝𝑎𝑟𝑒𝑛𝑡 = "𝑐𝑙𝑖𝑛𝑖𝑐𝑎𝑙 𝑓𝑖𝑛𝑑𝑖𝑛𝑔")

6. PTerm.add(i);

7. Endif

8. Elseif ( STS.Synonyms.exist(i) ) then

9. PTerm.add(i);

10. Endif

11. Endfor

12. return STerm;

End

Approach A: Consider every concept used in the query is important.

Approach B: Only a subset of the concepts is important.

Standard terminology service 
(STS). 

UMLS MetaMap Service and SemMap Service
SNOMED CT  The IHTSDO SNOMED CT Service

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.

PICO Compliant Question Construction (7/8)



CDSS Recommendation

PICO Compliant Questions
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Sol 
1-A

Surgery is recommended Treatment

Medical Logic Module

P I C O

Data

Logic

Action

Library

Treatment Intent Radical AND Tumor Stage 1
AND Surgery AND Radiotherapy

X

PICO Compliant Question Construction Example (8/8)

Introduction Related Work Solution 1 (A) Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion



Why Solution 1-A is not sufficient?

PICO Compliant Questions

19

Treatment Intent Radical AND Tumor Stage 1
AND Surgery AND Radiotherapy

P I C O

58

+ Clinical Task (Therapy)

23

Clinical Task Aware 
Query Formulation

Sol 1-B

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion



Clinical Task Aware Query Formulation (1/3)
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Sol 
1-B

Query 
Validation

 PICO Question is verified to reflect 
the user needs 

 if modification desired, the method 
shall provide the interactive mode
facility. 

Information 
Needs Mapping

Get Intervention 
Concepts (code)

Last 
Concept

?

Yes
Translate Clinical 

Task

Terminology 
Service

Match Coded 
Concept

Solution 1-A P I C O

No

Semantic Category Clinical Task

Clinical Finding Diagnosis

Procedure Therapy

… …

Translation Table

Find Parent

Evaluate Clinical 
Task

P I C O ∧ CT

Existing Approaches Differences
 PubMed provides the purpose filter through the 

advanced search facility.
 Majorly missed or manually added

Is Top 
Parent?

YesNo

Clinical Task Aware Query

 Clinical Task represents the user task.
 Technically, clinical task refers to the semantic category/group

in vocabulary systems such as SNOMED CT, UMLS.

Proposed approach, provides the 
opportunity to get precise results, we need 
to add domain context to the question.

Terminology Source(s)

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.
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Clinical Task Recognition (CTR) and Translation Algorithm

Sol 
1-B

Problem Procedure

Root
Vocabulary System

*Ultimate Parent finding 
Begin
inputs:  I, C – {t1, t2, ..., tk }; // the list of intervention terms 
output:  TP - {p1, p2, ..., pk}; // the list of top parent concepts

for each c in I
parent = STS.findParent(c)
if (parent == top parent)

AddParent(PC, parent)
else

call STS.findParent(parent)
end if

end for
return PC;

*Clinical Task finding 

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑐 𝑖𝑛 𝑃𝐶
𝐵𝑒𝑔𝑖𝑛

𝑐𝐷𝑖𝑠𝑡[] = 𝑐𝑜𝑢𝑛𝑡𝐷𝑖𝑠𝑐𝑡𝑖𝑛𝑐𝑡(𝑐)
𝐸𝑛𝑑
𝑄𝑇 = 𝑐𝐷𝑖𝑠𝑡 𝑤𝑖𝑡ℎ ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝑣𝑎𝑙𝑢𝑒
r𝑒𝑡𝑢𝑟𝑛 𝑄𝑇

𝐸𝑛𝑑

*Clinical Task Translation (CTT)
Begin
inputs:  β; //where  β represents the query type 
output:  β' // where  β' is translated term of parent concept  β

if (  β = “clinical fin
β'←"Diagonis";

elseif ( β = “procedure”)
β'←"Therapy";

endif
return   β';

End

Translation is required by the target search 
engine to recognize the correct document type.

STS is a Standard Terminology Service
o STS is available for UMLS and SNOMED CT
o UMLS MetaMap and SemMap services
o SNOMED CT IHTSDO service

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.
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Sol 
1-B

Approach A: From information needs to PICO

Approach B: From information/knowledge to PICO to information needs 

user

Provide 
Information Needs

PICO 
Transformation

Manual

Automatic

Query

Query

System

PICO 
Transformation

Create Information 
Needs

Automatic PICO Query

Automatic

Automatic

Update 
(Manual)

Dual validation: Semantic group based validation using extended 
STI algorithm and human verification of information needs.

Information need represents the 
intended question user is interested 
(usually in natural language format).

Query is the search engine acceptable 
representation.

Existing Approach

Proposed Approach

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.

1

2

3



Experiments Results

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.
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Sol 
1

Evaluation Criteria
 P10, MP, TDDR, MRR
P10: Precision at 10 retrieved documents

𝑃10 =
𝑎

𝑎+𝑏

𝒂 = true positives, articles found by the search term meet the criteria 

𝒃 = false positives, articles found by the search term do not meet the criteria

𝑃10 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×10

10
…Scaled P10 when no. of docs < 10

MP: Mean Precision for all queries

TDDR: Total Document Reciprocal Rank
MRR: Mean Reciprocal Rank for all queries

Experimental Setup
 PubMed search engine
 Medline database is used for searching

Dataset
 7 MLMs from public domain [Maq2015]
 3 MLMs are additionally created by domain experts

 15 queries derived from selected MLMs

Results (Comparison between Sol-A and Sol-B)

[Wilczynski2005]

Evaluations: 

 P10 for AQ (Sol 1-B) performance is found better than PQ (Sol 1-A) for all the 
queries.

 MP for AQ showed 3 times improved performance to PQ.
 PQ performed poorly in all cases for TDRR except the fourth query
 AQ showed around 1.5 times improved performance than PQ in MRR.

Document Retrieval Accuracy

So
l 1

-B

So
l 1

-A

So
l 1

-B

So
l 1

-A

Sol 1-A

Sol 1-B

Sol 1-A

Sol 1-B



Experiments Results

[Afzal2015] Afzal, Muhammad, et al. "Knowledge-Based Query Construction Using the CDSS Knowledge Base for Efficient Evidence Retrieval." Sensors 15.9 (2015): 21294-21314.
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Sol 
1

Evaluation Criteria
 Query writing time (minutes)

Experiment environment

 Three type of queries
o simple (consisting of <3 terms) 

o average (consisting of between 4 and 8 
terms)

o complex (consisting of >8 terms)

 Experiment is performed by writing the 
auto constructed queries manually in 
PubMed browser.

 Two type of users: average and expert.

Results

Document Retrieval Accuracy

Evaluations:

 Overall, the automated query construction process saved on the 
average about 0.90 minutes for all quarries.

 For the expert users, it saved 1.75 minutes on the average for all 
queries.



Solution 1 Summary
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 Mapping Model (KAP) Construction

 Salient Term Identification

 Clinical Task Recognition

 PICO Query Validation

A PICO Compliant Question Construction

B Clinical Task Aware Query Formulation

Contributions

Need for Solution 2
Query:        “oral cavity cancer”

Document 1 Document 2

 Based on keyword matching technique, both documents 
will be retrieved and both will have equal importance 
because they there exist one match in each with the query.

 A well-built query can only provides relevance. It cannot 
guarantees the quality of the contents.

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion
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Disadvantages
 Time consuming for experienced physicians
 Hard for inexperienced users (nurse, patients)
 Comparatively less accurate

Sol 
2

Automatic Evidence Appraisal

Quality Evidence Definition: 
 An evidence is considered as scientifically rigorous if its analysis is consistent with the study design [21]

Solution 2 provides methods to identify quality
evidences on the basis of a statistical model that 
uses.
 a dataset annotated by a team of expert
 An automatic method for meta-feature 

engineering
 User and resource aggregate contextual grading

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation     Conclusion

Existing Approaches Differences
 Insufficient and unreliable datasets
 Manual engineering of meta-features
 Non-normalized meta-features
 Based only on resource context



Abstract Methodology
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Sol 
2

Statistical-based Quality 
Assessment

Context Aware Grading

Sol 
2-A

Sol 
2-B

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A) Solution 2 (B)       Experiment-Evaluation     Conclusion



Statistical-based Quality Assessment (1/5)
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Sol 
2-A

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A) Solution 2 (B)       Experiment-Evaluation     Conclusion

Quality 
Recognition 

Model (QRM)

Document IDs, 
Class Value

Quality 
Evidences

P I C O ∧ CT

PICO Query

Data Set

Training
Corpus

Document 
Retrieval

Preprocessing
Feature 
Vector 

Creation

Feature Engineering

ML Algorithm Selection

SVMDTNBkNN

Model Learning

Document 
Retrieval

Preprocessing
Feature Vector 

Creation

Feature Engineering

Model Execution
Feature 

Normalization

Feature 
Normalization

Online Process

Offline Process

Quality Recognition Model



Dataset Selection

 For statistical approaches, the most
crucial part is the selection of dataset.

 Small dataset are not trustable.

 Annotation from the domain experts
with acceptable mutual agreement.

 Availability and reliability

29

Sol 
2-A

R.B Haynes
Chief, Health Information Reserach Unit, McMaster University

Editor, ACP (American College of Physician) Journal Club

PubMedId Format HHC Purpose Rigor

10601047 O TRUE P FALSE

10601048 O TRUE P FALSE

10601049 O TRUE SE FALSE

10601050 O TRUE E FALSE

10601051 O FALSE FALSE

10601052 O TRUE SE FALSE

10601053 O FALSE FALSE

10601054 O FALSE FALSE

10601055 O TRUE SE FALSE

10601056 O TRUE SE FALSE

-------------
10601388 GM FALSE FALSE

10601389 GM FALSE FALSE

Characteristics of dataset
Sno.

1

2

3

50593

50594

Format

O: Original 
study

R: Review
GM: General and 

miscellaneous 
articles

CR: Case 
report

Purpose

Tr: 
Treatment

D: 
Diagnosis

P: Prognosis E: Etiology

HCC (Of interest to the health care of humans) 

True False

Rigor (Methodological Rigorousness)

True False

PubMedId shows the unique identifier of ACP Journal Club article

 A dataset that was manually created by
a team of experts.

 An agreement (authorship inclusion)
signed with R.B. Haynes.

Dataset Issues

Dataset in Proposed Method

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)

Statistical-based Quality Assessment (2/5)



Feature Engineering
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Sol 
2-A

Extract Data 
Feature

Evidentiary 
Document

Data Features 
(Raw form)

Title

Abstract

Extract 
Metadata 
Feature

Metadata 
Features 

(Raw form)

Tokenization

Min Length: 2
Max Length: 100

Token Break: Space

Transform 
Case

Remove 
Stop Words

Stemming
Filter 

Tokens

Tokenization
Transform 

Case

Tokenization
Transform 

Case

Publication Type 
Normalization

MeSH

Publication 
Type

 Meta-feature (MeSH Headings), is prepared manually.

 Publication is not retrieved in the normalized form.

D
at

a 
W

o
rd

 V
ec

to
r

M
et

ad
at

a 
W

o
rd

 V
ec

to
r

Statistical-based Quality Assessment (3/5)

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)
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Sol 
2-A

Publication Type Standardization Algorithm

Clinical Task Resource Type

Diagnosis
Prospective, blind comparison 
to a gold standard or cross-
sectional

Therapy randomized controlled trial > 
cohort study

Prognosis cohort study > case control > 
case series

Harm/Etiology cohort > case control > case 
series

Publication Type Rank

Meta-analysis of RCTs 1

Systematic Review of RCTs 2

Randomized Controlled Trial (RCT) 3

Meta-analysis of CTs 4

Systematic Review of CTs 5

… …[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)

Statistical-based Quality Assessment (4/5)



Quality Recognition Model
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Sol 
2-A

Machine Learning Method Selection
 A set of methods have been tried.
 DT, SVM, NB, and kNN ranked on the top

10-fold cross 
validation

SVM Parameter Setting  Complex cost parameter C values less than

0.0 showed similar results to C = 0.0.

 Similarly, values greater than 0.1 produces

almost similar results to C = 0.1.

 The kernel cache value is set to 200 and

maximum iterations is set to 100000.

 Finally we were left with C = 0.0 and C = 0.1

to choose from however, C = 0.0 for our

experiment produced better results as

compared to C = 0.1.

QRM is a binary classification model used to predict 
methodologically rigorous articles (high quality 
evidences).

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)

Statistical-based Quality Assessment (5/5)



Existing approaches 

 Rely mostly on resource context to grade 
evidences [Sarker2015].
o Publication type
o Publication avenue
o Publication 

Issue: 

 Missing to reflect the stakeholder (user) 
aspects
o Role, Goal, Environment

33

Evidence-based Decision Making

Resource SpaceUser Space

Role
Goal

Environment

Publication type

Publication year

Publication avenue

Context Aware Grading (1/3)Sol 
2-B

 SORT (Strength of Recommendation Taxonomy)

o is a well-recognized grading system in EBM 
community [Ebell2004].

Proposed Approach
 Add user context with resource context 

(SORT).

 Based on PARIHS Framework [PARiHS2004] 
and Verbert Context Framework [Verbert2012] 

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)



User Aware SORT-Based Evidence Grading
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Context Aware Grading (2/3)Sol 
2-B

Context\Evidence P1 P2 … Pn 

C1 (H or M or L or U) (H or M or L or U) … (H or M or L or U) 

C2 (H or M or L or U) (H or M or L or U) … (H or M or L or U) 

… … … … … 

Cn (H or M or L or U) (H or M or L or U) … (H or M or L or U) 

 

Grade value population for an evidence with respect to contexts

 Literature-based 
analysis
o [Ebell2004],  

[Wilczynski2005], 
[WG2004].

 Expert-based
o Questionnaire 

filled from the 
domain experts

Contextual mapping tables 

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)
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Context Aware Grading (3/3)Sol 
2-B

Contextual Evidence Grading Algorithm

Begin
input:  E<e> //the list of rigor evidences
output:  G<e,g> // where g represents the grades h, m, l, u                                                                             
Let;

𝐶 <c> //current context
P <p> //properties of E
G <g> // grade values         
for each e in E

for each p in P
for each c in C

grade  computeGrade(p,c)
G.add(grade)

endfor
endfor
finalGrade getHighestGrade(G)
GE  addGrade(e,finalGrade);

endfor
return GE;

End

𝐹𝑖𝑛𝑎𝑙 𝐺𝑟𝑎𝑑e Value = Max

HCount = ෍

𝑖=1

𝑛

𝐻𝑖

MCount =෍

𝑖=1

𝑛

𝑀𝑖

LCount =෍

𝑖=1

𝑛

𝐿𝑖

UCount = ෍

𝑖=1

𝑛

𝑈𝑖

User Context Resource Context

Diagnosis
prospective, blind comparison to a gold 
standard or cross-sectional

Therapy
randomized controlled trial > cohort study

Prognosis
cohort study > case control > case series

Harm/Etiology
cohort > case control > case series

User context is 
captured from 
the source 
system

Resource 
context is 
created from 
the PubMed 
retrieved 
documents

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)



 Experimental Setup 
o RapidMiner Studio Basic 6.5.002

o Windows 10, RAM 4GB

o Search Engine: PubMed

36

 Experiments
o Experiment 1: QRM Performance

o Experiment 2: CAG Performance

Experiment SetupSol 
2

 Evaluations
o Statistical Evaluation (Recall, Precision, F-Measure, and Accuracy)

o Human Evaluation (two oncologists as domain experts)

Experiment

2

Experiment

1

 Dataset
o Training Dataset: 5682 Therapy related Medline articles 
o Development Test Dataset: 1300 articles

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)
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[AfzalICACT2016] Afzal, Muhammad, Lee, Sungyoung, "Relevant Evidence Acquisition and Appraisal using Knowledge-intensive Queries" ICACT 2016

Experimental ResultsSol 
2 Quality Recognition Model (QRM) Performance

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝑇𝑃 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒,

𝐹𝑃 = 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒,

𝐹𝑁 = 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑

𝑇𝑁 = 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

Experiment 1: QRM Performance (SVM-Based Model)

 Title feature remains the lowest in both training 
and testing cases and abstract feature remains 
second lowest.

 QRM performed exceptionally well on the 
combination of all features with 92.14% accuracy
on training and 80.15% on testing dataset.

SPT: Standard Publication Type
MeSH: Medical Subject Headings

Where;

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)
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Experimental ResultsSol 
2

 Evaluation Criteria

o P10, MP, TDDR, MRR

 P10: Precision at 10 retrieved documents

 MP: Mean Precision for all queries

 TDDR: Total Document Reciprocal Rank

 MRR: Mean Reciprocal Rank for all queries

 Experimental Setup
o PubMed search engine

Quality Recognition Model (QRM) Performance on PT and SPT

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

System Accuracy

[Sarker2015] 76.38 %

Proposed System 80.85 %

System F-Measure

[Kilicoglu2009] 65.90 %

Proposed System 71.60 %

Comparison with existing approaches in quality recognition

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)

About 4% Better About 6% Better
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Experimental ResultsSol 
2

CAG Performance to grade evidences on the basis of context

Experiment 2: Context Aware Grading (CAG) Performance

Out of 1355 documents, about 60% evidences are 
graded as H which means highly beneficial for the 
physician.

This contextual grading helps to re-rank the 
documents by bringing H evidences on the top 
followed by M. 

H = High

M = Moderate

L = Low

U = Unknown

Highly Beneficial
Moderate Beneficial
 Less Beneficial
Unknown

For the given study, user context was Treatment as a 
user task and resource context was Publication Type.

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)
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 On average, 51% records are reduced
when clinical task (CT) is applied.

 Further, 48% records are eliminated on
the average when QRM is applied.

 Overall, 75% records (on the average) are
filtered out from the original query by
applying CT and QRM.

Result evaluation for record reduction

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)



Overall System Evaluation
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Comparison with PubMed Derivative Systems

[AfzalCAG2016] Afzal, Muhammad, et al. "Context Aware Grading of Quality Evidences for Evidence-based Decision Making”" Health Informatics Journal (SAGE) (Minor Revision)

 Proposed system 
returned more 
accurate results for 
Q1, Q2, Q 3.

 Stands second for 
Q4

 Stands third for Q5, 
however, there were 
no results given by 
iPubMed and 
askMEDLINE.

Proposed System



Uniqueness and Contribution

Relevant Evidence

 Clinical Task Aware PICO Compliant Question Preparation with mean precision improved from 0.09 
to 0.28 (about 3 times) and Mean Reciprocal Rank improved from 0.39 to 0.93 (about 2.5 times).

 Preprocessing, string matching, phrase-operator concatenation, and MeSH expansion

42

Contextually Fit Evidence

Quality Evidence

 Corpus preparation with no manual efforts for Quality Recognition Model
 Achieved 80.85% accuracy with standardized publication type feature which has improved 

the QRM accuracy by about 24%.

 Context Aware Grading (CAG) graded about 60% evidences as “High”. 

 Achieved an agreement value of 0.37 (with human) which is fair enough for the experimental results.

Uniqueness
Contributions

Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation Conclusion



Conclusion and Future Work
 Conclusion

o Patient Data and Domain Knowledge/experience alone are not enough always for 
completing clinical decision process.

o For improved and confident decision, it is required to acquire not only relevant rather 
quality evidences.

o We proposed and experimented a methodology that supports methods of automatic 
evidence acquisition with PICO compliant question preparation and Grade the 
evidence on the basis of user context.

 Future Work
o The work will progress to experiment the information extraction from the graded 

evidences for rule mining.

o The algorithms developed for the accomplishment of this thesis can be extended to 
acquire “precision medicine” data.
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Introduction Related Work Solution 1 (A)        Solution 1 (B)         Solution 2 (A)       Solution 2 (B)       Experiment-Evaluation Conclusion



Publications
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Total Publications = 45

 SCI/E Journals (14)
o First Author – 2 Published, 1 Minor Revision, 1 

Major Revision

o Co-Author – 9 Published, 1 Major Revision

 Conference (27)
o First Author (10)

• International (7)

• Domestic (3)

o Co-author (17)

 Patents (3)
o Korean – 2 Published

o International – 1 Applied

 Non-SCI Journals (1)
o Co-Author – 1 Published
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Thank You!
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Any Question or Comments?


