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Background

Traditional Speech Emotion Recognition
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e Limitation of Traditional Frameworks

e Performed low accuracy in speaker independent evaluations
e Impossible to modify training model due to implement by static model

e Recently, the emotion recognition researches are studying on creating a personalized

emotion recognition model suitable for target user [1]




Background

Speaker adaptation for personalized emotion recognition
Cold Start Problem
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MLLR: Maximum Likelihood Linear Regression




Motivation & Problem Statement

Issues in the personalized emotion recognition

In real environments, the acquired target user speech in the initial stage cannot guarantee a sufficient number of samples with
balanced emotion due to imbalanced emotion expression as seen in daily life. (Cold-Start Problem)

€ Small data

 Insufficient amount of data to
create personalized model

Recording

Target User
A

- Anger: 1

- Happiness: 15
- Neutral: 10

- Sadness: 10

-
Target user database

€ Absent data

« Impossible to reflect personalized
model about absent emotion

N
 J

Recording

Total 100

£ Anger: 0;
“"Happiness: 30
Target User - Neutral: 40

B - Sadness: 30

-
Target user database

€ Imbalanced data

» Uneven accuracy occurs between
minor class and major class

N

Recording

Target User i Neutral” 50
© - Sadness: 35
Target user database




Categories

Methodologies

Related works

Small Data Environment

Personalized emotion recognition comparison

Absent Data Environment

Proposed Methodology in comparison with other approaches

3 cold-start problems

Imbalanced Data
Environment

Emotions

: X VAN Neutral, Anger,
LS P (about 700 data required) (Utilize Initial Model) X Happiness, Sadness
X VAN Neutral, Anger,
MLLR-SLR[3] (about 700 data required) (Utilize Initial Model) X Happiness, Sadness
Small & Absent VAN VAN Neutral, Anger,
Data Rl EE I (about 360 data required) (Utilize Initial Model) X Happiness, Sadness
. AN Neutral, Anger,
Incremental Adaptation [5] (300 data required) X X Happiness, Sadness
Domain Adaptation [6] » X X Arousal, Valance
P (Over 200 data required) !
Small & Iterative Feature Normalization A )
Imbalanced Data [7 (Over 400 data required) X A Neutral, Emotional
X . L
Imbalanced Data SMOTE [8] (Over 500 data required) X (@) Negative, Positive
O O O

Small & Absent &
Imbalanced Data

Proposed method

(Real case data selection &
virtual case data augmentation)

(Replacing similar user
emotional speech)

(Virtual case data
augmentation)

Neutral, Anger,
Happiness, Sadness




Related works

MLLR(Maximum Likelihood Linear Regression) based Model Adaptation [2]

sl laetse) Yodel sespieiien * MLLR Adaptation updates the Linear parameters of

Speserindependent ol - existing models based on acquired target user data.
NSO (N i i ici
AR AR AT + This approach requires sufficient target user data [9]
T = T to modify to personalized linear parameter value due to
Composiion “‘Q utilization all of the existing model data.
D T W re——
) I\ imation li.b\ wansloTml llll-\ Jalnces J‘Tf : % . .
) 0 0 ) .
R Sadness ® ® ®
~— ® )
Lincar Transform using Transformation Matrices ([ ]
T */s. ¢
e T W Sis)e. .
o ©
— ® E 0 PY —V [ )
Npc‘lkc:_-.-\(l_aﬂcd Models _‘: P . .
GAA> 6{\9 . Q)\j\ ° Feature Space s °
Speech Unit | S[!L;\'_‘EI’"I 2 Speech Unit N

[Procedure for the conventional MLLR adaptation] <Example of MLLR Adaptation>




Related works

“Multistage data selection-based unsupervised speaker adaptation for personalized speech emotion recognition”
Engineering Applications of Artificial Intelligence, Volume 52, p.126-134, June 2016

» This paper solved conventional MLLR adaptation problem

LDM-MDT MLLR based Data Selection [4] « Select useful data selection for target user from the initial model by
discarding indiscriminative emotion data based on MDT after MLLR
—rrrrrrrrrTTTTTITTTTITTYYY - based global adaptation process
indiscriminative data Happiness s discriminative data®, + Approximately half of all of user adaptation data are determined to
MDT k be indiscriminative and are disregarded.
Sadness :_ Y E. 1. Compute MLE(means) value with new data
MDT Y H ;
‘. ° :.' i = Wit = > plilz, m, g, i)
O ) ‘6. g o ! o S, plile, mi, i, Bi)
* ’ ..".' ® ® ..'2,. Y ““"’ 2. LDM based Data Selection
: -1 |
- o @ s ® LDM(X;) = El | rZlilog P(Xil A.) — 108 PGl Ak, o))
C D ow 3
1 - c - E @
1 LT = o: O ’ > ° 3. MDT based Indiscriminative data classification
t o\ © ;
C o S : . O . 1 J=
i :' Y MDT(Ag,ix)) = TL'J; I-D'"l""xj]
discriminatives data Feature Space diggrimiftative data

« Still requires sufficient target user data (about 360 samples)
« If absence data exists, utilize Initial model (Imbalanced Problem)
* There is no process to solve imbalanced data problem (Uneven

Accuracy)

<LDM-MDT MLLR Based Data Selection Example>

LDM: Log-likelihood Distance based confidence Measure
MDT:Model based Dynamic Threshold, MLE: Maximum Likelihood Estimation




Proposed ldea

Proposed Solutions

Small data | B e | Small data
i ME, ® f MLE Valug ® L. A
. 6 % el - :‘o * | Similar data selection based on
* Due to global adaptation and o % % ‘-.. . ,/ < ° o+ | MTD (Solution 1)
small threshold range, small . S S, O - Ca « Select relevant data based on
amount of data is selected e % o0 s Qe I more centroid and large range to
. Lot . o MES target user
— m
. AbsentData | e T o TargetUser . AbsentData
Utilize all of the exit "L angerDan e . ﬁ}i"&?@%ﬁ? Other similar user emotional
« Utilize all of the existing L e o © 5,0 e PEREEER L spneech mapping (Solution 2)
3”‘0“0“&' data set for absent Targer vser - 1.-‘* o et JON + Reinforcement absent data area
. 7 . . o ' o' ..
ata ., i g°° oo ., o0 to extracted similar user
. ] 0. % . oo, .
' ; Seo- emotional data

Imbalanced Data |

 Thereis no Imbalanced
solution process, it depends on
the class of initial data ratio

Sadness
Data 8
L]

Imbalanced Ratio =2.6 Happiness

Data §

Sadness
Data 8
L]
L]
L] ™ "

Imbalanced Ratio = 1.875

Happiness hd
Data 6+ 10
.

| Imbalanced -Dg;g

Virtual Case Data Augmentation

based on SMOTE (Solution 3)

» Mitigate imbalanced ratio through
Iterative SMOTE process
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[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

total K Speeches

Proposed ldea

Robust Speaker Adaptation Framework - Overview
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Proposed Idea

Model Adaptation Comparison

Target User

Speech DB
\ 4

A 4

Initial Multiple
User Speech DB

Existing Method [4] I

Signal Processing

I Proposed Method

LDM-MDT MLLR based Model Adaptation [4]

LDM-MDT based
Data Selection

h

l

MLLR based Global
Adaptation

Gaussian Mixture
Model

« Select only similar real-case

data based on modified model
from existing data set

Personalized Model

Robust Model Adaptation

Real-case Data Selection

Virtual-Case Data

Similar data selection (Solution 1)

Augmentation

v

MLE & MTD
Estimation

>

Similar Data
Selection

Virtual Case Data

SMOTE (Solution 3)

"I Augmentation based on

SMOTE based

Other similar user emotional
speech mapping (Solution 2)

=l Imbalanced Data
Reinforcement
I

EDS based Similar
User Estimation

.

Absence Data
Mapping

¥

Machine Learning

» Augment sufficient balanced personalized data ‘ |
set consisting of real-case data & virtual case :

data based on user centric data.

Personalized Model




Proposed Idea

Problem statements / Goal / Challenges

¥ Problem Statements

» Creating personalized emotion recognition model is very difficult in limited data

environments such as having (D small data, 2 absent data and 3 imbalanced data
(Cold Start problems)

& Goal

* Research the process and methodologies to create personalized emotion model to solve
cold-start problems

€ Challenges

» Challenge 1 — Increasing target user oriented training data set for small data
e Challenge 2 — Reinforcing absent data to target user relevant data

e Challenge 3 — Solving imbalanced data problem from selected real-case dataset




Research Taxonomy
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Learning
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Real-case Data Selection Virtual-Case Data

= Augmentation
B Similar data selection (Solution 1)
0
2 B weawm simiarData |} Virtual Case Data
=} Estimation Selection Augmentation htaaud on
'g-_ | SMOTE (Solution 3)
= SMOTE based
E Other similar user emotional i In&l:lar:{n;:{c??“iﬂa
- speech mapping (Solution 2} e —

L
g EDS based Similar Absence Data L 2

—r—

User Estimation Mapping

| Machine Learning

|

Preprocessing

€ Peak based Volume Normalization [10]
» The default approach to adjusting the data value based on the
highest signal level present in the audio

€ STE based Silent Removal [11]

» This approach divides audio into frames, where each duration is
segmented in 15 ms by a hamming window. Then, speech
boundaries are estimated based on the short time energy (STE)
algorithm.

Short-term Energy Transformation

““. “’*“‘4’”‘ em= X (stm).wn-m)?
K m= - oo

. s Threshold based Silent Removal
1 f | Tinin = 1+ Zlog,,reravma
. | | I| " Ehergymin
| | Frerggmax =max(E(i)),i = 1,2, ... Wf Tl
- T Energymin =min (B}, = 1,2, M 1 SE7 7§
Timar = Tmin—0.25(5L— Thin)

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ...

X

& Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

Methodologies

Preprocessing & Feature Extraction

Feature Extraction

€ Statistical Feature Extraction [12]
« Extract the 100 statistical features with popular feature in SER
v" 13 MFCC - Mean, StdDev, Min, Max (13 x 4 = 52)
v" 10 LPC - Mean, StdDev, Min, Max (10 x 4 = 40)
v' Energy - Mean, StdDev, Min, Max (1 x 4 = 4)
v" Pitch - Mean, StdDev, Min, Max (1 x 4 = 4)

At

Time(1) | Time(2) 'nm..-m Time{4) TmelSu 'I’mslbl Tn\eISI 'I’n\eINI

Audio Audic Audio Audic Audio Audic Audio Audio Audio Audio
Features Features Features Features Features Features Features Features Features Features

MFCC - Mel frequency
cepstral coefficient
LPC - Linear predictive
coding

Ay

Mmoo owe e we - We - we W wce
- Energy - Energy - gy - Energy - (.nﬂfy - Emergy +  Cnergy + Energy +  Cnergy + Enengy
- Pitch - Pitch - Pitch - Pitch - Plech - Pltch - Plech - Plech - Plech - Plech
! | | | | | | l ]
!
Statistical Features
MFCC LPC Energy Piich
- MFCC (1) Mean - LPC (1) Mean - Energy Mean - Pitch Mean
- MFCC (2) Mean - LPC (2) Mean - Energy StdDev - Pitch StdDev
SR - Energy Max - Fitch Max
- MFCC (1) StdDev - LPC (1) StdDev - Energy Min - Fitch Min
. MFCC (2) SedDev - LPC (2) StdDev




Real-case Data Selection Virtual-Case Data
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, - Virtual Case Data
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Ausereer Data

Solution 1 for small data

[(mchineLesming | Similar data selection based on Maximum Threshold Distance

Reinforces the target user small data environment utilizing an initial constructed dataset

Initial Data Set

Step 1

Initial Multiple
User Speech DB

Acquired Data Set

Target User - -
Speech DB

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

Preprocessing &
Feature Extraction

Unlabeled Transformation

\ 4

Step 3

Step 2

MLE Calculation

\ 4

\ 4

Threshold & Distance

Calculation

Step4 4

Similar data Selection




Real-case Data Selection Virtual-Case Data
" y

Similar data selection (Solution 1)

Other similar user emotional
speech maoping [Solution 2)

e e T | Coeeine o | Step 1. Unlabeled transformation in initial model

Use the unlabeled data to ignore label information in initial model

L.
s
£E
g‘::c'
l)I.I.I
s g
83
g5
3
B

€ Unlabeled transformation
* The reason for using an unlabeled transformation is that emotional expressions are different for each user.
e Thetarget user’s particular emotional speech can be similar to different emotional speech in other users’ emotional speech when the

acoustic pattern is almost the same. (User 1 Happiness = User 3 Anger)

Initial Model Label: Anger Label: Sadness Label: Happiness Unlabeled Dataset
s r s e
0.2 0.1 08 0.2
0.9 0.2 0.9 0.9
User 1 0.7 0.4 0.8 0.7
08 | 02 ) | 07 ) 0.8 )
p
0.4 [ 03 [ 0.7 (04
07 01 07 0.7
User 2 0.8 0.2 0.8 08
03 0.4 0.9 03
J J ) J
a4
[ 038 [ 01 [ 03 0.1
0.7 0.4 0.5 0.7
User 3 06 03 0.2 0.6
0.7 03 J 0.7 ) 05 ]
4
(03 [ 02 X 0.3
B 08 0.4 0.4 08
User 4 0.9 03 03 0.9
i 0.1 ) 0.1 ) 0.5 0.1 )

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.



Real-case Data Selection Virtual-Case Data
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Similar data selecSon (Solution 1)

WLE AMTD Semiae Data. |
Estmition Selection 'I

Other similar user emotional
speech maoping [Solution 2)
_| EDS b v |_J Ausere Data

User Estrnation Mapping

| Machine Learning |

== Solution 1 for small data =

Step 2. MLE value calculation based on target user data

c
L. y-1
-
£8
w =
£d
3
8 g
83
&%
]
L4

Calculate target user MLE value from feature vector based on only target user samples

Label: Anger

Label: Sadness Label: Happiness

0.2
Target User 0.9
0.7
0.8

0.1
0.2
0.4
0.2

Target User
. o ec
Happiness
L]
® .
® .
Target User
Sadness
L]
b irget Use
L] . Angel
° g
®

Acquired Target User Speech

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

Sadness MLE
(Mean) Value
o

L]
*

L]
O e
[ ]

Happiness MLE

(Mean) Value
°

MLE Calculation

€ Target user MLE (Maximum Likelihood
Estimation) Calculation

MLE (means) Calculation

TMLE,; = %Z]N:l TfeatureVector;;

e TMLE is two-dimensional array that
stores the average value of the acquired
target user emotion voice feature vectors

e eis the corresponding emotion index

* iisthe index of the feature vector

* N is the number of data

e jisthe index of the data

» TfeatureVector is the extracted statistical
feature vector via signal processing.




Real-case Data Selection Virtual-Case Data
" y

Similar data selection (Solution 1)

Ausereer Data

L5 | [tachine s | Step 3. Maximum Threshold Distance Calculation

i M g T

o . Virtual Case Data % 5 e L

B =1| | L
 SMOTE [Sohution 3) EE

SNOTE based gd Siog —

Other similar user emotional i Fpoanced Do 3 g e :
spesch maoping (Solution 2) S T g2
e

Set thresholds to select as much similar data as possible.

€ Maximum Threshold Distance Calculation
« The Maximized Threshold value is computed by half of maximum distance of the means values and decide which data is discarded for data

selection
Unlabeled form
. Unlabeled Dataset
Target User P L. oo
B soiness e ] . : . 0.9
.o * . 0.7
L] O. . : A . .. 08
Label: Anger Label: Sadness . . J
Step2. Extracted Target User Stepl. Unlabeled Dataset ( 0.4
gg MLE values 0.7
0'7 vy V Compute Euclidean Distance 82
0.8 Discarding Area FN . 2
Happiness Migp ® d(TMLE,, TMLE,) = | (TMLE. - TMLE,) ([ 01
(jlean) Value"'__ ® ° &= 0.7
i * oo 0.6
. * /f o S i - Compute MTD Estimation 0:5 |
y Y ) ..
.‘:,:A MEE M .«‘ o ) MTD(TMLE,;) = - 03
I;I.u\"lean] Vah?e. TI;::::E = . . ;argmax(d (TMLEEI.,TMLEei, )) 0.8
. o O+ _'_“ ®nger MLE «  TMLE is two-dimensional array 0.9
i - i - * e;and e; are the corresponding 0.1 )
® - = different emotion index
Step3. Set Threshold value by » ks the index of the feature vector
Maximum Threshold Distance (MTD) * FNis the number of features

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.



Real-case Data Selection

Virtual-Case Data
" y

Similar data selecSon (Solution 1)

WLE AMTD Semiae Data. |
Estmition Selection 'I

Virtual Case Data
Augmentation based on

SMOTE [Schution 3}

[T iy Q——
User Estimation | Vappng

Other similar user emotional 1
spesch maoping (Solution 2)

| Machine Learning |

Solution 1 for small data

Step 4. Similar Speech Data Selection

c
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et
£ R
® =
gl
3
Se
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]
3
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The process of sequentially selecting similar data to reinforce the insufficient data according to distance is performed

Discarding

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

IDS,,, TMLE,,

d(IDS,,, TMLE,)

< MTD(TMLE,,)

Compute Minimum
Distance compared with
TMLE and IDS

A 4

{ Label Refinement ]

Discarding Area
Happiness M‘i."b e
(@lean) Value®, o ®
. o
(] i
________ - ® °
T - (] e @
.§é|'dness MLE ““‘c._‘ °
ean) \(e\h’e N °
N '|. [ ]
® .’
] ° i \ & °
5 ® & )

Compute Euclidean Distance

FN
d(TMLE,, IDS,,) = Z(TMLEe‘k - 1Ds,)’
k=1

€ Similar Speech Data Selection

TMLE is two-dimensional array

e e; is the corresponding emotion index
IDS,, is the unlabeled initial dataset

« ks the index of the feature vector

e FNis the number of features

« Discarding area is not useful data to emotional speech model for target user
* The speech samples from the user closest to the target speech mean

value are selected.




Real-case Data Selection Virtual-Case Data
" y

Similar data selection {Soluton 1)
| WLE AMTD

Virtual Case Data
Augmentation based on
SMOTE [Schution 3}
SNOTE based

1 Irtalnced
Reforcemen

.|- T
| Machine Learning |

Existing Method [4]

*

Simitar Data

Selection ||

Estrition

2

Other similar user emotional
speech maoping [Solution 2)

| Fosbied Suria Museree Data
User Estrnation Mapping

e Target user Data — 27
« Selected Data - 270

v Anger — 60 _
v' Sadness — 83
v' Happiness — 51 U

v" Neutrals - 76

Exist Algorithm 1. LDM-MDT MLLR based Data Selection

Input: TDS(1...N) — Target User Dataset
IDS(1 ... M) - Initial Multiple User Dataset

Output: S (1...K) — Selected Similar Emotional Speeches Dataset

[MLE, = Calculate MLE (TDS, , IDS,) |

Detailed Algorithm Comparison

Proposed Method

sl Diota o0

Solution 1 for small data &=

Accpsred Duca St

Target User Input data

Sup i Bupd
_lli-u-l-\ll'---‘a-d-»- Thowshid Cabudation
S8 T
&
SE Stop 2 swpd | ]
§g i oo pemr—
2

=

e Target user Data — 50
» Selected Data - 721
v' Anger — 287
v' Sadness — 82
v' Happiness — 253
v" Neutrals - 99

<Randomly selected target user data 50 (IEMOCAP)>
Anger — 7, Sadness — 33, Happiness — 2, Neutral - 9

Input: TDS(1 ... N) — Target User Dataset
IDS(1 ... M) — Initial Multiple User Dataset

Output : S (1...K) — Selected Similar Emotional Speeches Dataset

|MDT, = Calculate MDT (TDS,, MLE,) /| Average of TDS, log-likelihood distance |

[TMLE, = Calculate MLE (TDS,) |

fori=1toM
Distance = Calculate Log-likelihood Distance (IDS;)
if Distance <= MDT, then
mEmo = Calculate Minimum Distance (TMLE,, IDS;)
add S (IDS; , mEmo)
end
end
Return S

| MTD,, = Calculate MTD (TDS,, TMLE,) |
fori=1toM
Distance = Calculate Euclidean Distance (IDS;)
if Distance <= MTD, then
mEmo = Calculate Minimum Distance (TMLE,, IDS;)
add S (IDS; , mEmo)
end
end
end
Return S

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

Proposed Algorithm 1. Similar speech data selection based on Maximum
Threshold Distance




Virtual-Case Data
Augmentation

Real-case Data Selection

Similar cata selection {Solution 1)
[ E o | " | Viriual Case Data
NLE & MTE Simiar Dot -
Cnmaen " --| Augmentation bl“dum

Solution 2 for absent data

Other similar user emotional speech mapping based on data distribution factor

Reinforce absent data environment in target user emotional dataset to add the similar user emotional data

Target User
Speech DB

Initial
Multiple User
Speech DB

Acquired Data Set

Absence Data: Happiness

Initial Data Set

Userl | User 2 '+~

T AR
‘ﬁ“'f{-c
t

Step 1

Absent Data
Reinforcement

Data Distribution
Factors Calculation
c . Median
o3 o »] <« Variance
G)_,S . Skewness
. Kurtosis
(% S
g X
o Step2 |}
o o Similar User Extraction
| - S
Q. 3 User 1. o
L
o s s
R S < L
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[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.




Step 1
Duts Distribunon
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Real-case Data Selection Virtual-Case Data ‘Aequires Data St
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——i==]Solution 2 for absent data
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ED5 based Simiy Abserce Data
User Estimation Mapping
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%
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Se
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83
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hine Loarning Step 1. Compute Statistical Data Distribution Factors

—

Calculate Data Distribution Factors without absent data part from target user

; € Data Distribution Calculation
Acquired data No Happiness Anger Sadness « Assume that the target user’s absent emotion data
u u T = = TR a = will be similar to that of another user’s emotional
i | ol . Median o7a 1 5oL Median 4.46 0.35 speech if they have a similar data distribution.
Target PO —TY | T —y— Variance 720 | 136 Variance o7 | o7  Utilize 4 most commonly used values for data
User . el Skewness 029 | 040 Skewness 325 | 137 distribution Factors |ncll_Jd|ng median, variance,
T ——i | rre—— Kurtosis o7 | 078 Kurtosis 146 2.47 skewness, and kurtosis
Data Distribution Factor Extraction
I n I tl al M O d eI An g er Sad ness Median (SortedFeatureVectDTfi) = SortedFeatureVectory;, ,
o o Distribution Factor f1 f2 N
il | . Median -8.36 -4.78 Median 6.54 2.29 Variance (FeatureVectory;) = % ZFeatureVectorﬂk — means;)’
USGI’ 1 Rl e e o 25 Variance 99.9 18.4 Variance 7.64 7.57 k=1
S _‘_ T h Skewness -0.30 -0.02 Skewness -2.29 -1.22 . %ZLl(FeatureVectorﬂk 7meansﬂ)4
: S - Kurtosis 0.74 -0.34 Kurtosis 8.04 2.16 Kurtosis (FeatureVectory;) = 1 T 3
(NZfﬂ(FeatureVectorﬁk - meansﬁ) )
Anger Sadness
s = = — Distribution Factor f1 f2 Distribution Factor f1 f2 %Zﬁﬂ(l’eatureVectorﬂk - meansﬂ)3
% .——‘——.—. Median -3.33 -7.01 Median 112 -3.66 Skewness (FeatureVel.‘toT,i) . 1 2 %
User 2 sl u ) Variance 46.2 8.58 Variance 115 8.95 (Wzﬁzl(l:eatureve”orf‘k7 meansy) )
— ‘—‘ -—“‘_; Skewness -0.96 -0.34 Skewness -0.70 -0.32
Kurtosis 0.80 0.44 Kurtosis 1.03 -0.34 » fiis the index of the feature vector
. * FeatureVectory; is particular feature values
User N : * mean is the average value in FeatureVectory;
* N is the number of data

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.
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”“"H’ﬁ Solution 2 for absent data
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Preprocessing &
Feature Extraction

=L — Step 2. Similar user estimation and reinforcement

Replace the target user absent emotional data area to similar user's speeches

Acquired data Anger Sadness & Similar User Estimation o
¢ Calculate each Euclidean Distance Similarity of data
Distribution Factor f1 f2 Distribution Factor f1 F2 . . . . . N
Target S T —— Y e distribution factors to estimate similar user
User Variance 720 | 16 Variance o e | Target User — User 1 Target User — User 2
NO Hag Q | n eSS Kurtosis -0.71 -0.78 Kurtosis 14.6 2.47 * Distance 26.0 5.22 Distance 66.4 10.4
Similarity Similarity
. Distance 16.3 5.08 Distance 125 2.23
I n Itlal MOdel Anger Sadness Similarity 5.7 16.4 Similarity 7.4 30.9
Avg_similarity = 10.48 Avg.similarity =12.14
Median -8.36 -4.78 Median 6.54 2.29
User 1 Variance 99.9 18.4 Variance 7.64 757 Euclidean Distance Similarity
Skewness -0.30 -0.02 Skewness -2.29 -1.22
Kurtosis -0.74 -0.34 Kurtosis 8.04 2.16
DFN 2
Anger Sadness - d(TDDF,,IDSDDF,, ) = Z (TDDF, — IDSDDF, )
Distribution Factor fi f2 Distribution Factor fi f2 k=1
U 2 Median -3.33 -7.01 Median 1.12 -3.66
ser - - P . _ 1
Variance 46.2 8.58 Variance 115 8.95 slmllarlty (TDDFei' IDSDDFuei) = 12d(TDF, IDSDDF,) * 100
Skewness -0.96 -0.34 Skewness -0.70 -0.32 L €j
Kurtosis 0.80 0.44 Kurtosis 1.03 -0.34
. * TDDF,, is the target user data distribution factors
User N : * IDSDDF,, is the initial model data distribution factors
* DFN is the number of data distribution factors

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.




Real-case Data Selection Virtual-Case Data

Aug

Similar data selection (Sclution 1}

speech mapping (Sclution 2}

‘| EDS based Simiar Aosence Data

| Learning |

—

User Estmaton Wapping

Existing Method [4]

e Target user Data — 26
 Selected Data — 1,605
v' Anger — 101
v/ Sadness — 1,216
v' Happiness — 120
v' Neutrals - 168

w_
s

Detailed Algorithm Comparison

Target User Input data

; 38 ==
L = Solution 2 for absent data 1 =
Other similar user emotional r intaros Das E§

‘ .”-uu

» Target user Data — 50
« Selected Data - 627

v' Anger — 205
v' User 2 Sadness -
£ 139

v' Happiness — 132
v" Neutrals - 151

Anger —

Exist Algorithm 2. LDM-MDT MLLR based Data Selection in absent data case

Input: TDS(1...N) — Target User Dataset
IDS(1...M) — Initial Multiple User Dataset

Output: S (1...K) — Selected Similar Emotional Speeches Dataset

Execute Exist Algorithm 1 (TDS, IDS)
if TDS, = 0 then

add S (IDS,

end

Return S

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ...

<Randomly selected target user data 50 (IEMOCAP)>
7, Sadness — 0, Happiness — 20, Neutral - 23

& Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

Proposed Algorithm 2. Data distribution factor based other similar user emotional

speech mapping

Input: TDS(1 ... N) — Target User Dataset
IDS(1 ... M) — Initial Multiple User Dataset
NU - Number of Users

Output : S (1...K) — Selected Similar Emotional Speeches Dataset

Execute Algorithm 1 (TDS, IDS)
if TDS, = 0 then
| TDDF,,, = Calculate Data Distribution Factors (TDS) // oe is other emotions |
fori=1to NU
‘ IDDF; = Calculate Data Distribution Factors (IDS;,) ‘
| Similarity = Calculate Euclidean Distance Similarity (TDDF,,, IDS;,) |
end
[ Muser = Get Maximum Similarity User’s Absent Emotional Data (Similarity) |
add S (IDSyyser)
end
Return S
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MLE &MTE et

Estirmation

Simiar Daca
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Selection

Augmentation based on
SMOTE (Sclution J)
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T Dta
Rrforcement

Other similar user emotional
speech mapping (Selution 2)

1

—

1

I Machine Learning

EDS baged Sy Apsence Data
Usar Estirnation Mapping

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.

Solution 3 for imbalanced data

Virtual Case Data Augmentation based on SMOTE

Reinforce imbalanced environment to augment virtual data through iterative process of SMOTE

Imbalanced dataset

Selected
Real case
data from
solution 1
and 2
> Random select x; in
Identify k-nearest

;

xm=xj+{i;—xf)><§|

Example of Oversampling
using SMOTE

<The flowchart of SMOTE algorithm [8]>

*

SMOTE (Synthetic Minority Oversampling Technique) based
oversampling to solve imbalanced data environment
SMOTE is the method used to generate the dataset for a minority
number of particular class samples in the classification model.
Iterative augmentation using conventional SMOTE algorithm based on the
selected real case data from Solution 1 and 2
The imbalance ratio is satisfied (IR < 2.0) stop the virtual data augmentation

Proposed Algorithm 3. Virtual Case Data Augmentation based on SMOTE

Input: S(1 ... N) — Selected Real Case Dataset from Solution 1 and 2
C - Number of Class

Output : AD (1...K) - Augmented real & case Dataset

add AD (S)

fori=1toC
VC = augment data using SMOTE (AD, 50)
add AD (VC)

end

IR = calculate imbalanced ratio (AD)

While IR <2.0
VC = augment data using SMOTE (AD, 200)
add AD (VC) )
IR = calculate imbalanced ratio (AD) Imbalanced Ratio [18]

end — . .
Return AD Major Class/Minor Class
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Virtual-Case Data

Similar data selection (Solution 1)

Simdor Data

MLE &NTD
St

Estrnatun

Virtual Case Data
Augmantation hased on
SMOTE (Solution 3)

]

Other similar user emaotional
speech mapping (Solution 2)

DS baced Sirvila
User Estimation

Aestance Dty
Magping

14
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Personalized Model

Data
Renipiement
X 1

1 |

1
J- = 7 _training dataset ]
Machine Learning mEmmm———

Existing Method [4]
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Anger T d
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Model Comparison

Target User Input data

Neutral - &
<X
x’
Happiness 4
x
PR
Sadness e
",
x
«
Anger
Anger Sadness Happiness Neutral

Proposed Method

Neutral 7

Happiness

Sadness |

Anger
Anger

Sadness

Happiness Neutral

<Randomly selected target user data 50 (IEMOCAP)>
Anger — 7, Sadness — 32, Happiness — 2, Neutral - 9

Selected 297 training data for personalization

Anger — 63, Sadness - 99 Happiness — 54. Neutral State -81

e Target user Data — 27
» Selected Data - 270

v" Anger — 60
v' Sadness — 83

v' Happiness - 51

v" Neutrals - 76

[21] Bang, J., Hur, T., Kim, D., Lee, J., Han, Y., Banos, O

Virtual
Case

Data

* NONE

Total

Selected & augmented 1,489 training data for personalization
Anger — 441, Sadness - 342, Happiness — 382. Neutral State - 324

Real
Case
Data

ANENENEN

» Target user Data — 50
» Selected Data - 721

Anger — 287
Sadness — 82

Happiness — 253

Neutrals - 99

Virtual

Case

Data

v

v
v
v

* Augmented Data — 718

Anger — 147
Sadness — 228
Happiness — 127
Neutrals - 216

., ... & Lee, S.. Adaptive Data Boosting Technique for Robust Personalized Speech Emotion in Emotionally-Imbalanced Small-Sample Environments. Sensors, 18(11), 3744.




Experimental Environments

Evaluation Dataset

€ Evaluation dataset selection
» Evaluation Dataset: IEMOCAP (Interactive Emotional Dyadic Motion Capture)
* 10 actors (5 male, 5 female), 10 Emotions (Anger, Happiness, Sadness, Neutral, Frustrated,
Excited, Fear, Disgust, Surprise, Others)
» Initial Model Dataset: CREMA-D (Crowd-sourced Emotional Multimodal Actors Dataset)
* 91 actors (48 male, 43 female), 6 Emotions (Anger, Happiness, Sadness, Neutral, Fear, Disgust)

€ Why IEMOCAP and CREMA-D dataset?

o N Sumples of |

Emotional Total Samples Emotions Speakers 1 Avg Samples Each Emotion I
Database | per Person |

. per Person .

Emo-DB [13] 535 7 10 i 53.5 7.6 i
eNTERFACE [14] 1166 6 42 1 27 4.5 1
SAVEE [15] 480 8 4 i 120 15 |
RAVDESS [16] 1,440 8 24 : 60 75 :
CREMA-D [17] 7,442 6 91 | 81.7 13.61 |
IEMOCAP [18] 10,038 10 10 I 1003.8 100.3 1




Experimental Environments

Evaluation Methodologies

[Evaluation Criteria]

IEMOCAP Dataset 1. Machine learning accuracy comparison
Select Training Data evaluation using proposed method (SMO, J48,
Rand dP ssi Test Da
eam Rl Random Forest)

. ~N _
sbject1 | 300 w31 2. Avg. accuracy with comparison evaluation of
Subject 2 _ existing method (Evaluation Data: IEMOCAP,
ey it Model: CRENA-D)
subject« ([ISO0 s ) 3. Avg. Imbalanced Ratio with comparison
Subject 5 _ ‘4\ evaluation of existing method
s (s . .

_ Repeat [COMparison Evaluation]

Subject 7 _ 10times 1) S| (Speaker Independent — baseline)
sacts e 2 ST e

_ 4) Conventional MLLR with HMM [2]

subject 10 ([ 800 I e 5) LDM-MDT MLLR with GMM [4]

N

6) Proposed method



Experimental Results

1. Machine learning comparison evaluation using proposed speaker adaptation framework

70
60
50
— 40
X
Ol
9l 30
| .
>
ol 20
<
10
0 Target User Data Samples for Training
50 100 150 200 250 300
SMO (RBF Kernel)|  39.891 45.355 45.719 49.545 55.191 57.741
mJ48 37.471 42.759 47.018 51.61839864 | 53.79310345 59.506
m Random Forest 48.389 53.038 55.963 59.39 63.089 66.521

SMO (RBF Kernel)

W J48 ®mRandom Forest

[Experimental Analysis]
» Augmented personalized dataset is

composed of target user oriented data.
(Overfitting Problem)

Random Forest has good
generalization performance through
randomization using the bootstrap
method. (High Prediction)

Instance

Random Forest S| s T

PR AR OR N TR

AN AVA
oboodde'de
Tree-n

N\ / Fat A / "r-'\
dbdbdbdd dbdbdbidd
Tree-2

Class-B

Class-B
{ Majority-Voting |

[Final-Class|

< Simplified Random Forest>




Experimental Results

2. Comparison evaluation of average accuracy (Evaluation Data: IEMOCAP, Initial Model: CREMA-D)

80

70

60

50

40

30

20

Acurracy (%)

10

= = =S| Model (baseline)
A— PM(Self-Learning)
—@— SMOTE [8] (only)

«=@==MLLR [2] (conventional) 42.542.9 42.1 43.2 44.9 44.9 45.7 45.9 46.4 46.4 46.6 46.9 46.9 48 48.2 48.3 48.4 48.548.5 48.9 49.1 50.1 50.2 52.6 53.7 54.3 55.9 56.9 57.7 59

—— LDM-MDT MLLR [4]

Proposed

Target User Data Samples for Training |

10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300
42.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.142.1
33.6 36.7 37.4 38.7 40.9/41.7 42.2/42.8 42.9 43.3 43.9 44.4 44.2 44.4 44.3 44.7 44.6 44.6 44.6 44.8 43.8 43.4 43.8 43.9 44.4 44,9 45.1 45.1 46 46.3
22.4 27 30.9 34 36.7/39.6 41.9/43.4 44.8 46.5 48.1 49.3 49.8 51.4 52.4 53.4 54.5 55.5 56.6 57.4 58 58.7 59.5 60.5 60.9 61.9 62.3/63.2 63.7 64.6

42.343.443.7 44 44.2 46 46.246.6 47 47.848.248.6 49 49.8 49.9 50.551.8 52.7 53.2 53.5 54.2 55.3 55.3 55.5 56.7 57.2 57.9 60 60.2 61.6

| —¢—Proposed

44.3 45.9 46.6 47.5 48.4 49.149.4 50.9 53 ' 53 53.6/53.7/54.3 55.3 56 57.156.558.3 59.6 59.4 59.9/61.861.361.6 63.1 64 64.164.365.666.5 |




Experimental Results

3. Comparison evaluation of imbalanced ratio

7
Imbalanced Ratio [18] = Major Class/Minor Class
6
0
©
x 5
o
3
C
o4
@©
o]
S
- 3
2
1
0 Target User Data Samples for Training
50 100 150 200 250 300
PM 5.646 6.074 4.087 4.021 3.188 2.707
H SMOTE [8] 1.99 1.977 1.973 1.73 1.666 1.56
B MLLR [2] 2.135 2.014 1.975 1.951 1.891 1.852
B LDM-MDT MLLR [4] 2.311 2.275 2.122 2.021 1.922 1.871
B Proposed method 1.987 1.702 1.56 1.578 1.529 1.519




Conclusion & Future work

This thesis contributes to research the robust speaker adaptation framework
that can resolve the cold-start problem

 Improve the accuracy and imbalanced ratio in limited data environment
v Higher accuracy than existing methods in small samples environment as 10 to 150 (2.2% ~ 6%)
v" Reduce imbalanced difference from original target user training dataset (178% ~ 356%)

v The proposed method can fastly create personalized model speaker adaptation in limited data
environment such as small samples and absent data environment.

Future Work
* Research on effective personalized data acquisition mechanism.
* Research on suitable re-training time to create personalized model.
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