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UX

• Customer satisfaction directly affects success 
of a product, it is vital to understand user 
experience (UX) in developing a product [1].

• To understand UX , researchers have 
identified UX dimensions, surveyed 
quantitative scores on UX dimensions, and 
conducted a statistical analysis on the 
collected numbers[2,3,4,5].
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UX dimensions Identification

Background

Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 



UX Motivation
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Online User Reviews

Qualitative Data

Online Reviews benefits
 Contains user opinions (wants 

and needs etc.)
 Feature requested
 Uses and interacts with the 

product and service
 Bag reports

Textual Big-data Developer/End User

Read Text Manually

Useful Insights Related to UX

User Feedback Analysis Process:
o Qualitative data in the form user reviews are available on product distribution platforms 
o UX expert examines through reviews manually
o Useful reviews are selected for further analysis
o UX related important construct/dimensions are derived 
o These constructs derive product design decisions

The qualitative analysis of these reviews (textual data) is a labor intensive, and prone to researcher bias activity [6].
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Automation Techniques

Machine



UX
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Problem Statement
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Aims to extract UX dimension from the user reviews along with sentiment orientation 
for user satisfaction modeling.

Goal

Problem statement

Probabilistic topic models without no prior human knowledge [5] leads to topics 
overlapping , unable to extract the expected topic [10], often generate not interpretable
topics [7].

Challenges

• Challenge 1: Usefulness of reviews [11]

• Challenge 2: Document heterogeneity [5]

• Challenge 3: Similarities computation and Incorporation of domain knowledge [6][7]

• Challenge 4: Measuring sentiments toward each UX dimensions on customer satisfaction [7]



UX

User Experience (UX)

UX Structural Model

Qualitative /Quantitative data Collection

Extracting UX dimensions(Automatic)

Supervised Learning

Aspect Base Classification Regression

Unsupervised Learning

Probabilistic Topic Models

LSA PLSA LDA CTM UXWE-LDA

Word embedding

UX Measurement Model

Subjective Objective Mixed-Method

The of taxonomy UX dimension extraction for UX Modeling

Taxonomy
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UX Qualifier identification

W2vec is used for local context 
and similarity computation

[Constructs]

Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 
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Research Description Advantages Limitation
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user experience from online 
customer reviews for product 
design [8] (Challenge 1)

A faceted conceptual model is proposed to elucidate 
the crucial factors of UX from user reviews

UX knowledge base from 
customer online reviews

UX facet extracted from opinion words, 
their algorithm missing most of product
and situation features

Understanding hidden dimensions 
in textual reviews [18] 
(Challenge 2)

They modified the Latent Aspect Rating Analysis 
(LARA) for the extraction of hidden UX dimensions in 
textual reviews

Incorporating both textual 
reviews and numerical ratings 
into assessment

The LARA need both textual and rating 
data. In one cases reviewers only 
provide textual emotions in text. 
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LTM (Lifelong Topic model) [16] 
(Challenge 2, 3, 4)

Learn knowledge automatically from multiple 
domains to improve topics in each domain

Learn the domain knowledge 
automatically

They only use frequent itemset mining 
to mine knowledge from top topical 
words in multiple domains, do not 
consider the context

WE-LDA model [7] 
Challenge 2, 3, 4)

They used word embeddings , which automatically 
capture both semantic information of words from a 
large amount of documents

Incorporate word embeddings for 
the local context

Sparsity problem in small dataset

Review some highlight work in for UX dimension extraction from textual data

Related Work

7Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 

o Minimal interest words shadow the semantic relation
o These approaches assume a homogeneity in document collection
o Lack of domain knowledge accommodation for dealing with relative terms problem 

Overall Limitation



UX

Challenge: 4 Solution-3

Challenge: 2,3 Solution-2

Challenge: 2, 3, and 4

Challenge: 1 Solution-1

Solution-2

⃝ To measures sentiments toward 
each UX dimensions on customer 
satisfaction

8

Limitation, Objective, and Proposed Solution
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Limitations and Challenges Proposed Solution Objectives 

⃝ Causal Effect Analyzer
⃝ Measuring sentiments toward each 

UX dimensions on customer 
satisfaction

To extract UX dimensions from user reviews (qualitative data)  for user satisfaction modeling

Goal

⃝ To extract of specific topics of 
interest for mining the UX 
dimensions by domain knowledge 
incorporation

⃝ Seed word generation(Global Context)
⃝ Knowledge Mining (local context)

⃝ Document heterogeneity 
⃝ Similarities computation
⃝ Luck of domain knowledge 

⃝ Find the reviews which contains the 
information related to UX 

⃝ UX multi-criteria Qualifiers
o Almost unsupervised system 

based minimal configuration

⃝ Lack of considering the usefulness of 
reviews before extracting UX 
dimensions 



UX
Abstract View

Proposed Methodology
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Reviews 
Collections
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Solution 1: UX multi-criteria Qualifiers

UX Aspect Data Discovery

UX Aspect Configurations 

Filtering UX Criteria  

Solution 2: Topic Extractor 

Seed Word Generation

Knowledge Mining

UX Dimension Generation

UX Related 
Reviews

Solution 3: Causal Effect Analyzer

Ensemble Neural Network Based Model (ENNM) 

Sentiment Analyzer



UX
Detail workflow

Proposed Methodology
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Unstructured 
Data

Review 1

Review 2

… Review n

UX Aspect Data Discovery

UX Aspect Configurations 

Filtering UX Criteria  

UX multi-criteria Qualifiers

Solution-1

Part 1

Topic Extractor (UXWE-LDA)

Seed Word Generation

Knowledge Mining

UX Dimension Generation

Part 2

Solution-2

Unstructured 
Data

Review 1

Review 4

… Review n

UX Dimensions (UXDs)
• UXD 1
• UXD 2

…
• UXD n

Sentiment Analyzer

Ensemble base learners

Solution-3

Part 3

Causal Effect Analyzer

ENNM Model

User Satisfaction
UXD 1 UXD 2 UXD 3

Mapping on User Satisfaction 
Model (Kano Model)

UXD 1 UXD 2 UXD 3

+
-

+
+

-
-

o Reviews document qualify measurement
o Extraction of specific topics of interest 

for mining the UX dimensions from 
qualitative data by domain knowledge 
incorporation

o Measuring sentiments toward each UX 
dimensions on customer satisfaction.

Different to existing approaches



UX
UX multi-criteria Qualifiers(UXMCQ)

Solution 1: UX multi-criteria Qualifiers (1/6)
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Workflow to obtain the model for UX multi-criteria Qualifiers 

UX existing 
aspects 

Dictionary

Aspect 
Configuration

UX multi-criteria Qualifiers Algorithm

Word Occurrence
Mapping 

Context window 
Creation

Auto 
Label Creation

Model Creation

Unlabeled 
data BOW Generator

Matcher Labeled dataset

UX multi-criteria 
Qualifiers Model

o Almost unsupervised approach, only requires a minimal domain aspects and sentiment polarity configuration per target 
domain and language,  without requiring additional resources or supervision for UX multi-criteria Qualifiers identification.

Different to existing approaches

o In UX multi-criteria qualifiers algorithm, we contributes in two components
1. UX existing aspects dictionary creation, we intend to eliminate the manual selection of terms and ensure the objectivity of the choice 

of terms, used as gold aspect-terms for UX.

2. Word occurrence mapping  & context window creation the occurrences of these words are bootstrapped from the unlabeled domain 
corpus and modelled according to their two word, corresponding

Determine 
Influence Factors

Process 
Documents



UX

Solution for challenge  1
Mostly unsupervised approach with Domain Aspect 

Configuration

UX multi-criteria Qualifiers(UXMCQ) → Comparison 

Solution 1: UX multi-criteria Qualifiers (2/6)
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Online User reviews

Sentiment Extraction

Opinion word Extractor

Sentiment Identification

Sentiment
• A list of opinion words
• The sentiment 

orientations for review 
sentences

1
Product Facet 
Identification

Frequent Sequence 
Generation

Feature Ranking

Product Features
• A list of product 

features
• The Product Feature in 

each review sentence

2
Situation Feature Detection

Segment Selection

Learning Process

Situation Features
• A list of situation feature
• The situation feature in  

each review sentences

3

Existing Approach Limitations
Opinion words, they missing most of product and 

situation features

Existing Method Proposed Idea

User reviews

Domain Aspect Configuration

UX multi-criteria 
Qualifiers

Product Aspects

User aspects (Sentiment)

Product Aspects

1

2
3

Modelled Aspects

Online User reviews

Product Aspects

Aspects Terms

User Aspects

Positive words

Negative words

Situation Aspects

Aspects Terms

4

Aspects Identification

5

Sentiment
• A list of opinion words
• The sentiment 

orientations for review 
sentences

Product Features
• A list of product 

features
• The Product Feature in 

each review sentence

Situation Features
• A list of situation feature
• The situation feature in  

each review sentences

6

UX FACETED MODEL [8] Challenge: 1
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Algorithm 1: UX multi-criteria Qualifiers(UXMCQ)

UX multi-criteria Qualifiers(UXMCQ) → Comparison – Algorithm wise 

Solution 1: UX multi-criteria Qualifiers (3/6)
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Existing Method Proposed IdeaUX FACETED MODEL [8] Challenge: 1

Algorithm 1: UX data discovery

Existing Approach Limitations
Opinion words, they missing most of product and 

situation features
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UX multi-criteria Qualifiers(UXMCQ) 

Solution 1: UX multi-criteria Qualifiers (4/6)
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𝑯𝒆𝒑𝒇𝒖𝒍𝒏𝒆𝒔𝒔 𝒓𝒊 𝒂𝒏𝒅 𝑸𝒖𝒂𝒍𝒊𝒇𝒊𝒆𝒓𝑵𝒖𝒎 𝒓𝒊 ≥ 𝟏,

Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 

Otherwise

• Hussain, Jamil, et al. "A multimodal deep log-based user experience (UX) platform for UX evaluation." Sensors 18.5 (2018): 1622.
• Hussain, Jamil, and Sungyoung Lee. "Mining user experience dimensions from mental illness apps." International Conference on Smart Homes and Health Telematics. Springer, Cham, 2017.
• Hussain, Jamil, and Sungyoung Lee. "Identifying user experience (UX) dimensions from UX literature reviews."

Related Publication 

Algorithm 1: UX multi-criteria Qualifiers(UXMCQ)

𝑈𝑥𝑞 = ቊ
ℎ𝑒𝑝𝑓𝑢𝑙𝑛𝑒𝑠𝑠 𝑟𝑖 + 𝑄𝑢𝑎𝑙𝑖𝑓𝑖𝑒𝑟𝑁𝑢𝑚 𝑟𝑖 ≥ 1
0,
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Usefulness of reviews - Determine Influence Factors - Example

Solution 1: UX multi-criteria Qualifiers (5/6)
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Determine Influence Factors

Weight by Gini Index

Weight by information Gain

Weight by Information Gain Ratio

Weight by Correlation

W
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Attribute Weight

good 1.0

friendly 0.944476693026509

staff 0.9007143962349031

room 0.8981129039166721

location 0.7489147043866663

nice 0.6749096492620802

noisy 0.5492830202802824

great 0.539918796116805

excellent 0.5240543237068682

window 0.499768075746836
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Language Detection

Spell correction

Tokenization

Stop words Removal

Stemming

POS_Tag (N/JJ/V)

Language Detection

Spell correction

• User Write reviews in different languages 

• Most of user writes reviews in informal language: 
used short words(gr8) , and have many incorrect 
spelling 

Tokenization

Filter Stop Words 

• prepositions, pronouns and conjunctions

Stemming

• Porter stemming algorithm
 [C](VC)m[V]

POS-Tag

• Filter only noun, adjective and verbs using Peen tree algorithm
 Regx - (N/JJ/V)
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UX multi-criteria Qualifiers(UXMCQ) → Example

Solution 1: UX multi-criteria Qualifiers (6/6)
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Model for UX multi-criteria 
Qualifiers
Classifier

User Reviews UX related Reviews 

1. It motivates me to exercise everyday and i love this app 
because of it's wonderful and exciting features, routines, 
meal plans and etc. To know more you need to download it

2. Account setting options are not at all good. I am still in free 
trial period and money got deducted for upcoming month. 
In the app there is no option to check my payment option i
provided.

3. The ads are but so bad, since you can skip them! This app 
gives me a workout plan I can do easily in my room! It also 
had different options, some you have to subscribe to get.

4. Really great workout, using g different. muscle groups. the 
small video and instruction helps those like me who are 
reentering the workout world. Love It!!!

Reviews Sentences
Product Aspects : 
• Motivation

Situation Aspect: 
• To know more you need to download it

User Aspect (sentiment):
• positive 

Product Aspects : 
• Account setting

Situation Aspect: 
• I am still in free trial period and money 

got deducted for upcoming month.

User Aspect (sentiment):
• negative 

1

2

𝑄𝑢𝑎𝑙𝑖𝑓𝑖𝑒𝑟𝑁𝑢𝑚 = 3

𝑄𝑢𝑎𝑙𝑖𝑓𝑖𝑒𝑟𝑁𝑢𝑚 = 3

𝑸𝒖𝒂𝒍𝒊𝒇𝒊𝒆𝒓𝑵𝒖𝒎(𝒓𝒊) ≥𝟏
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1. It motivates me to exercise everyday and i love this app 
because of it's wonderful and exciting features, routines, 
meal plans and etc. To know more you need to download it

2. Account setting options are not at all good. I am still in free 
trial period and money got deducted for upcoming month. 
In the app there is no option to check my payment option i
provided.

Reviews Sentences

𝑈𝑥𝑞 = ቊ
ℎ𝑒𝑝𝑓𝑢𝑙𝑛𝑒𝑠𝑠 𝑟𝑖 + 𝑄𝑢𝑎𝑙𝑖𝑓𝑖𝑒𝑟𝑁𝑢𝑚 𝑟𝑖 ≥ 1
0,

𝑯𝒆𝒑𝒇𝒖𝒍𝒏𝒆𝒔𝒔 𝒓𝒊 𝒂𝒏𝒅 𝑸𝒖𝒂𝒍𝒊𝒇𝒊𝒆𝒓𝑵𝒖𝒎 𝒓𝒊 ≥ 𝟏,

Otherwise
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Topic Extractor → Incorporation of domain knowledge 

Solution 2: Topic Extractor 

17

Workflow for Topic Extractor Algorithm

Topic Extractor “UX-WELDA” Algorithm

Seed Words 
Generation

Knowledge Mining

Useful 
reviews

o Automatically learn the domain knowledge from global and local context.

Different to existing approaches

o In topic extractor algorithm, we contributes in three components
1. Seed Words generation, global context generation 

2. Knowledge Mining, automatically capture both semantic and syntactic information, which improves the semantic coherence 
significantly in topic extraction

3. Automatic labeling of extracted topics based on the UX dictionary.

Must Link Miner

Similarity 
computation

Word embedding

Topic Modeling

Clustering

Gibbs sampler U
X

 D
im

en
si

o
n

s
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GuidedLDA

Seed List

Word expansion

UX Dimensions 
Generation

UX 
Dictionary

Automatic 
labeling
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Seed words generation → Comparison

Solution 2-1: Seed words generation(1/4)
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Reviews 

Document process

Preprocessing

1

Existing Method Proposed IdeaWE-LDA model [7,16,18] 

Seeds Words generation

LDA Algorithm

# 
To

p
ic

s

2

Reviews 

Document process

Preprocessing

1

Seeds Words generation

GuidedLDA Algorithm

# Topics

2

Domain seeds
lexicon

Word expansion
Pre-trained word 

embedding models

Solution for challenge 2
Pre-trained word embedding space for syntactic and 

semantic relationships  

Existing Approach Limitations
They don’t considered the syntactic and semantic 

relationships

Challenge: 2  
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Seed words generation → Comparison - Algorithm wise 

Solution 2-1: Seed words generation(2/4) 
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Existing Method

Proposed Idea

WE-LDA model [7,16,18] Challenge: 2  Algorithm 2 : Seed words generation algorithm

Algorithm 2 : Seed words generation algorithm

19



UX
Seed words generation → Global context

• The Guide LDA gives us 
global context based on 
seed list

• The pre-trained word 
embedding model for 
word expansion 

20

Solution 2-1: Seed words generation(3/4) 
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𝑊𝑡,𝑡′ = ቊ
𝔀(𝑡, 𝑡′)

0 𝑂𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒

𝑖𝑓𝔀(𝑡, 𝑡′) > α

Wt=n−argmarw ø (w, 𝑠𝑑)

o A novel data representation for topic modeling based on syntactic and 
semantic relationships derived from distances calculated within a pre-trained 
word embedding space

Contributions

Word ExpansionGuided LDA

𝔀(𝑡, 𝑡′) = 
σ𝒊

𝒍 𝒖𝒊 .𝒗𝒊

σ𝒊
𝒍 𝒖𝒊

𝟐. σ𝒊
𝒍 𝒗𝒊

𝟐

• Hussain, Jamil, and Sungyoung Lee. "Mining user experience dimensions from mental illness apps." International 
Conference on Smart Homes and Health Telematics. Springer, Cham, 2017.

• Hussain, Jamil, et al. "A multimodal deep log-based user experience (UX) platform for UX 

evaluation." Sensors 18.5 (2018): 1622.

Related Publication 
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Seed words generation → Global context

Solution 2-1: Seed words generation(3/4) 
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seed_topic_list = [['game', 'team', 'win', 'player', 'season', 'second', 
'victory'],['percent', 'company', 'market', 'price', 'sell',
'business', 'stock', 'share'] … ]

model = guidedlda.GuidedLDA(n_topics=5, n_iter=100, random_state=7, refresh=20)
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Seed words generation → Global context

Solution 2-1: Seed words generation(3/4) 
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Seed words generation – Global context → word expansion :  Example

Solution 2-1: Seed words generation(4/4) 
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t: Chat

Pre-train word 
embedding 

model 

t’: #top similar words

chatroom

conversation 

conversing

talk

blogging

Live_Chat

message

speak

Chats

chatting

Chat

chatted 

Compute 
Similarity

t’: #most similar words

chatroom

conversation 

conversing

talk

Live_Chat

message

speak

Chats

chatting

Chat

chatted 

Semantically similar words Syntactically similar words

chatroom Chats

conversation chatting

conversing Chat

talk chatted 

Live_Chat

message

speak

We use stemming algorithm and compare the stem 
word with of both t and t’. If both stem word equal 
then it is  Syntactically similar words

Centroid: chat

Semantically similar words chatroom, conversation , conversing, talk, conversed, Live_Chat, message, interview, speak, 

Syntactically similar words Chats , chatting , Chat, chatted
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Knowledge Mining → Comparison

Solution 2-2: Knowledge Mining (1/4)
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Global Context Docs 

Gibbs sampling

1

Existing Method Knowledge Mining [7, 21] 

Similar concepts

D
o

m
ai

n
 

K
n

o
w

le
d

ge
 

Existing Approach Limitations
Frequent itemset mining 
Order of words in text

Global Context Docs 

Similarity 
computation

(word embedding)

2

Domain 
Knowledge 

Initial Topics

Frequent Itemset 
Mining

2

3

4 Similarity computation
(distance measures)

Similarity computation
(PMI)

Must-Link Miner

3 4

Proposed Idea

1Challenge: 2 and 3

Solution for challenge 2
Musk-link mining -> Incorporate word embedding and 

other similarity computation

Must-Link MinerSimilar concepts

55
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Algorithm 4 : Must link mining algorithm

Knowledge Mining → Comparison

Solution 2-2: Knowledge Mining (2/4)
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Existing Method Knowledge Mining [7, 21] Proposed Idea

Algorithm 3 : Knowledge Mining
Algorithm 3 : Word embedding vector generation algorithm

Existing Approach Limitations
Frequent itemset mining 
Order of words in text

Challenge: 2 and 3
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Algorithm 4 : Must link mining algorithm

Algorithm 3 : Word embedding vector generation algorithm

Topic Extractor → Knowledge Mining

26

Solution 2-2: Knowledge Mining (3/4)
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λ𝑤1, 𝑤2
= ቐ

1,
𝑟 𝑤1, 𝑤2 > 1

0,

𝑖𝑠 𝑎 𝑚𝑢𝑠𝑡 − 𝑙𝑖𝑛𝑘

o A novel data representation for topic modeling based on syntactic and 
semantic relationships derived from distances calculated within a pre-trained 
word embedding space

Contributions

𝑂𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒

• Hussain, Jamil, and Sungyoung Lee. "Mining user experience dimensions from mental illness apps." International 
Conference on Smart Homes and Health Telematics. Springer, Cham, 2017.

Related Publication 

𝑆𝑎𝑚𝑒 𝑤𝑜𝑟𝑑
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Similarity computation (distance measures)

Solution 2-2: Knowledge Mining (3/4)
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2



UX
Similarity computation (distance measures)

Solution 2-2: Knowledge Mining (3/4)
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3



UX
Similarity computation (distance measures)

Prof. Tae-Seong Kim (Query 1)

29Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 

5



UX
Topic Extractor  - Knowledge Mining - Example

Solution 2-2: Knowledge Mining (4/4)

30

o Must-link Miner using similarity computation 
1. Word embedding  (Skip-Gram)

2. Cosine similarity 

3. Point-wise Mutual Information (PMI) - 𝜇

𝑤1 𝑤𝟐 Sim(𝑤1, 𝑤𝟐) PMI(𝑤1, 𝑤𝟐) 𝑟 𝑤1, 𝑤2 = PMI(𝑤1, 𝑤𝟐) X Sim(𝑤1, 𝑤𝟐)

Warranty Repair 0.820 3.153 2.585

Windows XP 0.762 4.789 3.649

Some example must-links.

Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 

λ𝑤1, 𝑤2
= ቐ

1,
𝑟 𝑤1, 𝑤2 > 1

0,

𝑖𝑠 𝑎 𝑚𝑢𝑠𝑡 − 𝑙𝑖𝑛𝑘

𝑂𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒

𝑆𝑎𝑚𝑒 𝑤𝑜𝑟𝑑
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Topic Extractor  - Topic Modeling

Solution 2-2 : Topic Modeling (1/2)

31

o Integration of must-link into the Gibbs sampler 
1. Feature vector creations

2. Clustering

Must-links Feature Vector Creation Clustering (K-means) Grouping of similar must-links

LDA - Gibbs sampler #Topics

where 𝑧𝑖 is the topic assignment of current word 𝑤𝑖 . 𝑛𝑑𝑘 is the number of times topic 𝑘 is assigned to a word in 
current document 𝑑. 𝑛𝑑 is the length of document 𝑑. 𝑛𝑘𝑤′ is topic-word counter, i.e., the number of times 𝑤′ is 
assigned to topic 𝑘. 𝛼 and 𝛽 are predefined Dirichlet hyper-parameters. 𝜆𝑘,𝑤𝑖 ,𝑤′ is the word relatedness of a must-
link 𝑤𝑖 and 𝑤′ which has been grouped into group 𝑘. 𝑇 is the number of topics, and 𝑉 is the vocabulary size.
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UX

Topic n

Word Weight

annoy
awful
awkward
confuse
cheer
rigid
okay
trust
value
dislike
petty
help
hope

69
64
59
44
36
35
33
26
24
24
23
20
11

Solution 2-2 : Topic Modeling (2/2)
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Topic Extractor  - Topic Modeling - Example

Topic  1 Topic 2 Topic 3

Word Weight Word Weight Word Weight

fun
annoy
creative
enjoy
exciting
frustrate
addict
impressive
cool
addict
regret
cute
h13ate

89
85
79
76
71
67
61
46
45
37
34
32
32

accessible
effective
efficient
interface
reliable
usable
elegant
error
inconsistant
delay
load
trouble
bug

50
48
43
43
41
38
35
33
33
27
27
12
11

visual
effect
cute
trendy
technological 
streamlined
shape
pleasurable
color
smooth 
beautiful
unusual
futuristic

35
35
33
33
25
23
22
21
18
13
12
11
9
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UX
Workflow of topic labeling  into UX dimensions

Solution 2-3: UX Dimensions Generation (1/3)
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Auto 
Labeling

Topic classification into 
UX dimensions

#Topics

UX Dictionary

o Automatic labeling of generated topics based on existing UX dimensions

Different to existing approaches

o In UX Dimensions Generation, we contributes in
• UX existing aspects dictionary creation, we intend to eliminate the manual selection of terms and 

ensure the objectivity of the choice of terms, used as gold UX dimensions.

Process 
Documents

UX Dimensions Generation



UX

• Build the lexicons dictionary 
based on terms already used in 
previously validated scales [9] for 
measuring different aspects of UX 
using systematic review process.

• Finally selected the 223 terms, 
then applied the WordNet for 
word expression 
• Final thesaurus contains 500 terms 

by adding the synonyms 

34

UX existing dimension dictionary

Solution 2-3: UX Dimensions Generation (2/3)
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Dimensions Individual terms

H
as

se
n

za
h

l
A

tt
ra

kd
if

f
Sc

al
e 

[1
4

]

Pragmatic Quality

technical, human, complicated, simple, 
impractical, practical, cumbersome, direct, 
unpredictable, predictable, Confusing, clear, 
Unruly, manageable

HQ-Stimulation
typical, original, standard, creative, cautious, 
courageous, conservative, innovative, lame, 
exciting, Easy, challenging, Commonplace, new

HQ-Identification
isolating, integrating, amateurish, professional, 
gaudy, classy, cheap, valuable, non-inclusive, 
inclusive, unpresentable, presentable

:

p
sy

ch
o

m
et

ri
c 

sc
al

es
 [

1
5

]

Aesthetics

aesthetic, pleasant, clear, clean, symmetric, 
artistic
creative, fascinating, special effects, original, 
sophisticated

o UX Dimension Dictionary Creation 

Contributions



UX Solution 2-3: UX Dimensions Generation (3/3)
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Topic Extractor  - Topic Automatic Labeling - Example
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Topic  1 Topic Topic 3

Word Weight Word Weight Word Weight

fun
annoy
creative
enjoy
exciting
frustrate
addict
impressive
cool
addict
regret
cute
h13ate

89
85
79
76
71
67
61
46
45
37
34
32
32

accessible
effective
efficient
interface
reliable
usable
elegant
error
inconsist
delay
load
trouble
bug

50
48
43
43
41
38
35
33
33
27
27
12
11

visual
effect
cute
trendy
technological 
streamlined
shape
pleasurable
color
smooth 
beautiful
unusual
futuristic

35
35
33
33
25
23
22
21
18
13
12
11
9

Topic n

Word Weight

annoy
awful
awkward
confuse
cheer
rigid
okay
trust
value
dislike
petty
help
hope

69
64
59
44
36
35
33
26
24
24
23
20
11

Hedonic Effectiveness Aesthetics Affect

UX Dimensions 



UX
Sentiment orientation of extracted UX dimensions

Solution 2-4: Sentiment Analyzer
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Algorithm 5 : Feature Selection

• Hussain, Jamil, et al. "A multimodal deep log-based user experience (UX) platform for UX evaluation." Sensors 18.5 
(2018): 1622.

• Jawad, Jamil Hussain, et al “EnSWF: effective features extraction and selection in conjunction with ensemble learning 
methods for document sentiment classification”

Related Publication 



UX Solution 3: Measuring the effects on each UX dimension
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Overview
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Unstructured 
Data

Review 1

Review 4

… Review n

Causal Effect Analyzer

ENNM Model

User Satisfaction

UXD 1 UXD 2 UXD 3

Mapping on User Satisfaction 
Model (Kano Model)UXD 1 UXD 2 UXD 3

+
-

+
+

-
-

Causal Effect Analyzer



UX Solution 3: Causal Effect Analyzer
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Ensemble neural network based model (ENNM) [26]
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O
n

lin
e

 
re

vi
ew

s UX Dimensions (UXDs)

D1 D2 Dn

Pos Neg Pos Neg … Pos Neg

r1 1 0 0 1 … 0 0

r2 … 0 1

… … … … … … … …

R3 0 1 1 0 … 1 0

Structure data of online reviews

o The neural networks (NNs) are a powerful approach for prediction 
tasks, which outperform multiple regression models in terms of 
data fitting in situations where non-normal data, non-linearities, 
and multicollinearity relationship are present

Benefits of ENNM 

26. Bi, J.W. et al. 2019. Modelling customer satisfaction from online reviews using ensemble 
neural network and effect-based Kano model. International Journal of Production Research. 0, 0 
(2019), 1–21.



UX Solution 3: Causal Effect Analyzer 
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Mapping the effects on user satisfaction Model (Kano Model)
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Mapping Rules

UXDS 𝑾𝒊
𝒑𝒐𝒔

𝑾𝒊
𝒏𝒆𝒈

𝑓1 0.14 -0.19

𝑓2 0.19 -0.14

𝑓3 -0.19 -0.17

𝑓4 -0.25 -0.27

𝑓5 0.08 0.25

𝑓1 -0.37 -0.26

… … …

𝑓𝑛 0.14 0.15

Mapper

ENNM Generated Data

o A methodology for autonomously classifying 
extracted aspects from textual data into Kano 
Model categories using rule base approach.

Contributions



UX Experimental Results
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Solution 1: UX multi-criteria Qualifiers(UXMCQ) → Classification Performance

Introduction » Related Work » Proposed Solution »  Experiment-Evaluation »  Conclusion 

Method

Aspects

Staff Food Ambiance Overall

Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1

LocLDA 0.80 0.59 0.68 0.90 0.65 0.75 0.60 0.68 0.64 0.77 0.64 0.69

ME-LDA 0.61 0.54 0.64 0.87 0.79 0.83 0.77 0.56 0.65 0.81 0.63 0.70

UXMCQ 0.78 0.86 0.71 0.96 0.69 0.81 0.55 0.75 0.63 0.70 0.77 0.72

Figure 1: Overall F-Measure of proposed method

The results shows the experiment and a comparison with the other systems. Despite not requiring human intervention to relabel the 
obtained topics unlike the other two systems, UXMCQ achieves slightly better overall performance

Discussion on results

0.67

0.68

0.69

0.7

0.71

0.72

0.73

F-
M

ea
su

re

LocLDA ME-LDA UXMCQ

Datasets: For aspect category classification, we use the dataset from[20] which contains restaurant reviews labelled with 
domain-related aspects (e.g., food, staff, ambience) in English.
Evaluation metric: Precision, Recall and F-Measure

Experimental Setup



UX

• Datasets: Datasets from Chen and Liu [12].
• Electronic products or domains
• Non- electronic products or domains

• Setting: For comparison, we use the following parameter settings
o α=1, Β=0.1, number of topics T=15, context window=5, Top n words=30

• Software and languages: Windows 7, Mallet, Rapid Miner, KNIME, 
Genism toping modeling, Java, and Python NLTK library

• Evaluation metric: Topic coherence (UMass Topic Coherence [13] )
• We performs different experiments to evaluates the proposed UXWE-

LDA model and compares it with four state-of-the-art baseline models:
o LDA
o WE-LDA
o LF-LDA
o LTM

41

Solution 2: UXWE-LDA model 

Experimental Results
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Solution 2: Similarity Computation for topic and words selection

Experimental Results
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Figure 2: Average cosine similarity per the number of topics on electronic 
products dataset (top) and non-electronic products dataset (bottom).
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We selected the number of topic is 15 based on the their 
average cosine similarity

Result Analysis

-133

-132

-131

-130

-129

-128

-127

5 10 15 20 25 30

U
M

as
s 

To
p

ic
 C

o
h

er
en

ce
 

#top words as seeds words 
(non-electronics)

Figure 3: Average Topic Coherence of top 10 words with different number 
of seed words on electronic products dataset (top) and non-electronic 
products dataset (bottom).

We selected the top 15 words as seeds word due to higher 
topic coherences

Result Analysis
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Average Topic Coherence based on #top words 

LDA WE-LDA LF-LDA LTM UXWE-LDA

Solution 2: UXWE-LDA model comparison based on average topic coherence

Experimental Results
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Figure 4: Average Topic Coherence of top 10 words with different number of topics on 
electronic products dataset

The shows the average Topic Coherence of each 
model given different number of topics on electronic 
datasets. We note that given different number of 
topics, UXWE-LDA consistently achieves higher Topic 
Coherence scores than the baseline models on 
electronic datasets, which shows the proposed 
method is robust with different number of must-link 
clusters. 

Discussion on results

Proposed Method

The overall coherence scores show 
an improvement 4 times over the 
existing methods
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Solution 2: UXWE-LDA model comparison based on model performance

Experimental Results

44Introduction » Related Work » Proposed Solution » Experiment-Evaluation »  Conclusion 

0
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0.9

Precision Recall F1 Score

LDA UXWE-LDA

Datasets: Google apps reviews [27] 

Method: The human experts annotated by a total of 300 online reviews, 
where each sentence is label based on the provided UX dimension list.
Mutually agreed sentence all three annotators were considered as gold-
label for the performance evaluation. 
Evaluation metric: Precision, Recall , and F-measure

Experimental Setup

Figure 5: Average F-measure, Precision and Recall of LDA 
and UXWE-LDA.Topics

LDA UXWE-LDA

Precision Recall F-measure Precision Recall F-measure

attractiveness 0.71 0.46 0.55 0.83 0.72 0.77

dependability 0.78 0.49 0.60 0.80 0.91 0.85

efficiency 0.73 0.60 0.66 0.76 0.77 0.76

perspicuity 0.80 0.47 0.59 0.80 0.72 0.76

novelty 0.76 0.51 0.61 0.81 0.76 0.78

stimulation 0.75 0.47 0.58 0.87 0.81 0.84

Where higher F1 score indicates, the model performs 
well for classifying the test data.

Discussion
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Solution 2: UXWE-LDA model comparison based on log likelihood and Perplexity

Experimental Results
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Model Precision(word Intrusion)

#Topics
LDA WE-LDA LF-LDA UXWE-LDA

log 
likelihood

Perplexity
log 

likelihood
Perplexity

log 
likelihood

Perplexity log likelihood Perplexity

5 -7.3214 784.38000 -7.33350 788.58000 -7.33840 796.43000 -7.13320 936.58000

10 -7.2761 778.24000 -7.26470 762.16000 -7.21340 785.05000 -7.43850 770.30000

15 -7.2477 777.32000 -7.24670 755.55000 -7.23820 970.36000 -7.38720 752.46000

Evaluation metric: log likelihood, Perplexity and Model Precision (word Intrusion) [28]

Experimental Setup
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Figure 6: Model Precision based on the word intrusion 
task measures
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Solution 2: Sentiment Analyzer (effective features extraction and selection in conjunction with ensemble learning methods)  

Experimental Results
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Datasets: Cornell movie review dataset [23] 2. Amazon product reviews datasets [24] 

Evaluation metric: Accuracy

Experimental Setup

76
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92

94

Movie Book Electronic Kitchen DVD

SVM 93 87 85 89 89

NB 92 86 89 86 87

DT 88 83 87 89 86

Ensemble 94 89 86 90 88

SVM NB DT Ensemble

Figure 8: Average accuracy of classifier based on wrapper and filters  

Figure 7: average classification performance on top k high ranked 
score feature utilizing wrapper and filters feature selection, 
ensemble learner
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Expert base validation

Comparison
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Datasets: Google apps reviews [27] 

Evaluation metric: 𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡
-To check the degree of dimensions overlapping between 
automatic extraction using UXWE-LDA and human experts

Experimental Setup

Dimensions UXWE-LDA Human Expert 1 Human Expert 2 Human Expert 3

Attractiveness ✓ X ✓ ✓

Dependability ✓ ✓ ✓ ✓

Efficiency ✓ X ✓ X

Perspicuity ✓ X ✓ ✓

Novelty ✓ ✓ ✓ ✓

Stimulation ✓ ✓ X X

Aesthetics X ✓ X ✓

Complexity X ✓ ✓ ✓

Affect and emotion X X ✓ X

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡′(𝐽𝐶) =
|𝐷𝑈𝑋𝑊𝐸−𝐿𝐷𝐴 ∩ 𝐷𝐸𝑥𝑝 |

|𝐷𝑈𝑋−𝑊𝐸𝐿𝐷𝐴 ∪ 𝐷𝐸𝑥𝑝 |

JC

UXWE-LDA VS Human Expert 1 0.3

UXWE-LDA VS Human Expert 2 0.5

UXWE-LDA VS Human Expert 3 0.4

Due to complexity and ambiguity involves in UXDs extraction 
task from online reviews, the results show that UXWE-LDA is 
a reliable and suitable approach for UXDs extraction from 
online reviews.

Discussion

Each researcher selected 50 reviews randomly; finally, a total of 150 
reviews selected for UXWE-LDA validation. We compared the UXDs 
extracted from UXWE-LDA with the UXDs extracted by the human 
experts for checking the reliability of the result generated by UXWE-LDA.

Method
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User Satisfaction modeling based on the extracted UX dimension

Case Study 1 – Game Reviews dataset
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Figure 9: Word distribution for games reviews (n= 1 million) Figure 10: Overall user rating on reviews (n= 1 million)

Datasets: Games online  reviews dataset [25]

Evaluation metric: Accuracy and  topic coherence

Experimental Setup
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Extracted UX dimension and their sentiment orientation

Case Study 1 – Game Reviews dataset
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Figure 11: Extracted UX dimensions from user reviews Figure 12: The results of the sentiment orientations of each UXD in all 
online reviews.
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Classification results of UXDs of game data using ENNM on Kano Model 

Case Study 1 – Game Reviews dataset
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UXDS 𝑊𝑖
𝑝𝑜𝑠

𝑊𝑖
𝑛𝑒𝑔

attractiveness 0.14 -0.19

dependability 0.19 -0.14

efficiency -0.19 -0.17

engagement -0.25 -0.27

hedonic 0.08 0.25

involvement -0.37 -0.26

perspicuity 0.14 0.15

pragmatic -0.18 0.04

stimulation 0.03 -0.08

attractiveness

dependability
efficiency

hedonic

involvement

perspicuity

pragmatic

stimulation

-0.40

-0.20
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Figure 13: Mapping the extracted dimensions on Kano Model.
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Performance UXDMust-be UXD

Reverse UXD
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User Satisfaction modeling based on the extracted UX dimension

Case Study 2 – Google play-store(Apps Reviews)
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Figure 14: overall rating of user on online reviews Figure 15: App Categories 

Datasets: google play-store apps online  reviews dataset [27]

Evaluation metric: Accuracy and  topic coherence

Experimental Setup
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User Satisfaction modeling based on the extracted UX dimension

Case Study 2 – Google play-store(Apps Reviews)
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Figure 16: overall sentiment of user on online reviews
Figure 17: Apps distribution

Datasets: google play-store apps online  reviews dataset [27]

Evaluation metric: Accuracy and  topic coherence

Experimental Setup
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Extracted UX dimension and their sentiment orientation

Case Study 2 – Google play-store(Apps Reviews)
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Figure 18: The results of the sentiment orientations of each UXD in all 
online reviews.

Figure 19: Mapping the extracted dimensions on Kano Model.
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UX Contributions & Uniqueness 

• UX aspects Dictionary Creation 

• It proposes a novel knowledge mining method for topic modeling based on 
word embedding and other similarity computation methods.

• Sentiment orientation and casual effect analysis based on the extracted UX 
dimensions

• Proposed methodology to incorporate domain knowledge in LDA based topic 
extraction model
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Contribution

Uniqueness



UX
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Conclusions and Future Works
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Topic extractor using  Seed words generation and  Knowledge Mining methodology 

UX multi-criteria Qualifiers

 Almost unsupervised approach, only requires a minimal domain aspects configuration per 
target domain, without requiring additional resources or supervision for UX multi-criteria 
Qualifiers identification

 Proposed method enhancements in LDA framework for capturing useful UX dimensions with higher 
coherence value, which is  4 timer higher as compared to existing topic modeling algorithms.

 Expert based validation
 Consideration of analysis techniques in the current work to for casual relationships between 

extracted UX dimensions

Future Works  

Sentiment Orientation and casual relationships

 The casual relationship of customer sentiment with 94 % accuracy  toward each UXDs on user 
satisfaction, an ensemble neural network based model (ENNM)

 User satisfaction Modeling based on Kano Model



UX
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Publication
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• Journal
o First author: 3

o Co-author: 7

• Conference
o First author: 4

o Co-author: 9

• Domestic Patient
• Register: 1

• Apply: 1

Total: 25
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