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Research Background

5/7/2010

 Recognition of Activities of Daily Livings (ADLs).
 The things we normally do in daily living 

 Applications in healthcare (e.g. patient monitoring system)

 Recognition of ADLs using simple and ubiquitous 
sensor (Binary sensor)
 ADLs are usually performed by interacting  with a series of 

objects (e.g. door, light, exhaust fan, shower faucet…etc.)

 Embed a set of small and simple state-change sensors to 
these objects

 Recognize activity depending on the sensor activation (as 
user interact with the object) status

time

Door Light Exhaust Faucet Closet AR system Taking
shower
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Training an AR system
 Two ways to train an AR system

 Using real-world activity data

 Using web activity data (our focus)

5/7/2010

Select an environment (e.g. 
Home)

Select a set of activities

Collect web activity data

Select a set of objects and 
embed sensors

Figure: a web page that describes an activity

Train the system

Figure: An AR system trained from 
web activity data

Select an environment (e.g. 
Home)

Select a set of activities

Assign participant and collect 
real-world activity data  for a 
period of time (e.g. 30 days) 

Select a set of objects and 
embed sensors

Train the system

Figure: An AR system trained from 
real‐world activity data
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Advantages of using web activity data

5/7/2010

 Makes the system easily configurable
 End-user with little expert knowledge would be able to configure the system

 The system becomes effortlessly scalable
 Handle growing amounts of activities and objects in a graceful manner

 No human is required to collect activity data to train the system

 A large number of data can be collected to train the classifier

 We would get information about almost all activities

 Inexpensive

 It would be applicable to a diverse set of environments
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Proactive Activity Toolkit (PROACT) [3]
 Inference engine 

 Given models for activities, and sequences of 
sensor readings, returns the likelihood of current 
activities.

 Sequential Monte Carlo (SMC)  approximation to 
probabilistically solve for the most likely 
activities

 Mining engine

 Extracts generic models automatically from 
text documents,

5/7/2010

Figure: PROACT Overview

Figure: directions for Making Tea

Extract

Figure: PROACT Model for Making Tea
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PROACT mining engine

5/7/2010

World Wide Web (WWW)

Select a set of websites like, http://www.ehow.com/, that
describes activities, and understands the HTML structures

search for a page that describes an activity and extract the
activity direction from this page

A set of websites

- set the title of the direction as the label of the activity,
- parse and extract the object phrases from the direction,
- remove the phrases that do not have noun sense

Activity direction

calculate the object-usage probability using the Google
Conditional Probability (GCP)

Set of objects

GCP

)(
) ()(

activityhitcount
activityobjecthitcountOGCP i  Figure: Steps in Mining the Directions for Making Tea

Figure: directions for Making Tea
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Unsupervised activity recognition [4]
 Wyatt et al. extends the idea of Perkowitz et al.[3]

 Activity models are not generic models, unlike [3],
 Focused on a particular environment by taking inputs (e.g. activity names) from the 

environment.

 Activity models are based on hidden markov model

 the prior probabilities, π, is set to uniform distribution over activities, 
 the transition probability matrix T is set as, 

 self-transition probabilities are set to a fixed value (e.g. 0.75)

 the remaining probability mass (e.g. 1 - 0.75 = 0.25) are distributed uniformly over all transitions to 
other activities

 and the observation probability matrix B is mined from web

5/7/2010

t-1 t t+1

at-1 at at+1
…

p(1|shower), 
p(2|shower)
… 
p(n|shower)

Shower breakfastShower

p(1|shower), 
p(2|shower)
… 
p(n|shower)

p(1|breakfast), 
p(2|breakfast) 
… 
p(n|breakfast)
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Mining engine [4]
 Document genre classifier

 Search a set of pages  through a search 

engine using a search criteria (e.g. 

bathing).

 Load all the web pages and classify the 

genre of these pages

 Object identification algorithm

 Extract the activity description from 

these pages (classified by the genre 

classifier) 

 Parse the activity description and 

search for the objects and determine 

the frequency of each object

5/7/2010

Web

Search for a set of potential activity 
pages

Load all the pages, P, and classify the 
genre of these pages

A set of pages, P

For each page p in P', extracts the objects 
mentioned in the page and calculates 

their weights, w, using object 
identification algorithm.

A set of activity pages, P’

Object frequency


p

activityobjectp pobject,w
|P|

1)|(
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Limitations of the existing systems[3][4]

5/7/2010

 Low Accuracy

 Only object-usage based model

 There are cases where a set of objects could be used for different activities. It 

would hard for an AR to distinguish such activities.

 Complex and time consuming data collection methods 

(mining)

 Document genre classifier

 Load all the web pages and classify the genre of these pages

 Object identification algorithm

 Parse the activity description and search for the objects and determine the 

frequency of each object
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Agenda
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 Improve recognition system’s accuracy
Use location information
 It can provide important context, since group of activities are limited for a given 

location.

 Improve the data collection procedure
 Introduce a efficient web mining method

Objectives

5/7/2010
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Objectives and challenges

5/7/2010

Objectives
 Improve recognition system’s 

accuracy
 Utilize location information

 Improve the data collection 
procedure
 By introducing a efficient web 

mining method

Challenges
 Approach 1: use location and object-usage 

separately in multi-layer classifier
 Model activities with no fixed location (e.g. 

dressing in bedroom or  dressing in bathroom) 

 Model location-overlapping activities (e.g. 
moving back and forth from kitchen to living 
room while cooking) 

 Approach 2: Integrate location with object-
usage in one-layer classifier
 Classify the activities with no specific location 

in general

 Control the influence

 Determine optimal degrees of influence

 Mining time
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Contributions

5/7/2010

 Efficient activity recognition system using web 
activity data

1. High-accurate two-layer probabilistic classification 
integrating location and object-usage information
 Location-and-object-usage based model in the first-layer
 Object-usage based model in the second-layer
 Deal with zero-probability problem

2. Efficient and simple web activity data mining
 Parameter estimation model using web activity data
 Efficient implementation using advance operators of a search 

engine
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System Overview 

5/7/2010

 Environment 
 A set of objects are attached 

with sensors

 Activity Mining Engine
 Determine the object-usage 

and location-usage 
frequency per activity

 Parameter Estimator
 Learns the model parameters

 Activity classifier
 Classify activities based on object (e.g. Door) and location (e.g. Kitchen) usage 

based model
 Visualization

 Web-based tool to monitor day-to-day activities

Input
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External input to the system

5/7/2010

 The environment
 Locations (e.g. bedroom, living 

room)
 Objects/location (e.g. bed, TV) 

and corresponding sensors id.

 Activities to monitor and their 
group
 Activities name/label (e.g. 

sleeping, watching TV)
 Location(s) to perform an activity
 The frequency of doing an activity 

per day.
Figure: EARWD input ‐ Location specific activities

Figure: EARWD input Objects/location
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Contribution 1
Activity classifier

5/7/2010

Naïve Baysian based Two layer classifier

 Location-and-object-usage based model 
(LOBM) at the first layer classification
 Classify a group of activities (e.g. kitchen 

activities)

 Object with location to resolve any location-
confusion.

 Object-usage based model (OBM) at the 
second layer classifier
 Classify the actual activity from the activity 

group

 For the activities with no specific location in 
general(e.g.  Doing laundry)

 Get the low level view of an activity 

Figure: Two‐layer classification: an example for activity watching TV

Figure: Overview of the two‐layer classifier



19 of 45 Thesis defense, spring, 2010 Slide 19of 27

Location-and-object-usage based model

5/7/2010

 Location-and-object-usage based 
model (LOBM)

 Aj, is an activity group , Θ, is the set 
of object-usage and P(lθk

| Aj),P(θk 
| Aj) are the probabilities of using a 
location and an object given an 
activity group respectively

 0 < α < 1, is the influential 
Coefficient (IC) to control the 
influence of location and object.

| |

1

( | ) ( ( | ) (1 ) ( | ))
kLOBM j j k j

k

P A P l A P A  




   

Activity
Locations

Kitchen Hallway Toilet

Grp 1
Bathing 10 4 80

Toileting 2 3 90

Grp 2 Going out 4 90 1

Grp 3
Breakfast 60 7 3

Dinner 50 6 2

Activity
Objects

Oven Door Faucet

Grp 1
Bathing 5 4 60

Toileting 1 2 100

Grp 2 Going out 7 100 1

Grp 3
Breakfast 70 2 2

Dinner 90 5 10

Table: An example of object‐usage frequency

Table: An example of location‐usage frequency
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Object-usage based model

5/7/2010

 Object-usage based model (OBM)

 ai ε Aj is an activity, P(θk | Mai
), P(θk | Mc) is the probabilities 

of using a an object given an activity model (AM), Mai
and 

the activity collection (CM), Mc

 0 < λ < 1, is the Smoothing Coefficient  (SC)to control 
the influence of an object given an activity and the activity 
collection.

| |

1

( | ) ( ) ( ( | ) (1 ) ( | ))
iOBM i i k a k c

k

P a P a P M P M   




   
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Why smoothing

 Naïve bayes model

 OBM

 Zero-probability of unseen object
calculated probability would be zero for the unseen 

object for an activity (during training)
will wipe out all information in the other 

probabilities when they are multiplied (during 
testing)

 to overcome zero probability problem we develop a 
smoothing technique

5/7/2010

| |

1

( | ) ( ) ( | )i i k i
k

P a P a P a




  
| |

1

( | ) ( ) ( ( | ) (1 ) ( | ))
iOBM i i k a k c

k

P a P a P M P M   




   
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Activity model (AM) and Collective Model (CM)

5/7/2010

Activity
Objects

Oven Door Faucet

Bathing 5 4 60

Toileting 1 2 100

Going out 7 100 1

Breakfast 70 2 2

Dinner 90 5 10

Table: An example of object‐usage frequency

 OBM

 An Activity Model (Mai
) = {v1,v2,… vn} is an observation vector of n number of 

objects for an activity, ai. Where, vi, being the observed frequency of ith object 
for an activity.

 A Collective Model (Mc) = {Ma1
, Ma2

, …, Mam
} is a collection of observation 

vectors of m number of activities. Where, Mai
, being the activity model for ith

activity.

| |

1

( | ) ( ) ( ( | ) (1 ) ( | ))
iOBM i i k a k c

k

P a P a P M P M   




   
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Model parameter estimation

5/7/2010

Activity
Locations

Kitchen Hallway Toilet

Grp 1
Bathing 10 4 80

Toileting 2 3 90

Grp 2 Going out 4 90 1

Grp 3
Breakfast 60 7 3

Dinner 50 6 2

Activity
Objects

Oven Door Faucet

Grp 1
Bathing 5 4 60

Toileting 1 2 100

Grp 2 Going out 7 100 1

Grp 3
Breakfast 70 2 2

Dinner 90 5 10

 Models:
 LOBM: 

 OBM: 

 During training we estimate,

Table: An example of object‐usage frequency

Table: An example of location‐usage frequency

,

( | )
( | )
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( | ) ( ( | ) (1 ) ( | ))
kLOBM j j k j

k

P A P l A P A  




   

| |

1

( | ) ( ) ( ( | ) (1 ) ( | ))
iOBM i i k a k c

k

P a P a P M P M   




   

O and L are the set of all objects and locations 

respectively.
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Influential coefficient estimation

5/7/2010

 LOBM

 Influential coefficient (α)

 0 < α < 1, is the influential Coefficient (IC).

 how much influence would be optimal (or nearly optimal) for a given dataset?

 calculate the importance of the locations for all the activity groups

 the sum of average number of times the locations appeared in the activity dataset

 L is the set of locations in the environment, lc ε L

,

1

q is the number of activity 

( | )

( )
, groups

k i c

k i

c kq
a A l L

i k
a A

freq

freq

l a

a

q


 





 

| |

1

( | ) ( ( | ) (1 ) ( | ))
kLOBM j j k j

k

P A P l A P A  




   
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Smoothing coefficient

5/7/2010

 OBM

 Smoothing coefficient  (λ)

 0 < λ < 1, is the Smoothing Coefficient  (SC).

 smoothing is proportional to the number of zero-frequencies

 the more zero-frequencies we have in a dataset, the more smoothing is required.

 the average of the average number of objects with zero-frequencies in each activity

 m and t are the number of activities and objects respectively

 O is the set of objects in the environment, oc ε O

( ( | ))
c

i

c i
o O

a A

freq o a

t
m










 1 ( | ) 0, 0c iif freq o a otherwise  

| |

1

( | ) ( ) ( ( | ) (1 ) ( | ))
iOBM i i k a k c

k

P a P a P M P M   




   
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Activity mining engine (AME)

5/7/2010

Activity
Locations

Kitchen Hallway Toilet

Grp 1
Bathing 10 4 80

Toileting 2 3 90

Grp 2 Going out 4 90 1

Grp 3
Breakfast 60 7 3

Dinner 50 6 2

Activity
Objects

Oven Door Faucet

Grp 1
Bathing 5 4 60

Toileting 1 2 100

Grp 2 Going out 7 100 1

Grp 3
Breakfast 70 2 2

Dinner 90 5 10

 Goal

 provide enough activity knowledge  

 object-usage and location-usage frequency 

for an activity such that PE can compute the 

followings. 

 efficient and simple

Table: An example of object‐usage frequency

Table: An example of location‐usage frequency

Contribution 2

,
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
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Types of activity pages in the web

Explicit Activity Catalog Page (EACP)

 Implicit Activity Catalog Page (IACP)

5/7/2010
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Explicit Activity Catalog Page (EACP)

 Provides instructions in detail, like how to 
perform an activity. 

Has a title, which in most cases contains the 
activity name. 

Has a body, which provides detail descriptions of 
how to perform the activity

Contains information regarding object-usage and 
location-usage for that activity

5/7/2010
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Implicit Activity Catalog Page (IACP)

 It does not directly defines how to perform 
the activity but instead provides the 
instructions that would influence the activity 
or
Provides required objects and/or location for 

the activity
 It has similar characteristics as EACP

5/7/2010
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AME: Example activity pages

5/7/2010
Figure: Example of an Implicit Activity Catalog Page (IACP)Figure: Example of an Implicit Activity Catalog Page (IACP)

Figure: Example of an explicit activity catalog page (EACP)
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AME: Google advance operators

5/7/2010

Name Description

“” The quotes forces Google to search for the exact phrase. For example, the 
query [“Preparing dinner”] would find the pages containing the exact phrase 
“Preparing dinner”.

intitle If we include [intitle:] in our query, Google would return all the web pages 
containing the word in the title of the web pages. For instance, the query 
[intitle:``Preparing dinner''] would find all the web pages that have ``Preparing 
dinner'' in their title.

+ By attaching a + immediately before a word, we can instruct Google to match 
that word precisely (without including synonyms). For instance, the query 
[intitle:``Preparing dinner'' +``Butler pantry'' would find all the pages 
containing the phrase ``Preparing dinner'' in their title and containing the 
exact phrase ``Butler pantry'' in their text.
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AME :Mining algorithm

5/7/2010
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Mining example

5/7/2010
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Mining time complexity

 Let m, t, q be the total number of activities, objects, and locations 
respectively.

 Total number of queries required by the mining engine is, r = m 
+ m(q + t);

 Time complexity = O(r).
 Example:
 if we consider an environment where 20 objects (embedded with 

sensors) in 5 different locations and there are 10 activities to 
monitor. To mine the model parameters, the AME would need 260 
queries in total.

 If google takes 0.5 seconds/query, total mining time will be 130 
seconds appx.

5/7/2010
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Evaluation objectives

 Validate the performance of the EARWD

 Three experiments
evaluate the classifier's performance in classifying 

activities
compare different classifiers in terms of their 

classification accuracy and compare the performance 
of mining
analyze the impact of the coefficients (α and λ) to 

classifier's performance 

5/7/2010
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Experimental setup
 Setup for mining
 The AME uses the site, http://ajax.googleapis.com/ instead of 

http://google.com/ (original site would not allow robot) 
 For example, to mine the API for ``Cooking'', the AME would send a query as 

http://ajax.googleapis.com/ajax/services/search/web?v=1.0&q=intitle:Cooking

 Setup for evaluating system's performance
 Three Datasets
 PlaceLab (MIT) datasets (subject  1, subject 2) [4]
 Intelligent Systems Lab Amsterdam (ISLA ) dataset [5]

 Evaluation mathodologies
 Timeslice accuracy 

 N is the number of  activity instances
 Class accuracy

 C is the number of classes
 Nc is the number of activity instances in class c

5/7/2010
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Experiment 1: Efficiency of the system

5/7/2010

 Activity recognition accuracy

 Performance comparison of the two-layer classifier 
with the one-layer classifier
 Two layer models
 LOBMtl

 OBMtl

One layer model (LOBMol)
| |

1

( | ) ( ) ( ( | ) (1 )( ( | ) (1 ) ( | )))
ol k iLOBM i i i k a k c

k

P a P a P l a P M P M     



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Experiment 1: Accuracies per class

5/7/2010

 Two-layer classifier performs better for the activities with no 
specific locations because of location specific activity grouping.

Figure: The accuracies per class for three datasets, two‐layer classifier (left), one‐layer classifier (right). 
The rightmost two pairs of bars compare the overall timeslice accuracy (OTA) and the overall class 
accuracy (OCA).
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Experiment 2: Performance 
comparison with the other classifiers

5/7/2010
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Experiment 2: Mining time 
comparison

 EARWD
 It uses search engine’s advance operators 

 to determine an activity page and 

 to count the frequency of an object-usage 
for an activity .

 UARS
 Additional genre classifier

 Determine an activity page

 Object identification algorithm
 Count the frequency of an object-usage for an 

activity

5/7/2010

Figure: Mining time comparison between the our system and the UARS [4]
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Experiment 3: Varying model coefficients

5/7/2010

 Analyze the impact of the coefficients

 Multi-layer classifier using Location and object provides better 
accuracy

 Smoothing provide better result

Figure: Activity recognition accuracy with different  α and λ settings.
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Experiment 3: Estimated vs. optimal α and λ values

5/7/2010

Datasets α λ
Estimated Optimal Estimated Optimal

ISLA 0.3343 0.2 0.0051 -

PlaceLab (Subject one) 0.1529 0.2 0.1475 0.1

PlaceLab (Subject two) 0.3643 1 0.1224 0.1

Table: Estimated vs. optimal α and λ values 

 The estimated coefficient, α , for the ISLA dataset and 
for the PlaceLab dataset (Subject One) are near their 
optimal values.

 The estimated coefficient, α , is not near to the optimal 
value for the PlaceLab dataset (Subject One). 

 Switching between locations (by the user) while doing an 
activity was relatively less.
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Conclusion

5/7/2010

 Efficient activity recognition system using web activity data
 Easily configurable
 Effortlessly scalable
 High-accurate two-layer probabilistic classification integrating 

location and object-usage information
 Location-and-object-usage based model in the first-layer to classify a group 

of activity
 Object-usage based model in the second-layer to classify the actual activity
 Deal with zero-probability problem

 Efficient and simple web activity data mining
 Parameter estimation model using web activity data
 Efficient implementation using advance operators of a search engine (we use 

Google for our experiment) 

 We performed three experiments to validate the performance 
of the system
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Future work

Sensor-based, multi-user activity 
recognition
Challenges
How to determine who uses the object?
Wearable sensor?
Or RFID sensors (could be expensive)

How to recognize a collective effort

5/7/2010
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Naïve Bayes classifier for activity recognition
 Assumes that the effect of an object on a given activity is 

independent of the other object (i.e. independent assumption)

 For classification, the classifier computes the posterior probability, 
P(ai|Θ), using the Bayes rule:
 Θ, is the set of object-usage for a given time, Θk ε Θ

 P(ai) is the prior probability of an activity, ai, 

 P(Θk|ai), is the probability of an object given an activity 

 In order to classify the activity label of Θ, P(ai|Θ) is evaluated for 
each activity, ai.

 The classifier predicts that the activity label of vector, Θ, is the 
activity ai if and only if,
 m, is the number of activities 

5/7/2010
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Mining challenges

Identifying a web document that is related 
to an activity
Object and location extraction from the 

document
Mining time 

5/7/2010
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AME: Mining algorithm

5/7/2010

 A, O, L is the set of activities, objects and locations respectively

 API: Number of pages indexed by google for an activity, ai (i.e. freq(ai))

 LPI:  Number of pages indexed by google for a location, lθk, given an activity, ai (i.e. freq(lθk|ai))

 OPI:  Number of pages indexed by google for an object , θk, given an activity, ai (i.e. freq(θk|ai))
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Experiment 1: Estimated α and λ

5/7/2010

Datasets α λ

Two-layer One-Layer

ISLA 0.3343 0.5663 0.0051

PlaceLab (Subject one) 0.1529 0.5116 0.1475

PlaceLab (Subject two) 0.3643 0.4775 0.1224

Table: Calculated α and λ
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Experiment 3: Estimated vs. optimal α and λ values

5/7/2010

Datasets α λ
Estimated Optimal Estimated Optimal

ISLA 0.3343 0.2 0.0051 -

PlaceLab (Subject one) 0.1529 0.2 0.1475 0.1

PlaceLab (Subject two) 0.3643 1 0.1224 0.1

Table: Estimated vs. optimal α and λ values 

 The estimated coefficient, α , for the ISLA dataset and 
for the PlaceLab dataset (Subject One) are near their 
optimal values.

 The estimated coefficient, α , is not near to the optimal 
value for the PlaceLab dataset (Subject One). 

 Switching between locations (by the user) while doing an 
activity was relatively less.


