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Knowledge Acquisition Features
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Motivation

]
How to make it Shareable?
Hospital A
4 EMR-1 Schema
Concepts Schema Concept
Disease lliness
Head and Neck cancer  Head and Neck cancer
Treatment Plan Treatment
Surgery Surgical Treatment
.

Sharing Knowledge

U If Disease = Head and Neck cancer
and Age >= 40
U Then Treatment Plan = Surgery

How to Share?

e

Hospital B

How to make it Interoperable?

( EMR-2 Schema )
Concepts Schema Concept
Disease Disorder
Head and Neck cancer  HNC
Treatment Plan Treatment Plan
Surgery Surgical

L Procedure y




MOtlvatlon' Tradeoff among shareability, interoperability and User-friendliness

Shareable and reusable Knowledge

is cost and time effective for clinical
communities

Interoperable knowledge

HL7 vIMIR and SNOMED CT
terminologies makes the integration
easy with legacy systems

User friendly rule authoring environment
enhances the physician’s capability to
acquire and maintain knowledge base

Complexity w.r.t Usability

Most
Complex

More
Complex

Standard Data Model

Standard Terminology
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Research Scope
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Related Work (multi-model mapping - Knowledge Interoperability)

GOMMA [13, 14]

Methodology:

O Provides component-based
GOMMA infrastructure

0 Components are divided
into layers of repository,
functional components, and
tools

O Hybrid match approaches
combine metadata- and
annotation-based
approaches.

Limitations:
O Lack of effective mapping

representation
O Lack of definition based

mapping
O Lack of Semantics mapping

LogMaplLight [15, 16]

Methodology:

Q

Q
Q
Q

Ontology-matching tool
address scalability issue
Provides better accuracy as
compare to other systems
Using built-in reasoning and
diagnosis capabilities.
Implements algorithms for
‘on the fly’ un-satisfiability
detection and repair

Limitations:

a

Q

Lack of definition based
mapping

It has lack of flexible
mapping representation
Lack of Semantics Mapping

AgreementMakerlLight [17, 18]

Methodology:

O Provides a combination of
flexible and extensible
framework with user
interface

L Focused on computational
efficiency to handle large
ontologies

O Lexicon based matching for
names, labels, and
synonyms.

Limitations:

U No flexible mapping
representation

Low mapping accuracy
Lack of Semantics Mapping
Lack of definition based

mapping

oo

Falcon-AO++ [19, 20]

Methodology:

U Provides fundamental
technologies for finding,
aligning, and learning
ontologies using divide-
and-conquer approach

O Using linguistic, structural,
partitioned block, similarity
combination strategies for
matching and aligning.

L Have highest accuracy in
OAEI campaigns.

Limitations:

O Lack of flexible mapping
representation

O Lack of Semantics Mapping
O Lack of definition based

mapping




Related Work (multi-model mapping - Knowledge Interoperability)

6 Implemented O Not Implemented

GOMMA [13] [14]

LogMaplLight [15] [16]

AgreementMakerLight
[17][18]

Falcon-AO++ [19] [20]

Proposed System

© O 0 O O
© O 00O O

O
O
O
O
O




Related Work (knowledge creation - Knowledge Shareability)

UMLS-Based [1]

XML-based KAT [2]

Q

Q

Q

Q

Q

Methodology:

Rule Editor for MLM
creation based on UMLS
terminologies
Multi-phases selection of
concepts in rule creation
Achieve values level of
interoperability.

Limitations:

Complex interfaces for rule
creation

Lack of interoperability to
integrate with legacy
systems

Methodology:

Q

Q

Q

Knowledge represented in
XML-based knowledge
repository

Embedding data and
knowledge into XML files
simultaneously

XML files of knowledge and
data are considered as
shareable

Limitations:

Q

Q

Complex structure of
knowledge and data
storage in XML files

XML is only preferable of
data exchange

Lack of interoperability

Rule Editor — Arden Syntax [3]

Methodology:

O Provides well-organized
tool to create MLM

O Three phase process based
on library, maintenance,
and knowledge

O Improved work for
bibliographic and
standardized database
linkages

Limitations:

O Depends on local controlled
vocabulary

O Lack of easy integration and
interoperability

O Complex interfaces for rule
creation

ArdenSuite [5, 12]

Methodology:

Q

Q

Q

Limitations:

Q

Q

Q

Commercialized tool
integrated AS development
and test environment
Working on resolving curly
brace using GELLO and vMR.
Provides different slots to
write MLM.

Lack of interoperability and
integration

Physicians are responsible
to remember structure and
syntax of MLM

Lack of standard
terminology for easy
integration




Related Work (knowledge creation - Knowledge Shareability)

6 Implemented O Not Implemented

skills understandability to vMR

KAT Specific Domain Construction of Domain
(UMLS-Based) G Q G Q Ontology By Clinicians
[1]
KAT (XML- Based) [2] O O O O Extendable Executable information in
CDA
Rule Editor-Arden Syntax 6 6 Q Q Specific Domain Clinician understandability
(3] to VMR
KAT (Anesthesia) [4] Q Q Q 6 Specific to Anesthesia XML file for Parameters
and values
ArdenSuite [5,12] 6 Depends on Physician’s Q O Extendable Physician’s

Extendable Standard rules based on
standard HL7 vMR and
SNOMED CT terminologies

I-KAT




Limitation of Existing Work

(Knowledge Interoperability)

Lack of
Semantic

Accuracy for

: specific size
Mappings Interoperable o707 751 [5) 211
Knowledge

. Lack of definition

based mappings

Lack of Semantics
Interoperability

(Knowledge Shareability)

Shareable knowledge
authoring complexity

Knowledge
base
integration
with medical
workflows

Lack of
Interoperable

knowledge EFIer
Knowledge

. Authoring

Complexity of

shareable

knowledge




Problem Statement and Solution

———— i —— — — ————— — — — — — — — — —

Daily Real Practices

Novel Research and Inng_\A - - Treatment -
Knowledge Base
O Frequent Knowledge — O Heterogeneous Knowledge

. How to make it Shareable?
Evolution How to male itllnteroperable? O Non-shareable Knowledge

= Knowledge is growing with
new research, innovations,
daily practice, new disease,
and new treatment
methodologies.

= Knowledge is heterogeneous
and non-shareable

=  HL7 community designed
MLM as standard knowledge

f New Diseases

Sharing Knowledge

U If Disease = Head and Neck cancer
and Age >= 40
U Then Treatment Plan = Surgery

|
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|
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Concepts Schema Concept
terminologies, and data Discase Iness Disease Disorder
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physicians. cancer cancer
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Problem Statement and Solution

Problem

Current knowledge acquisition methods produce shareable knowledge [1][2][3] with high authoring
complexity [4][5] and minimal interoperability [6][7] support.

L

Thesis Goal

Providing flexible/robust mapping model to enabling easy-to-use knowledge authoring environment
for accurate, shareable and interoperable knowledge.

* To design and develop mapping model to ensure accurate knowledge creation.
* To develop methods for automated creation of a shareable and Interoperable knowledge base

‘@

Way of Solution

* How to map the concepts of standard data model and terminology based on definition?
* How to generate shareable knowledge with high level abstraction to hide authoring complexity?
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Problem Statement and Solution

]
Problem Knowledge Heterogeneity Knowledge Non-shareability Knowledge Authoring Complexity
e | r ] ) |
: ! - I User-friendly Authorin
Solution ' Knowledge Interoperability | | y & |
| |

' Environment

It is achieved through auto
generation of MLM by hiding
structural and syntax
complexity

|
| | | The shareability is achieved
Methodology i Mapping among standard and | i through standard Medical
|
i -
|

It is achieved using Multi-Modal

non-standard terminologies, data
models, and localized ontologies

Logic Module (MLM)
representation.

Success Rate:
Errors are measured in terms of
measured in form of Precision, syntax and semantics. through physicians’ performance

Recall, and F-Measure * In term of syntax, our proposed w.r.t Average number of tasks

| | | ..

| : | : | Performance: Efficiency :
l | l | : |
| ! | | | |
| ! | | | |
| : | : | :
| ! . : |

- A) Pre-0.95, Rec-0.92, FM-0.93 | | approach is error-free, while | | completed successfully per |
| | | | : |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |

User-friendliness is measured

Precision, Recall, F-Measure: The
multi-model Mappings are
Results

(Quantitative)

= B) Pre-0.89, Rec-0.97, FM-0.93 semantic errors reduces our Success minute
Rate to 90.63%, which is better than , e
= Qur system’s Average Efficiency

Existing system’s Success Rate 56.625 completion rate/time
46.87%



Used Elements




@)

Proposed Idea

— Semantic Reconciliation Model L
e , Objectives
Limitations Required Elements ! _ i
: Solution-1 ! _
B HL7 Standard vMR, : ! " Design and develop
i ! : — I mapping model to ensure
Lack of semantically SNOMED CT, and ! Schema-Data level semantic reconciliation | accuratg e
interoperable knowleds Domain Clinical Model | ' . 9
- (DCM) i ! creation
! @ DCM-Standard Terminology mapping (DCM-ST) !
E @ Standard Terminology -Data Model mapping (ST-DT) E
| @ DCM - Data Model mapping (DCM-DM) E
! Solution-2 i
Shareable knowledg: Domain Clinical Model | | @ Structure level semantic reconciliation ! = Develop methods for
Authoring complexitv (DCM) and Medical Logic : : automated creation of a
Module (MLM) E Automatic shareable knowledge creation : shareable knowledge base.
! (MLM Generation) E

= Shareable, Interoperable, and Integrateable Knowledge Acquisition




Proposed Methodology: conceptual Model

— Solution-1 Contribution 1 & 2:
e ~ = Explicit Semantics embedding to increase performance
Schema_Data Ievel Semantic Reconciliation = Definition based mapplng of standard terminOIOgy and
data model
@ DCM-Standard Terminology mapping Production Rule
- .
U Execution Decision I I SO|Ut|0n-2
+ U Matching Algorithms | VMR-SNOMED JJ . e
DCM . O Semantics Inset / ‘ Mapping Structure Level Semantic Reconciliation
Ontology U Similarity Measurement /
@Automatic shareable knowledge creation
@ Standard Terminology - .
Data Model mappings O Standard structure Identification
(‘f.o B U Slot generation
U SRMintegrated slots generation
U Section Identification
Standard U Definition Extraction
Terminology U Semantics Inset DCM-vMR Mapping
and Specification U Similarity Measurement
. © - ” s
DCM-Data Model mapping Contribution 3:
P = Automatic generation of Medical Logic KNOWLEDGE BASE
Standardl O Mapping Identification | . ll\/lodule.(MLl\]fli ith ML h
Dataj tnoo.le Q Transitivity Law < .ntegratlon(.). RM wit M M to gn an.ce — — — —
Specification \ ) interoperability and easy integration with —_— =
N~ clinical workflows Nt | | et




System’s Domain Flexibility

—— Answer:

= Knowledge shareability and interoperability are problems faced by every medical domain.
Achieving these objectives lead to complexity in knowledge authoring.

A case study of Head & Neck cancer domain is executed to realized the proposed system.

Domain Generalization
7 Only change DCM w.r.t Domain

oo y A &

DCM Ontology DCM Ontology DCM Ontology DCM Ontology
(Head & Neck Cancer) (Thyroid Cancer) (Cardiovascular Disease) (Diabetes)

Specific Domain

. e Production Rule
Schema-Data level Semantic Reconciliation
DCM Ontology

(Head & Neck Cancer) DC""'SNOED I VMR-SNOMED II

Mappin

Structure Level Semantic Reconciliation

@ DCM-Standard Terminology mapping i Mapping
F S

Standard Terminology @ Standard Terminology - Data Model

) @ Automatic shareable knowledge creation
(SNOMED CT) mappings

@ DCM-Data Model mapping

Standard ﬁéta Vrrnodel
(VMR Specification)




Map of Thesis Idea

2. MLM Generation (Shareability)

X

Ontologies

1.
Standard Ontology

2.
Standard data
model

3.
Localized Ontology
DCM

4 . Schema-Data Level Semantic Reconciliation — (Interoperability)

L %

Solution 1-1 Solution 1-2
D'CM-Standard _ Standard Terminology .
Terminology Mapping - Data Model i Mapping
Mapping |

Related Work

1. GOMMA [13, 14] 1. Base-line Algorithms
2. LogMaplight [15, 16] 1. Cosine Similarity

3. AgreementMakerLight [17, 18] 2. Jaccard Similarity
4. Falcon-AO++ [19, 20] 3. Overlap Similarity

Problems

U Lack of definition-based

O Lack of semantics mapping
U Low Accuracy in standard mapping
and non-standard ontologies |

O Algorithm 2.

Standard Terminology — Data
Model Mapping

(ST-DM) Mapping)

O Algorithm 1. O Algorithm 3.

DCM-Standard Terminology
Mapping (DCM-ST Mapping)

Solution 1-3

DCM — Data Model Mapping Files Structure Level

DCM — Data Model Mapping
(DCM-DM) Mapping)

oL

Solution 2

Semantic
Reconciliation

........................................................................................................................................................................................................

. KAT (UMLS-Based) [1]

. KAT (XML-Based) [2]

. Rule Editor — Arden Syntax [3]
. KAT (Anesthesia) [4]

. ArdenSuite - Medexter [5, 12]

Knowledge base integration is difficult
Lack of medical standards, no Interoperability
High authoring complexity due to complex

Solutions 5 structure and syntax

U Algorithm 4. Shareable and Interoperable

Knowledge (MLM Generation)

U Algorithm 4-1 — Data Slot Generation
U Algorithm 4-2 — Logic Slot Generation
U Algorithm 4-3 — Action Slot Generation

Knowledge (MLM)




Size of Used Ontologies

= |n ontologies matching, size is considered as number of classes, attributes, relationships, individuals. Therefore, following
are the size of used ontologies.

SNOMED CT 2 /Domain Clinical Model (DCM) 3 Virtual Medical Record (VMR)

Classes = 347,358

a O Classes =214 Total
O Properties = 200 O Properties=7 O Classes = 94
U Maximum Depth =28 O Maximum Depth =9 O Properties = 335
O Maximum Number of O Maximum Number of O Maximum Depth =5
Children = 3,355 Children =13 Used for CDSS
O Classes with no definition = L Definition of concepts = All O Classes =69
343,630 provided O Properties =171
O Maximum Depth =5
Large Biomedical Standard Non - Standard domain clinical Standard Data model (vVMR)
OntoIoEx sSNOMED CT! model SDCME



Solution 1: Schema-Data Level Semantic Reconciliation [Background]

) Plain Rule: HMIS-2 .
Only work with HMIS-1 If Disease = Head and Neck cancer and Age >= 40 OnIy work with
single clinical Then Treatment Plan = Surgery single clinical
system HMIS-1 | system HMIS-2
\ 4
Plain Rule: Plain Rule:
If Disorder = HNC and Age >= 40 Then Treatment Plan If lliness = Head and Neck cancer and Age >= 40
= Surgical Procedure Then Treatment = Surgical Treatment
Rules’ Facts Representation in vMR classes and SNOMED CT codes
: Disease = “Head and Neck cancer” > ObservationResult.observationFocus = “64572001” and ObservationResult.ObservationValue = “255056009”
|
1| Age >=40 > EvaluatedPerson.age >= 40
|
Il Treatment Plan >= Surgery > ProcedureEvent.procedureCode = “413737006” and ProcedureEvent.procedureMethod = “387713003”
|

S~ ~ Interoperable, integrateable

If ObservationResult.observationFocus = “64572001” and ObservationResult.ObservationValue = “255056009” and EvaluatedPerson.age >= 40
Then ProcedureEvent.procedureCode = “413737006” and ProcedureEvent.procedureMethod = “387713003”




Solution 1: Schema-Data Level Semantic Reconciliation [Motivation]

Plain Rule: Comprises
If Disease = Head and Neck cancer and Age >= 40 » DCM Concepts
Then Treatment Plan = Surgery

vMR Concepts sf=  SNOMED CT Concepts «

Transformed rule into clinical standardization:
If ObservationResult.observationFocus = “64572001” and ObservationResult.ObservationValue = “255056009” and EvaluatedPerson.age >= 40
Then ProcedureEvent.procedureCode = “413737006” and ProcedureEvent.procedureMethod = “387713003”

= DCM to SNOMED Mapping:
It is mapping between clinical concepts of HMIS systems and SNOMED CT.

"

It enhances the shareability, flexibility, and user friendliness

= DCM to vMR Mapping:

It provides mappings between clinical concepts of HMIS systems and vIMR schema
classes.

It increase user friendliness and Interoperability

EEEEE N EEEEEEEEEEEEEE

= SNOMED to vMR:
) * Itis mapping between the concepts of SNOMED CT and vMR schema classes.

It is useable for shareability, and Interoperability




Solution 1-1): DCM-Standard Terminology Mapping [Motivation]

Domain Clinical Model (DCM)

Standard Terminology SNOMED C

©

E—
-"\'ii-e-c;u-itmentF\o..-\.c-h‘;-ft"- ( 'i;.vest_igat-n-r.r o ! . . .
RS A ! = |tis semantically very expressive
P ROGT "t
L A ! Body structure = SNOMED CT Concept More than 0.3 million concepts
2 - v . . .
! > A =  Approximately 69 relationships
— - . .
I.R-ea_so-n '__'_:‘.‘{_ec;on_daryStudyP_mto-c_:-.o-_i__" : '. " | ﬁndlng u It IS medlcal Sta nda rd
TS o | -
G e : A Finding by site
: e Stud;Sﬂe i /Stud_yC:nmlttee 1 A
e P o '_'_'_"y_._.;,/_..----f"""“"' s I 4
\ e siuon 55 Funder ) : i d Fir.ding of body region Disorder by body site
% N = I -5 — _ v iv
f \ R e | @Or prem——— Wﬂndm B e
' S e ~— — : - }
/ Desion @ | e 4 Meurological finding Head finding
e I > A Dii
/ > o sorder of body system
Ij,/ -_____I_l?te reentionAn 1 ‘ l‘ ‘
i..ér;hr._.j = | DiSDrderlOI head D|sordar'c:r body cavity
k& 1 - -
\ » 'y
\,\ . : Seizure refated finding Disorder of nervous system
\ Cx ! ¥ » v
\ 4 1 Brain part Disorder of the central nervous system
/ : X Seizure  picorder of brain -
: A
) = |
S 2 00 I Erain tissue structure
___4.'_Prior__1%h—____ === Dl L P 1 - Seizure disorder
_ R g L : Cerebral structure Suﬂden G
N G e I ¥ Gradual onset
= Less semantically expressive. B ! Epiionsy
3 (Fallantle ) lonUpActiviiy) -
»=  More than hundred concepts\\_x SR R I Episodicities PN Severities
@ Coeameraani : Courses

=  Approximately 7 relationships =
= J|tis localized ontology




Solution 1-1): DCM-Standard Terminology Mapping [Abstract View]

E— (AS — |S)
Standard Ontology 1 (1) () ()
[ andard Ontology - \1/ - \2/ . . \3/ .
Execute matching Algorithms Generate Mappings Verify Mappings
String Matching, Label Matching, Child Matching, Based on similarity score Using ontology reasoner to Mapping

Repository

| Property Matching, Synonym Matching generates mapping verify conflict and duplicate
[Standard Ontology 2
\-

Measure similarity based on
the highest accuracy

Lack of definition-based mappings .
These limitations cause to the low
1 accuracy.

Synonym Inset, Hypernym Inset,
Hypernym Inset, Meronym Inset

(To — be)
Standard @ @ @
Ontology 1 4 \'/ . e . . N .
Execute matching Algorithms Generate Mappings Verify Mappings
String Matching, Label Matching, Child Concept Mapped? Based on similarity score Using ontology reasoner Mapping
Matching, Property Matching, Synonym generates mapping to verify conflict and Repository
Non Standard Matching duplicate
Ontology 2 N /Zl_\ @
N \fl """"" F
T I I
. Existing Approach Limitations ! | 76) 3) l
. ; ; I L. &/ L. 1
, J grr]\tlglgocus on the internal semantics of : : Explicit Semantic Inset Similarity Measurement I
I BY: | Concept Preprocessing, Acronyms Inset, :
! I
! I
! I




Solution 1-1): DCM-Standard Terminology Mapping [Detail Workflow]

[

DCM Ontology ]7_[ Standard Ontology ]

A 4

Execution Control

exit

Matching
Concepts
Exists

Execute
All
Algorithms?

Selected

A 4

Insight Embedding

R Compare
"| Similarity Score
S=max{f(x):x=1..n}

where f(x)is any defined
mapping function

Algorithms

Execute Selected

Execute All
Algorithms

If §=
threshold

Generate

A

A 4

A

________________________________________________________________________

Matching Algorithms

Calculate
Similarity Score

I
| ( String Matching
' Algorithm

Child Matching
Algorithm

Calculate
Similarity Score

Calculate
Similarity Score

( R (
Property Matching
Algorithm [
&

I

'( Label Matching
| Algorithm

1 o

I

1

Calculate :
Similarity Score :
1

1

accuracy.

L] L] I

Contribution 1 i

UIn ontology mapping, the Insight Embedding increase the system !
1

1

1

Discard

A 4

Mappings

A 4

Verify
Mappings

DCM-Standard

Terminology
Mapping

Yes " If SimCos >

threshold
No

<

§=ma{f(x):x=1..n}
where f{x)is any defined
mapping function

Explicit Semantics Inset

Concepts Preprocessing

Acronyms Inset <

(V Acro 3 in D;|| S;)

Stem words Inset
(Noun, Verb, Adjective)

Synonyms Inset
(Recursion Depth: RD = 1)

Hypernyms Inset
(Recursion Depth: RD = 2)

Hyponyms Inset
(Recursion Depth: RD = 1)

!

Sim

Similarity Measurement

A.B n AB;

lallel Jop, a2 f5r,52




Algorithm 1: DCM-Standard Terminology Mapping i ;
Insight Embedding

I
Algorithm 1: DCM and Standard Terminology mapping algorithm
Input : O, Source Ontology
Matching Algorithms @ Oy Target Ontology
. ) Result: Mpp.aConcepts
fx) < C.l(os) N C(0) VS~ C €O, C EO, 1 Initialization: InitialSimilarityScore = 0.0;
g(x) « Ci(O,).label n C((O,).label V' S, - C; € O, C; € O, 2 Initialization: FinalSimilarityScore = 0.0;
h(x) « Child; .(0)) N Child,. (0)Y S Childi , € 0,Child,.€ 0, 3 fﬂl‘etf"-‘h CLO.({ Osfd('; .
: : 4 oreach C; of O; do
plx) < PTOPeTWi_c(Os) 1 Property;. (OJ V Sy Property, . € OyProperty; € O, 5 || stringSimilarity = stringMatching(Ci, C;);
M appedConcepts = C:“l -R;% f(x) \ 6 childS-.imlila-r?ffy = chi]dgMﬂtc.hing(Ci. Ch):
I~ | label Similarity = labelMatching(C;. Cj):
where S, € {set of string matching algorithms} 8 propertySimilarity = propertyMatching(C;. C;);
9 InitialSimilarityScore =
] max(stringSimilarity, childSimilarity, label Similarity, propertySimilarity);
10 if InitialSimilarityScore is less than T hresholdV alue then
Explicit Semantic Inset @ 11 SV (C;) = preprocessConcepts(C;):
C, O, 12 SV(C;) = SV(C;) + InsertExplicitSemantics(C}):
SV {Ci)= [Stem((CP), Acro(Ci), YR.,Syn(C)), X*_,Hyper(C,), Y., Hypo(C),¥}., Mero(C), 13 | SV(C;) = preprocessConcepts(C'):
e SV (Cj) = SV(C;) + InsertExplicitSemantics(C}):
e / 5 | Cosinesim \/Z"Zg?{?}gc\k/); {Céﬁ’{c 2N
N . . n n n n =1 i) =12V Ly )7
SV(Cj)= [Stem((Ci), Acro(Cj), Zk=0 Syn(cj)' Zk=0 Hyper(Cj), Zk=0 Hypo(Cj), Zk=0 Mero(Cj), 16 FinalSimilarityScore = Cosinegn,:
where SV(C,) is space vector of source concept and 17 if FinalSimilarityScore is greater than or equal to T hresholdV alue then
. 18 —'lhrappedcancepts — Cﬁ(os) ﬂ Cj[ot):
SV(C,) is space vector of target concept. 19 Break:
Y=o is dynamic collection of synonyms, hypernyms, hyponyms,and myronyms 0 end '
21 end
22 else
23 ﬂ'jfappe.dconcepts — C%(Os) ﬂ Cj(Ot):
4 Break:;
25 end
26 end
Taqdir Ali, and Sungyoung Lee, "Reconciliation of SNOMED CT and domain clinical model for interoperable medical knowledge creation", 27 end

39th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC 2017), July 11-15, 2017




Solution 1-1):

DCM Concept

Smoking
Status

Smoking
Status at 4
weeks

Smoking
Monitorin
g Status

Outcome of Algorithm 1

SNOMED CT

Hyponyms

Smoking Status

Similarity Score (Existing VS Proposed Approach

Existing Approach

Smoking Status at 4 weeks

Smoking Monitoring Status

Proposed Approach

Smoking Status

Synonyms & Stems



Solution 1-2): standard Terminology and Data Model Mapping [Motivation]

| ObservationFocus | |

Clinical Findings |

0.3 Million \&@ e
Definitions .f _ Definitions
String Matching Concepts Ao "l 5
e ObservationFocus |

+= Clinical Findings

Virtual Medical Record Child Matching

ObservationFocus 1= Clinical Findings

i ST '
~315 Hierarchical Label MatChmg
Attributes

Relationship

, : V/main N Nesmm NGy Hierarchical
] I= Clinical Findi Hierarchical e\ Lo Relationship
ObservationFocus :+= Clinical Findings Concepts »:-:m..,. i [

Data T Property Matching Semantic
ata Types . :
ObservationFocus 1= Clinical Findings Relationship

ObservationFocus

Clinical Findings
Represents the result of a clinical observation, assessment or judgment
and includes normal and abnormal clinical states (e.g. |asthmal|,
|headache|, |normal breath sounds|). The |clinical finding| hierarchy

includes concept used to represent diagnoses.

The code that identifies the focus of the observation with as much
specificity as available, or as required by a template. E.g., serum
potassium level, hemoglobin Alc level, smoking status.

IR

y




Solution 1-2): standard Terminology and Data Model Mapping [Detail Workflow]
Insight Embedding

[ VMR Specification (Ot ) ] [SNOMED CT Specification (Os )]

! |

Load Concept

Explicit Semantics Inset Implicit Semantics Inset

Embedding Lexical Chain

Concepts Extraction

Related-Terms
Type-of
See-also

Part-of
Can-be

Acronyms Inset
(V Acro 3 in D;|| S;)

Is concept
Exist?

Stem words Inset

1
1
1
1
1
1
1
1
1
1
1
1
1
1
L -

(Noun, Verb, Adjective) I
|
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

e ey ]
Extract Definitions Contribution 2 i

v

1
1
:
I O In ontology matching the definition-} Synonyms Inset
Create Word Vector i based mapping is our contribution i, (Recursion Depth: RD = 1)
I . . . .1 Word Sense
l I with explicit and implicit semantics 11 . . .
[ : 1 Disambiguation
X embedding. Hypernyms Inset
e

Similarity calculate

I (Recursion Depth: RD = 2) Maximum Words
Overlap (MWO)

\ 4 \ 4

Cosine Jaccard Overlap
[ ]

Hyponyms Inset
(Recursion Depth: RD = 1)

Compare Similarity
(var maxValue = x)

maxValue >=
Threshold

A

List computed .| Matched
Similarities Topn —©




Algorithm 2: standard Terminology and Data Model Mapping

c, O
L € S
ESV(Ci)= [Stem((Ci), Acro(Ci), Yir—oSyn(C)), Xi=oHyper(C), Xi-oHypo(C), Y=o Mero(C),
¢, o,
€
ESV(C))= [Stem((Ci), Acro(C)), Yi=oSyn(C;), Xk=oHyper(C)), Xk=oHypo(C)),Xi=o Mero(C)),

where ESV(C,) is explicit space vector of source concept and
ESV(C,) is explicit space vector of target concept.
R0 IS dynamic collection of synonyms, hypernyms, hyponyms, and myronyms

Explicit Semantic Insets 6

Algorithm 2: Standard Terminology and data model mapping algorithm

ISV(Cj)=Ic[ X)=o Related — Term(C;), Xik=oType — of (C;), Xk=oPart —of (C;),Xk=¢See — also(C))]

where ISV (C,) is implicit space vector of source concept and
ISV(C,) is implicit space vector of target concept.
Yh=o is dynamic collection of implicit properties

C; Os Implicit Semantic Insets (Lexical Chain) g
ISV (Ci)=Ic[ XR=o Related — Term(Ci), Yp—o Type — of (Ci), Yp—o Part — of (Ci),Yj-oSee — also(Ci)]
¢ .0,

Vectors Integration
SV(C) = ESV(C,) + ISV(C) SV(C)) = ESV(C) +ISV(C)

Similarity Measurement

i=1SV(C).SV(C)) , _svicnsvch| |sv(ciynsvch|

Sim_ . =

cos

overlap —

. = Simy,ccorq = Sim =— )
VI, SV(CD?Z B, SV(Cj)? > Miaccard |sv(ciyusvich| min( | SV(Ci)

)

sven

Input : O, Source Ontology as data model specification
O, Target Ontology as standard terminology specification
0s ={C1,Co,Cs,..,Cy,...,Cp}
Oy = {}C1,C9,C3,..,Cj...,Ch}
Result: MppedConcepts
1 Initialization: FinalSimilarityScore = 0.0;
2 foreach C; of O5 do

3 Definition(C};) = ExtractDefinition(C});

4 SV (C;) = preprocessDefinition(C});

5 SV (C;) = SV (C;) + InsertExplicitSemantics(C;): a

6 SV (C;) = SV(C) + InsertImplicitSemantics(Cy): 9

7 foreach C; of O; do

8 Definition(C'j) = ExtractDefinition(C'):

9 SV (C;) = preprocessDefinition(C}):

10 SV (C;) = SV(C;) + InsertExplicitSemantics(C}): 0
1 SV (Cj) = SV (Cy) + InsertImplicitSemantics(C')); 9
12 end

13 Cosine, — i1 SV(C).SV(Cy)

VI SVI(C) /X, SV
. _|SV(CONSV(C,)] .
14 JG(‘.(‘.G-T dsﬂn = W )l 9
. R CCa e Ve .
18| OQverlapsin = maisvicoTBVC)"
16 FinalSimilarityScore = max(Cosinegim, Jaccardsim, Overlapsim):
17 if FinalSimilarityScore isgreaterthanorequaltol hresholdV alue then

18 —""jrappe.dconccpts +— C; (Os) ﬂ Cj ( Ot) .
19 Break:.

20 end

21 end




Algorithm 3: DCM and Data Model Mapping

}........* EEEEEEEEDM
o /
Algorithm 3 / Algorithm 1
DCM and Standard data ,/ DCM-Standard Algorithm 3: DCM and standard data model mapping algorithm
model mapping ’ Begin

’ terminology mapping inputs: DCM Ontology, DCM — SNOMED mapping, vMR — SNOMED

algorithm A = {D,D,, ..., D} // n objects of DCM
DCM-SNOMED
Mapping

algorithm

DCM-vMR II
Mapping

~

B = {DS,DS,, ...,DS,} // n objects of DCM-SNOMED Mapping
C = {v§1VS,, ...,vS,} // n objects of vMR-SNOMED Mapping
output: Mapping File

seessfnEEEEEEEEEEEEEER

foreach Dcin A
loadConcept(Dc)
foreach DSc in B // scanning of DCM-SNOMED Mapping
et if Dcis equal to Dsc / (ifA=B)
N -, foreach vSc in C // Scanning of vMR-SNOMED Mapping
. if vSc is equal to DSc // (if B = C)
Algorlthm 2 generateMappinglDs(Dc, vSc) // (means A = C)
Standard terminology and enc’;”i;pp’”g File.Add(Dc, vSc)
data model mapping end foreach
algorithm end if
1

=  Why reconciliation inferencing?

1 d h
We already mapped DCM-SNOMED J e"thfeaC
and SNOMED-vMR. vMR-SNOMED end foreac . .
Mapping Return Mapping File

Both of these mappings can give End

results for DCM-vMR automatically by

transitivity law.




Outcome of Solution 1

. Shows localized concepts of Shows the SNOMED CT
E— Shows VMR classes/attributes P
DCM concepts and codes
= Partial Example of the outcome of
. SurgicalHistory - ProcedureEvent
Solution 1. s -
It provides three mapping files. vIMR Classes Mh'i‘hutes DCM concepts SNOMED CT Description  |SNOMED CT Code
r --------------------------------------------- »  approachBodySite Vocal Cord Vocal Cord Structure 46105003
DCM - SNOMED CT : Subjective: larynx Laryngeal structure (body 4596009
1 ClinicalStatement structure)
- Laryngeal part Laryngeal part (body structure) 119196003
VMR — SNOMED CT :
DCM - vMR : v Entire larynx Entire larynyx (body structure) 181212004
. . oy 1 i i . Head and neck Head and neck structure (b 774007
It is offline process, it is needed once I PastMedicalHistory: ctructure) fbody
. - . . | ClinicalStatement
when its going to deploy in hospital. H Muscle tissue Muscle tissue (body structure) 91727004
! Pharynx Phar I structure (b 54066008
On each new deployment only DCM — " m:ammm (body
mapping is required. ls,”rg'C;'H"Et”y; Skin Skin structure (body structure) 39937001
roceduretven Lymph node Structure of lymph node (body 59441001
1 structure)
1 i
1 ProcedureE.vent [=———— =9 procedureCode SurgicalHistory Surgical procedure (procedure) 387713003
1 | +procedureTime :IVL_TS 1
1 P R - procedureMethod Vocal cord stripping Stripping of vocal cords 9373007
1 :: ProcedureBase T {procedure)
1 . . I 1 -
w=l=+ approachBodysSite : BodySite 1o Laser surgery Laser surgery (procedure) 35631009
:---- + procedureCode : CD : : Cordectormy Cordectomy of vocal cord 47935000
e procedureMethod : CD [0-1] i [procedure)
1=1-1-| + targetBodysSite : BodySite [0-1] i Laryngectony Laryngectomy (procedure) 72791001
: : : :: ClinicalStatement : : Partial laryngectornmy |Partial laryngectomy (procedure) 80513001
] H i | +dataSou rceType : CD [0-1] P! Total laryngectomy Total laryngectomy (procedure) 66478002
: : : +id : 1l : : Myocutaneous flaps Myocutaneous flap of head and 65635008
| ! 1 | +templateld : 11 [0-*] o neck (procedure)
g1 1 : Pharyngectomy Pharyngectomy (procedure) 51265002
: : : [ | Free flaps Reconstruction with free flap 240985005
: H : : : (procedure)
: : : : : Lymph node remowal Biopsy of lymph node [procedure) 21911005
I e e e e o o o o o o o o o o o o o o o o o e e e e e e e P
1
: e : Tracheotormy,/Tracheos tonmmy Incision of rachea (procedure) 48387007
e e =>  targetBodySite As above (approachBodySite)




Medical Logic Module Generation

Represents In

If Treatment Intent = Palliative Then Treatment Plan = Radiotherapy

DCM Localized
Ontology

4 Pt

Standard Terminology
(SNOMED CT)
Ontology

Standard Data
model
(vMR) Ontology

Represent Values in

Represent Keys in vMR SNOMED CT codes

T Represents In

Plain Rule Transformation@operable and Shareable MLM

= The Medical Logic Module (MLM) is generated from plane rules
instead of ontologies.

= Standard Terminology (SNOMED CT) and standard data model
(vMR) ontology concepts are using to create shareable and
interoperable MLM.

maintenance:
title: Palliative Treatment By Physician 3;;

mlmname: Palliative Treatment By Physician 3;;
arden: Arden Syntax V2.7;;
version: Version 2.7;;
institution: SKMCH;;
author: Dr. Physician 3;;
specialist: Dr. Physician 3;;
date: 13/01/2015;;
validation: testing;;
Library:

purpose: Experimental testing;;

SNOMED CT vMR

explanation: Experimental testing;;
keywords: Oral Cavity;;
citations: ;;

Knowledge:

(type: data driven; ;
data: ProcedureEvents := object [ProcedureEvent];
ProcedureEventList := read as ProcedureEvents

~

{ select ProcedureEvent FROM client Where ProcedureEvent.procedureCode IN ("3950{700 n")}:
Recommendation := object[ProcedureEvent];

Treatment Intent |

\_ RecommendationList := (); ;:

evoke: null_event; ;

/ logic:
ProcedureEventListDetail := EXTRACT ATTRIBUTE NAMES ProcedureEventList;
ProcedureEvent1 := ATTRIBUTE ProcedureEventListDetail[1] FROM ProcedureEventList;

THEN
recPart1 := new ProcedureEvent with "108290001";
rec1 := new Recommendation1 with recPartz;
recommendationList := recommendationList, reci;

IF( (ProcedureEventi.procedureCode = "395077000" And ProcedureEventi.procedureMethod = "363676903") )

\

action:

WRITE recommendations.procedureMethod;; Radiotherapy

| | Treatment Intent || Palliative |

\ at stdout_dest;

J

end;




Solution 2: Structure Level Semantic Reconciliation (MLM Generation)

Production Rule

4

DCM-SNOMED II
Mapping | = . VMR-SN?MED I
Mapping

DCM-vMR Mapping I

MLMs

KNOWLEDGE BASE




Solution 2: Structure Level Semantic Reconciliation (MLM Generation) [Motivation]

]
Standard Clinical knowledge representation
Using HL7 Arden Syntax MLM
Structure
maintenance:

title: Palliative Treatment By Physician 3;;

mlmname: Palliative Treatment By Physician 3;; \
arden: Arden Syntax V2.7;;
version: Version 2.7;;
institution: SKMCH;;
author: Dr. Physician 3;;
specialist: Dr. Physician 3;;
date: 13/01/2015;;
validation: testing;;
Library:
purpose: Experimental testing;;
explanation: Experimental testing;;
keywords: Oral Cavity;;

citations: ;;
Knowledge: @
type: data driven; ; =
data: N
x

LET varTreatmentIntent = BE Read { Select TreatmentInten from ClientDB }

evoke: null_event;;
logic:
if ( varTreatmentIntent is equal to Palliative)

Conclude true;
b
action:
WRITE "The recommended treatment plan is Radiotherapy"
at stdout_dest; ;;

end; /
—~_— 7

Complexity, Interoperability, and Integration

Solution

If Treatment Intent = Palliative Then Treatment Plan = Radiotherapy

maintenance:
title: Palliative Treatment By Physician 3;;

mlmname: Palliative Treatment By Physician 3;;
arden: Arden Syntax V2.7;;
version: Version 2.7;;
institution: SKMCHj;;
author: Dr. Physician 3;;
specialist: Dr. Physician 3;;
date: 13/01/2015;;
validation: testing;;
Library:

purpose: Experimental testing;;

. . . SNOMED CT vMR
explanation: Experimental testing;; I ]
keywords: Oral Cavity;;
citations: ;;

Knowledge:

(type: data driven; ;
data: ProcedureEvents := object [ProcedureEvent];
ProcedureEventList := read as ProcedureEvents

~

{ select ProcedureEvent FROM client Where ProcedureEvent.procedureCode IN ("3950{700 ")}
Recommendationi := object[ProcedureEvent];

Treatment Intent |

\_ RecommendationList := (); ;;

evoke: null_event; ;

/ logic:
ProcedureEventListDetail := EXTRACT ATTRIBUTE NAMES ProcedureEventList;
ProcedureEvent1 := ATTRIBUTE ProcedureEventListDetail[1] FROM ProcedureEventList;

THEN
recPart1 := new ProcedureEvent with "108290001";
rec1 := new Recommendation1 with recPartz;
recommendationList := recommendationList, reci;

\

IF( (ProcedureEventi.procedureCode = "395077000" And ProcedureEventi.procedureMethod = "363676903") )

action:

WRITE recommendations.procedureMethod;; | Radiotherapy

| | Treatment Intent || Palliative |

\ at stdout_dest;

end;

= Solution: Structure level semantic reconciliation
*  Proposed solution hides this complexity by automatic generation of MLM.
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Solution 2: Structure Level Semantic Reconciliation (MLM Generation) [Workflow]
s N

— Automatic MLM Generation
[
MLM Standard
I_ Structure
Extract and build
v Maintenance slot

Build Slot
Categories
_.E Extract and build

t Library slot

+>7 Extract Condition """"""""""""'}
]

A

T

I

1
Extract Conclusion [#----==-=--=—-=o-monmn !
L&
Ll

Algorithm 4-1  Algorjthm 4-2 Algorithm 4-3
'I;Ejf Build Data
— slot
MLMs

KNOWLEDGE

DCM-SNOMED
Mapping

vMR-
SNOMED
Mapping

I 1
: 1
1 * Automatic generation of :
: Medical Logic Module (MLM) :
I = Integration of SRM with MLM to
|

. I
1 1
| 1
L 1

enhance interoperability and
easy integration with clinical
workflows

DCM-vMR
Mapping

Build Action
slot

BASE

Merge Slots

St St S Sl




Solution 2: Structure Level Semantic Reconciliation [Detail Workflow]

Plain Rule

Extract Condition

Data Slot Generation

:

Extract Conclusion

\ 4

Identify Output
Parameters

\ 4

Identify Input
Parameters

\ 4

\ 4

Find corresponding
vMR class/attribute

\ 4

Create vMR Output
Objects

Find corresponding
vMR class/attribute

DCM-vMR |
M

\ 4

appi

Create VMR Input
Objects

\ 4

Create VMR Input
Objects List

DCM-SNOMEDII
Ma

pping
1

\ 4

Create client query

\ 4

Merge Data Slot

Algorithm 4-1

Logic Slot Generation

Plain Rule

A 4

Extract Condition

A 4

Extract Input Objects
> from Data List

A 4

Execute client query

:

\ 4

Fetch Conditional Fact

\ 4

Create/modify
Conditional Statement

onditiona
Facts <=n

Algorithm 4-2

1
! DCM-vMR II
""" M

apping

Finalize Conditional
Statement

v

Prepared output
objects

<

v

Merge Logic Slot

JEE—

Action Slot Generation

\ 4

Data Slot Logic Slot
1 1
I 1
| I
\ 4 I
. I
Identify Output I
Parameters '
|
\ 4 :
Fetch Output .
Parameter
—]
— —-4 DCM-vMR
Assign output o | Mapping H-
parameterto VMR List ¢ - -
I
—]
I
' |VMR-SNOMED
n > output W’—:
paramete
No
Prepare IF statement
for each vMR class
Prepare ELSE IF Write final

statement for each
vMR class

recommendation

Algorithm 4-3




Algorithm 4-1: Structure Level Semantic Reconciliation (MLM Generation)

Mapping Files

DCM-SNOME
Mappin

P
DCM-vMR

[ ———
VMR-SNOMED:!

Data Slot
Generation

@ Extract Condition

@ Extract Conclusion

Identify output/output
Parameters

Fetch corresponding vMR
Class/attributes.

@ Create VMR output objects
@ Create VMR input objects

@ Create VMR input objects
List

Create client query

Generated Data Slot

Algorithm 4-1: Semantic Reconciliation Model realization for Data Slot generation

o0 =1 ™ N ke e bk e

k)|
2

Input : Rule production rule
mfDCMSNOMED mapping file of DCM-SNOMED
mfvMRSNOMED mapping file of vYMR-SNOMED
m fDCMvM R mapping file of DCM-vMR

Result: DataSlot

Initialization:
inputObjectList = Empty:
outputObjectList = Empty;
listConditionalOperator[2] = {"and”, "or”};
listConditionalFacts = Rule.condition. getAllFacts(listConditional Operator);
listConclusionFacts = Rule.conclusion.getAllFacts(listConditional Operator);
listComparisonOperator[] = {" ="," = ",7 <77 >="" «="};
foreach Factf of listConditional Facts do
operands[2] = f.getOperands(listComparisonOperator);
foreach ConeceptC in mfDCMvM R do
if C' is mapped with operand|[1] then
vM RClassAttribute + getCorrespondingvM RClass(C);
if inputObject List.contains{ivM RClass Attribute = False) then
inputObjectList.CreateObject(vM RClass Attribute.class);
SNOMEDCode = mfDCMuvuM R.getSNOMEDCode(C);
queryList.createQuery(vM RClassAttribute.class, SNOM E DCode)
Break:
end
end
end
end
foreach Fact f of listConclusionF acts do

operands[2] = f.getOperands(listComparisonOperator);
foreach ConeceptC in mfDCMvM R do
if C' is mapped with operand|[1] then
vM RClassAttribute + getCorrespondingvM RClass(C);
if outputObject List.contains(v M RClassAttribute = False) then
outputObject List.CreateObject(vM RClass Attribute.class);
Break;
end
end

end

end




Algorithm 4-2: Structure Level Semantic Reconciliation (MLM Generation)

Logic Slot
Generation

Mapping Files

DCM-SNOME
Mappin

P
DCM-vMR

P
vMR-SNOMED

@ Extract Condition

Extract input objects from
data slot

Executable statement of
client query

Fetch conditional facts
repetitively
Create/Modify conditional
statement

@ Merge conditional
statements

Prepared/assigned output
objects

Generated Logic Slot

Algorithm 4-2: Semantic Reconciliation Model realization for Logic Slot generation

- I B L L

21

Input : Rule production rule
inputObjectsList Input object list generated by Data Slot
outputObjectsList Output object list generated by Data Slot
mfDCMSNOMED mapping file of DCM-SNOMED
mfvMRSNOMED mapping file of vYMR-SNOMED
mfDCMuM R mapping file of DCM-vMR
Result: LogicSlot
Initialization:conditionStatement = ™ and
conclusionStatement = ™7
listConditionalOperator[2] = {"and™, “or"'};
listConditionalFacts = Rule.condition. getAllFacts(listConditionalOperator):
listConclusionFacts = Rule.conelusion. getAllFacts(listConditionalOperator);
listComparisonOperator[] = {7 =77 = 7,7 <77 =77 «="]
foreach Fact f of listConditional Facts do
operands[2] = f.getOperands(listComparisonOperator);
foreach ConceptC' in operands do
if inputObjectsList. find(ConceptC) = True then
conditionStatement = conditionStatement +
inputObjectsList[c].operands[0].getVMRClasses() + ™" +
inputObjectsList[c].getV MR Attribute():
conditionStatement = conditionStatement +
inputObjectsList[c].operands(0].getSNOMEDCTCode()
conditionStatement = conditionStatement +
operands|0].getFollowedOperator():

end

end

end

foreach Factf of listConclusionF acts do

operands[2] = f.getOperands(listComparisonOperator);

foreach ConceptC' in operands do

if outputObjectsList. find(ConeeptC) = True then

comelusionStatement = conclusionStatement +
outputObjectsList|c|.operands[0].getVMRClasses() + ™" +
outputObjectsList|c|.getVMRAttribute();

cemelusionStatement = conclusionStatement +
outputObjectsList[c|.operands[0].getSNOMEDCTCode()
conclusionStatement = conclusionStatement +
operands[0].getFollowedOperator();

end
end

end

LogieSlot = "IF ™ + conditionStatemnent + 7 Then” + conclusionStatement;

—_—




Algorithm 4-3: Structure Level Semantic Reconciliation (MLM Generation)

Mapping Files

DCM-SNOME
Mappin

P
DCM-vMR

[ e—

vMR-SNOMED

Action Slot
Generation

@ Extract Conclusion
@ Fetch output parameters

Prepare IF statement for
each output parameter

@ Prepare Then statement
for each parameter

Write final recommendation

Generated Action Slot

Algorithm 4-3: Semantic Reconciliation Model realization for Action Slot generation

Input : Rule production rule
outputObjectsList Output object list generated by Logic Slot
Result: ActionSlot
1 Initialization: recommendationStatement = ™"
2 foreach Object obj of outputObjectsList do
3 if obj.Is Not Null then

4 recommendationStatement = "1F recommendation =" + obj. get VMR Class() +
" tmn !!;
5 recommendationStatement = recommendationStatement + "Write ™ +

obj.getVMRClass(). getV MRA ttribute() = obj.getValue;
"Write " + recommendationStatement;
end

end

if recommendationStatement is not NULL then
10 ActionSlot = recommendationStatement;

11 end

F-T - - -




Evaluation for Algorithm 1: DCM-Standard Terminology Mapping

Experimental Setup

* Experiments
* Experiment 1: Proposed Algorithm Performance for DCM-
Standard Terminology Mapping
* Experiment 2: Existing Algorithms Performance
* AgreementMakerLight
* GOMMA
* LogMap Light
* Proposed System
* Datasets
* DCM : Domain Clinical Model (Collaborative Hospital)

* Total number of concepts : 214
* SNOMED CT : IHTSDO (Downloaded)
* Total number of concepts : 0.3 million

True Positive

Precision =
True Positive + False Positive

True Positive
Recall =

True Positive + False Negative

Precision X Recall

F — measure = 2 X

Precision + Recall

Taqdir Ali, and Sungyoung Lee, "Reconciliation of SNOMED CT and domain clinical model for interoperable medical knowledge creation", 39th Annual International

Conference of the IEEE Engineering in Medicine and Biology Society (EMBC 2017), July 11-15, 2017

0.95
0.945
0.94
0.935
0.93
0.925
0.92
0.915
0.91
0.905

l - l Percentage

Precision Recall F-mearsure
B Percentage 0.95 0.92 0.93

Proposed System Results Statistics

Total DCM Concepts 214
SNOMED CT Mapped Concepts 197
Wrong Mapped Concepts 9
Local Concepts 8




Evaluation for Algorithm 1: DCM-Standard Terminology Mapping

|
Relevant values of statistical measures finding Statistical measures Precision, Recall, and F-measure
Systems True False Local False . . c . .
Positive | Positive | Concepts | Negative Comparison with existing system w.r.t Precision, Recall, and Accuracy
L o gy —————— = =
AgreementMakerLight | 163 43 8 51 : |
0.9
|
GOMMA 137 69 8 77 o : |
' |
LogMap Light 153 53 8 61 0.7 I I
I
Proposed System 197 9 8 17 0.6 : |
0.5 I |
|
° 0.4
Result Analysis : :
. 0.3
* SRM performed exceptionally well on the all I I
. . . 0.2 |
features with 0.95 precision, 0.92 recall, and 0.93 I i
0.1
F-measure on datasets : I
° The Compa red eX|St|ng SyStemS have gOOd 0 AgreementMakerLight GOMMA LogMap Light I Proposed System |
M Precision 0.83 0.71 0.79 0.95 |
performance on both datasets as standard - Recall 08 0.6 076 I 0.92 I
term | no | Og| es. ™ F-Measure 0.81 0.7 0.77 :- 0.93 I
* Explicit semantics Inset enhanced performance m Precision ®Recall ® F-Measure

Taqdir Ali, and Sungyoung Lee, "Reconciliation of SNOMED CT and domain clinical model for interoperable medical knowledge creation",
39th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC 2017), July 11-15, 2017




Evaluation for Algorithm 2: standard Terminology and Data Model Mapping

Experimental Setup

Experiments
* Experiment 1: Proposed Algorithm Performance for
Standard Terminology and data model mapping
* Experiment 2: Existing ontology matching algorithms lack
definition-based mapping, therefore, we evaluate our
system with base-line (Jaccard) Similarity matching
algorithm.
Datasets
e Standard Data Model (vMR) : Specification of standard
data model with
*  Total number of concepts : 69
* SNOMED CT : IHTSDO (Downloaded)

* Total number of top level hierarchical concepts: 21

* Tools and Technologies

* Proposed Algorithm: We implemented matching tool
using java language.
e Restful Service with Java
* Knowledge base (SQL Server 2016)
*  Windows 10, RAM 4 GB
WordNet, ConceptNet5, AllAcronyms Repositories
* Jaccard Similarity Algorithm: Existing base-line
algorithm (Jaccard Similarity) is implement using existing
tool RapidMinor
* RapidMinor Studio Basic 6.5.002
*  Windows 10, RAM 4 GB
e Python libraries for Preprocessing

Precision =

Recall =

True Positive

True Positive + False Positive

True Positive

True Positive + False Negative

F — measure = 2 X

Precision X Recall

Precision + Recall




Evaluation for Algorithm 2: standard Terminology and Data Model Mapping

Definition-Based Matching with
Jaccard Similarity algorithm

Definition Based Matching with

proposed algorithm

A) The Jaccard similarity algorithm gives high recall (0.92) but the precision (0.59) was very low with threshold value 0.5.

It gave very random results on different threshold values.

B) The proposed system give better results than base-line (Jaccard) with each threshold. At threshold 0.75, the proposed
algorithm gave good result with respect to Precision (0.89), Recall (0.97), and F-measure (0.93).
We inserted Explicit and Implicit semantics into Space Vectors to increase the performance

0.95 0.95 i = —— i
0.9 0.9
g 0.85 / " 0.85
S 08 _—= g 08
Eors —— 5 0.75
o ("=
€ 07 5 07
[J] o
& 0.65 0.65
0.6 0.6
0.55 0.55
0.5 0.5
0.55 0.6 0.65 0.7 0.75 0.55 0.6 0.65 0.7 0.75
Threshold (Ranging from 0.55 to 0.75) Threshold (Ranging from 0.55 to 0.75)
=== Recall === Precisions F-Score === Recall === Precisions F-Score
Results Analysis




Evaluation for Algorithm 2: standard Terminology and Data Model Mapping

Results Analysis

* In summery, this graph shows the comparison of
Proposed algorithm with Base-line algorithm with
respect to F-Measure.

* The Proposed system showed better results F-
Measure (0.93), while the Base-line algorithm has
F-Measure (0.76) on the highest threshold value
0.75.

* On the lowest threshold value 0.55, the F-
Measure of Proposed system is 0.78, while Base-
line algorithm has 0.72 with very low precision.

Performance (F-Measure)

0.95

0.9

0.85

0.

(o]

0.7

(2]

0.

~N

o
o)
a

0

o

0.5

wu

0.5

Comparison of proposed algorithm with Jaccard Similarity
algorithm w.r.t F-Measure

0.55 0.6 0.75

0.65 0.7
Threshold (Ranging from 0.55 to 0.75)

M Jaccard Similarity ® Proposed
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Evaluation for Solution 2 (Algorithm 4): standard Terminology and Data Model Mapping

System-Centric Evaluation 8 COMPARISON TOOLS P

I-KAT | ArdenSuite
ir KAT m.ggmmmledgeaumringml S : G v et onenagesfphocadonmloadpewbLMConterting D System quallty measurement
O System performance and : O Alread isting d £
B ireesura e M v : refa y exwtmgzj at.as.et o
L Dataset items collected from = i 0 ::Jre erenI(I:es ar(; fopmlons
users during interaction with EE—— | tems co ECt'_E; drofn users,
system [7] [ .not necgssarl.y uring
SR i interaction with system [7]
:
N e I
—— |
& 1
1
;“I:::. . I
= ‘ 1
T ! 1
g J. i
= : !
_'_?::"'"'
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Results of Solution 2 (Algorithm 4): System Centric

|
-
Essential
a
c
Q
£
(3 < Recommended
E
o
7]
[
Optional

Initial

Requirements

Total (20)
R1, R2, R3, R4, RS, R6,
R7. R8. R9, RI10, RI11,
R12, R13. RI14, RI15,
R16,R17, R18, R19, R20

Total (21)
R23, R24, R25,
R27, R28, R29,
R31, R32, R33, R34,
R35, R36, R37, R38.
R39, R40, R41, R42, R43

R26,
R30,

Total (15)
R22, R44,
R46, R47. RA48,
R50, RS51., R32,
R54, R55, R56

R21, R45,
R49.

R353,

Phase 1 Phase 2 Phase 3
Reduction Enhancement Interpretation
O Removed O Recommend new d g::g’;ct the CIMT
technology-oriented requirement of DCM requirements for
and specific to tree and Intelli-sense kn?)wl edoe
CMIT requirements window 8
Authoring tool
Total (16) Total (16) Total (16)

R1, R2, R3, R4, R5. R6,
R8. R9., R10. R11, R13,
R14,R16, R17, R18, R19

Total (16)
R23, R25, R26, R27,
R29, R30, R31, R32,
R33. R34, R37. R39.
R40, R41, R42, R43

Total (5)
R21, R45, R48, R51, R52

R1, R2, R3, R4, RS, R6,
RS, R9, R10. RI1, RI3,
R14,R16, R17, RI8, R19

Total (18)
R25, R26,
R30, R3I,
R33. R34, R37.
R40, R41. R42,

R23,
R29,

R27,
R32,
R39.
R43,

ER57. ER58

Total (5)
R21,R45, R48, R51, R52

IR1, IR2, IR3, IR4, IRS,
IR6, IR8, IR9, IRIO,
IR11, IR13, IR14, IR16,
IR17, IR18, IR19

Total (18)
IR23, IR25, IR26, IR27,
IR29, IR30, IR31, IR32,
IR33, IR34. IR37. IR39.
IR40, [R41, IR42, IR43,
IR57, IR58

Total (5)
IR21, IR45, IR48, IRS5I,
IR52
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Phase 4
Evaluation

based on output of
phase 3.

Evaluations and Results
Evaluation of proposed
system with exiting
knowledge authoring tool
[5] based on 40
requirements in the previous
phase.

Total
Requirements
(56) [8]

Essential
Requirements
(20)

Optional
Requirements
(15)

Recommended
Requirements
(21)

Final Requirement set for
evaluation of knowledge
Acquisition Tool

4 )
= Total (39)
=  Essential (16)
=  Recommended (18)
=  QOptional (5)
\ J

Contribution 4

tool w.r.t. standard requirements.

1
1
i
i U The completeness evaluation of knowledge acquisition
1
1
1




Results of Solution 2 (Algorithm 4): System Centric

Result Analysis
= |-KAT
= has full support to 82.05% of requirements
= Has partial support to 7.69% of requirements

= Has no support to 10.25% of requirements

= ArdenSuite
» has full support to 35.89% of requirements
= Has partial support to 28.20% of requirements

* Has no support to 35.89% of requirements

o

J
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L S
ST

=]

Number of requirements

Evaluation of Not-supported (NS), Partially Supported (PS) and Fully Supported (FS)

requirements
32
14 14
11
4
._
3
NS PS FS

Requirement categories with respect to implementation support

w=le= [-KAT  ==@=ArdenSuite




Results of Solution 2 (Algorithm 4): System Centric

(a) Evaluation of Not-supported (NS) requirements {b) Evaluation of Partially Supported (PS) requirements {¢) Evaluation of Fully Supported (FS) requirements

14

12
10

4

Number of requirerment
LR L B VS B NV T N I - <RV}
Number of requirements
o
Number of requirements
=]

(=R

1
0 0 0

Essential (E) Recommended (R) Qptional (O) Essential (E) Recommended (R) Optional () Fssential (F) Recommended (R} Optional (()

Categories of requirements

== [-KAT === ArdenSuilc

Categories of requirements

== -KAT === ArdenSuite

Categories of requirements

= P=]-KAT =®=ArdenSuite

(3)

Interpretation:

(b)

(c)

\[/

\[/

\[/

I-KAT has minimum number of requirements
which are not supported. Essential 1,
Recommended 2, Optional 1

I-KAT has maximum full support to requirements.
Essential 15, Recommended 13, Optional 4

I-KAT has less partial support to Essential o,
Recommended 3, Optional o
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programs in biomedicine 150 (2017): 41-72




Results of Solution 2 (Algorithm 4): User Centric

Experiments and Objectives

Experiments

Experiment 1:
User-friendliness

Experiment 2:
Shareability and Interoperability

Objectives

time

Physicians’ performance w.r.t.

No. of errors in MLM creation

Testing MLM: Total 8 MLMs are tested
= 2 MLM with simple structure

= 2 MLM with intermediate

= 4 MLM with complex structure

. Contents/Logic Complexity
MLMID | Associated Rule ID [MNo. of attributes, {INo. of logical operators}]
MLM1 Rulel 1. {And (0), Or (1)}
MLM?2 Rule2 1. {And (0), Or (1)}
MLM3 Ruled 5. {And (3), Or (1)}
MLM4 Ruled [7, {And (5), Or (1) }]
MLM5 Rule5 7. {And (5), Or (1)}
MLM& Rulefi 5. {And (3), Or (1)}
MLMT Rule7 17, {And (7), Or (9)]}]
MLMBE RuleX [29, {And (7)., Or (21)}}]

Experimental Setup

10 KAT inteligent Knowledge Authoring Tool

Experienced

o




Results of Solution 2 (Algorithm 4): User Centric

Table 4: Ease-of-use evaluation with respect to time

MLM Creation Time

Experiment 1:

User-friendliness w.r.t. Time

Physicians’ performance

-

o

Result Analysis
Create eight MLMs by each participant
I-KAT has increased 34 times faster than
ArdenSuite in simplest MLM 1, while 5
times faster in complex MLM 8.
The overall average performance showed
an improvement of 15 times.
We provided high level abstraction and
hide the complexity.

~

/
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Not Applicable

min and 47 sec

Physician 3

MLM No Using ArdenSuite | Using I-KAT User Involved
18 min 20 Sec 22 sec Physician 1
MIM1 21 min 15 Sec 46 sec Physician 2
Not Applicable 66 sec Physician 3
& min 30 Sec 20 sec Knowledge Engineer
18 min 22 Sec 23 sec Physician 1
MLM2 21 min 10 Sec 40 sec Physician 2
Not Applicable 69 sec Physician 3
& min 34 Sec 23 sec Knowledge Engineer
32 min 20 Sec 2 min and 47 sec Physician 1
MLM3 34 min 30 Sec 3 min and 5 sec Physician 2
Not Applicable 2 min and 40 sec Physician 3
19 min 15 Sec 2 min and 18 sec | Knowledge Engineer
33 min 25 Sec 3 min and 49 sec Physician 1
MLM 35 min 39 Sec 3 min and 7 sec Physician 2
14 Not Applicable 3 min and 45 sec Physician 3
18 min 21 Sec 2 min and 19 sec | Knowledge Engineer
33 min 25 Sec 3 min and 49 sec Physician 1
MILME 35 min 39 Sec 3 min and 7 see Physician 2
Not Applicable 4 min and 47 sec Physician 3
21 min 21 Sec 3 min and 19 sec | Knowledge Engineer
32 min 20 Sec 2 min and 47 sec Physician 1
MLM 34 min 30 Sec 3 min and 5 sec Physician 2
16 Not Applicable 2 min and 40 sec Physician 3
19 min 15 Sec 2 min and 18 sec | Knowledge Engineer
34 min 45 Sec 4 min and 53 sec Physician 1
MILM?T 36 min 51 Sec 5 min and 51 sec Physician 2
Not Applicable 2 min and 27 sec Physician 3
21 min 34 Sec 4 min and 10 sec | Knowledge Engineer
35 min 58 Sec 5 min and 23 sec Physician 1
MLMS 37 min 51 Sec 6 min and 19 sec Physician 2
9
5

22 min 46 Sec

min and 13 sec

Knowledge Engineer




Results of Solution 2 (Algorithm 4): User Centric

Experiment 2:

Shareability and Interoperability No. of errors in MLM creation

Table 5: MLM syntactic and semantic evaluation

MLM No

MLM Errors Recorded

(L: Logical errors, 5: Syntax error

Using ArdenSuite

Using I-KAT

User Involved

4 Result Analysis

= Syntactic (S) and Logical (L) Errors

= Participants made on 4 errors on average in simplest
MLM1 and 17 errors in complex MLM 8 using
ArdenSuite, its success rate is 46.88% .

= Participant made only logical error on average 1 errorin
all MLMs using I-KAT with overall Task Success Rate
90.625% .

= We hide the structure and syntax of MLM from

= Syntactic (S) Errors:
= Mistakes in syntax of Arden Syntax Language of MLM.
= Logical (L) Errors:
= Mistakes of wrong concept selection, wrong operator selection, and wrong values
selection.

.

\_ physicians )

Ali, Taqdir, et al. "Multi-model-based interactive authoring environment for creating shareable medical
knowledge." Computer methods and programs in biomedicine 150 (2017): 41-72

S5:2, L:2 S:0, L:0 Physician 1

5:3, L:5 5:0, L:0 Physician 2

ML Not Applicable 5:0, L:0 Physician 3
5:0, L:0 5:0, L:0 Knowledge Engineer

S5:2, L:1 S:0, L:0 Physician 1

5:3, L4 5:0, L:0 Physician 2

MILM2 Not Applicable S:0, La1 Physician 3
S:0, L:0 S:0, L:0 Knowledge Engineer

S:10, L:11 5:0, L1 Physician 1

S:5, L:18 S5:0, L1 Physician 2

MLM3 Not Applicable 5:0, L:2 Physician 3
5:2, L:0 S5:0, L:0 Knowledge Engineer

S5:9, L:13 5:0, L1 Physician 1

S:6, L:17 5:0, L:2 Physician 2

MLM4 Not Applicable 5:0, L:2 Physician 3
5:3, L:0 5:0, L1 Knowledge Engineer

S5:7, L2 S:0, L:1 Physician 1

. S:6, L:16 S:0, L Physician 2

MLAS Not Applicable 5:0, L:3 Physician 3
5:3, L:1 5:0, L:0 Knowledge Engineer

S5:8, 1:9 S:0, L:1 Physician 1

S:6, L:17 S:0, L:2 Physician 2

MLM6 Not Applicable S5:0, L1 Physician 3
S:1, L0 S:0, L:0 Knowledge Engineer

S:8, L:13 S:0, L1 Physician 1

MLM7 S:8, L:‘l? :5.:0" L:2 Ph};sTc?a.n 2

Not Applicable 5:0, L:4 Physician 3
5:3, L:2 S:0, L:0 Knowledge Engineer

S:9, L:15 S:0, L:2 Physician 1

. S:6, L:16 S:0, L:1 Physician 2

MLMs Not Applicable S:0, L:3 Physician 3
5:2, L:3 5:0, L:0 Knowledge Engineer




Evaluation: Task-On-Time

* Theerror barsrepresent '— — e e o — —— —— —— — — — — o — e — -

— |-KAT: Time-On-Task data for 4 participants and 8 MLMs

TI me-on-TaSk: : (Errors L:::Tr.el\s;asl;r;rtlTﬁef;;acfn(f?jzi:edsi)ntervaI) Physician 1 il 122 MLM223 MLM1367 MLM;ég MLM2529 MLM1667 MLM2793 MLM3823
" Called task completion = Physician 2 46 40 185 187 187 185 351 379
time. | e Physician 3 66 69 160 225 287 160 507 587
" Faster completion of task | | £ Knowledge Engineer 20 23 138 139 199 138 250 313
by user is the better e Mean 385 3875 1625 195 2255 1625 35025 4005
experience. | £ o Median 34 315 163.5 206 214 163.5 322 351
= Mean time per MLM | g Geometric mean 34|  3476] 16161] 191.3] 22238 16161 337.89] 387.26
creation calculated in : g I I I I Standard Deviation 21.81 21.7 19.43 41.86 44.64 19.43 112.4| 127.68
seconds. | w© Confidence 2137] 2127  19.04] 4102|4375 19.04] 11015 125.12
= Find Mean, Median, | , H N Confidence Interval (+) |  50.87]  60.02| 181.54| 236.02] 269.25| 181.54|  460.4| 525.62
Geometric mean, and : T ey Confidence Interval (-) 17.13|  17.48| 143.46| 153.98| 18175 143.46|  240.1| 275.38
confidence interval. | Confidence Interval 4274 4254 3808 8204 875 3808 2203 250.24

|

|

the 95% (a = 0.05)
confidence interval.

ArdenSuite: Time-On-Task data for 4 participants and 8 MLMs

|
|
= ArdenSuite: The average : S e e e T ooy _ MLM1 | MLM2 | MLM3 | MLM4 | MLM5 | MLM6 | MLM7 | MLM8
time-on-task in simplest | (Errors bars represent the 95% confidence interval PhySECEan 1 1100 1102 1940 2005 2005 1940 2085 2158
MLM is 1621.25 Sec, and | - Physician 2 1275]  1270]  2070] 2139  2139] 2070 2211] 227
complex MLM is 2348.75 | . Physician3 3600] 3600 3600] 3600] 3600] 3600 3600] 3600
| § 2000 Knowledge Engineer 510 514 1155 1101 1281 1155 1294 1366
Sec. _ | 2 o0 Mean 1621.25| 1621.5| 2191.25| 2211.25| 2256.25| 2191.25| 2297.5| 2348.75
" I-KAT: The average time- : £ Median 1187.5]  1186] 200s| 2072  2072]  200s|  2148] 22145
on-task in simplest MLM g Geometric mean 1266.76| 1268.57] 2021.46] 2030.5| 2108.84] 2021.46] 2152.7] 2215.67
is 38.5 Sec, and complex | g s Standard Deviation 1350.16| 135824 1022.45| 1034.25] o71.88] 102245 9585 926.26
MLM is 400.5 Sec. : 0 Confidence 1331.95 1331.05] 1001.98] 1013.55] 952.42] 1001.98] 939.31] 907.72
MLM1 MLM2 MLM3 MLM4 MLM5 MLM6 MLM7 MLM8

| s o ereste MU (18 Confidence Interval (+) | 2953.2] 2952.55] 3193.23] 3224.8] 3208.67] 3193.23] 3236.81] 3256.47
| Confidence Interval (-) 289.3] 200.45| 1189.27] 1197.7] 1303.83] 1180.27] 1358.19] 1441.03
L | Confidence Interval 26639 2662.1] 2003.96] 2027.1] 1904.84] 2003.96] 1878.62] 1815.44
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Evaluation: Task Success Rate

|-KAT: Task Success for 4 participants and 8 MLMs

I-KAT: P t C t, by Task
Task Success Rate: ercent Correct, by Tas

120 MLM1|MLM2| MLM3 [ MLM4 | MLMS | MLM6 | MLM7 | MLMS8 | Average
Physician 1 1 1 1 1 1 1 1 1 100%

= Binary success is the
simplest way to measure

|
|
|
I 100
task success. : 80 |PhyS|C|an 2 1 1 1 1 1 1 1 1 100%
. S
binary decision. | Knowledge Engineer| 1 1 1 1 1 1 1 1 100%
= Typically, 1's are using for : 40 Average 100%| 100%| 100%| 100% 75%| 100% 75% 75%| 90.62%
success, and 0’s are using | 20
for failure. |
| 0
|
|
|
|

Percent (%) of task success
[=al
(=]

* Calculate task success by MLM1 MLM2 MLM3 MLM4 MLM5 MLM6 MLM7  MLMS
looking at the average Tasks in form of MLM creation
success rate for each task
across the participantsOr — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — -
each participant across
task.

= The value at the right-
bottom of the table is

ArdenSuite: Percent Correct, by Task

ArdenSuite: Task Success for 4 participants and 8 MLMs

w 100

overall task success of g
the system ; 80 MLM1| MLM2 | MLM3 | MLM4 | MLM5 | MLM6 | MLM7 | MLM8 | Average
= ArdenSuite has 46.88.% % o Physician 1 1 1 1 0 0 0 0 0 37.5%
task success rate, while g |physician 2 1 1 0 0 0 0 0 0 25%
propo:ed I-I1<AT has g 0 [Physician 3 1 1 0 0 0 0 0 0 25%
90.62% task success. 8 20 Knowledge Engineer| 1 1 1 1 1 1 1 1 100%
I I I I I Average 100%| 100% 50%| 25%| 25%| 25%| 25% 25%| 46.87%

MLM1 MLM2 MLM3 MLM4 MLMS MLM6 MLM7 MLM8

Tasks in form of MLM creation




Evaluation: Efficiency

e I-KAT: Effici Task S Mi P
Efficienc | KAT: Efficiency (Task Success per Minute) |-KAT: Efficiency Measurement
ICI . 180
= Effici is th y I 160 155 154 Task Success Rate | Time-On-Task (sec) | Time-On-Task(min) | Efficiency %
iciency is the | =
combination of two | [ MLM1 100 38.5 0.64 155
metrics “Task Success” | % 120 IMLM2 100 38.75 0.64 134
and “Time-On.Task” | 2 100 IMLm3 100 162.5 2.70 36
: £
= Usability Test Reports | § 80 IMLM4 100 195 3.25 30
(1SO/IEC 25062:2006) : g 60 N . |MLM5 75 225.5 3.75 19
specifies that the “core | g w 0 . IMLm6 100 162.5 2.70 36
measure of efficiency” is : 20 I I I I [ ; |MLM7 75 350.25 5.83 12
the ratio of the task | 0 MLMS8 75 400.5 6.67 11
. MLM1 MLM2 MLM3 MLM4 MLM5 MLM6 MLM7 MLMS8 . .
Completlon rate to the l Tasks in form of MLM Creation EffICIerICY (I-KAT) = 56.62
mean time per task. :
= We already calculated T e e e e e e e e e e e e e e e e e e e e e e e e e — — — -
“Time-On-Task” and I
“Task Success”, : ArdensSuite: Efficiency (Task Success per Minute) . .
previously. | 05 ArdenSuite: Efficiency Measurement
4 4
* The calculated efficiency | 4 - - - —
of existing system is | . Task Success Rate |Time-On-Task (sec)| Time-On-Task(min) | Efficiency %
1.87% completion | ? MLM1 100 1621.25 27.02 4
rate/time. | g, 2 IMLM2 100 1621.5 27.02 4
£
* The calculated efficiency : S 2 MLm3 >0 2191.25 36.52 2
Of our proposed System iS | g 15 L . L . L |MLM4 25 221125 3685 1
rate/time. | " os I I I I I IMLm6 25 2191.25 36.52 1
I 0 |MLM7 25 2297.5 38.29 1
| MLM1 MLM2 MLM3 MLM4 MLM5 MLM6 MLM7 MLM8
| Tasks in form MLM Creation MLM8 25 2348.75 39.14 1
L | Efficiency (ArdenSuite) = 1.87




Uniqueness and Contributions

Medlcal Domain Contrlbutlon

Daily Real Practices / New Diseases

h and | ’:-\ ewTreatment Methods
Knowledge Base

How to make it Shareable?
Frequent Knowledge How to make it Interoperable?

Research Contribution

Knowledge Interoperability
= Semantic Reconciliation Model (SRM) to enhance the
knowledge Interoperability
= Explicit Semantic embedding to enhance ontology
matching performance

. Evolution Sharing Knowledge
=  Precision-0.95, Recall-0.92, F-Measure-0.93 T T
Isease = Head an ecK cancer
= Enhance data and schema level interoperability by p N\ and Age >= 40 p
e e . [ Then Treatment Plan = Surgery
definition based mappings EMR-1 Schema EMR-2 Schema

=  Precision-0.89, Recall-0.97, F-Measure-0.93

! Hospital B

Concepts Schema Concept

Rt
Hospltal A !

Concepts Schema Concept

Knowledge Shareability
=  Automatic MLM generation with the help of structure
interoperability using medical standards
= Task Success Rate 90.625%

Disease liness Disease Disorder

Head and Neck HNC
cancer

Head and Neck Head and Neck
cancer cancer

Treatment Plan Treatment Plan

P .
Surgery Surgical Treatment How to Share' Surgery Surgical Procedure
\. J/ o

Treatment Plan Treatment

System evaluation Method
=  We introduced new system evaluation methodology based on
standard requirements to fulfill during design and
development of knowledge acquisition system

= Clinical Knowledge shareability and interoperability is
achieved
= |ntelligent Knowledge Authoring Tool (I-KAT) to create
shareable and interoperable knowledge




Uniqueness and Contributions

Knowledge Interoperability

= Semantic Reconciliation Model to enhance the knowledge shareability and
Interoperability

= Explicit Semantic embedding to enhance ontology matching performance
Enhance data and schema level interoperability by definition based mappings

Knowledge Shareability

Automatic MLM generation with the help of structure interoperability using medical standards

System evaluation Method

We introduced new system evaluation methodology based on standard requirements to fulfill
during design and development of knowledge acquisition system




Conclusions and Future Works

Semantic Reconciliation Model (SRM) is proposed

* To make the standard and non standard knowledge base as interoperable.
= To acquire shareable knowledge using standard knowledge representation.
= Transform the knowledge into executable format.

Standards Data Models, Terminologies, and Knowledge Representation

= |n SRM, we used Standard Data Model vMR and Standard Terminology (SNOMED CT) to

achieve Interoperability.
=  We used standard knowledge representation HL7 MLM for shareability and Production rules

for non-standard knowledge interoperability.

= |n future, we will validate the interoperability aspect with other knowledge

representations such as GLIF

= Uncertainty control will handle in Medical Logic Module using Fuzzy Logic
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Editorial

Two new computational methods for data analysis: A social network
analysis-based classifier and the GEEORD SAS module

Two of this month's editor's choice articles involve new com-
putarional methods that provide nal options to applied data
scientists and sitisticians, The third article is an applied research
report thar addresses the important problem of increasing the effi-
ciency and easy of crearing chinical knowledge repositories.

The tirst editar’s choice article, “Social Nerwork Analysis-based
Classifler (SNAC) A case Study on Lime course gene expression
dara,” repumposes techniques used in social nerwork anaysis
create a classifier for time sequential genomic dara (1] The au-
thars are able 1o model genomic data in terms of a social nerwork
by grouping genes o create ‘communities” according t commonly
shared characteristics. They calculate distances between genes and
connect them using adjacency marrices. Their fnal model. called
SNAC. is an ensemble method which ultimately results from calc-
lating genomic expression differences berween nodes. The authors
compare their social network-based classinier against six other
‘mainstream machine learning algorithms and find thar it outper-
forms many of them and is nat inferior t them. These results indi-
cate thar social nerwork analysis may be another lens with which
1o view time sequential datasets, and the authors close by men-
tioning that they can extend their classifler 50 that it becomes a
general classifter.

The second editor’s choice article is tired. *GEEORD: A SAS
‘macro for analyzing ordinal response variables with repeared mea-
sures through proportional odds, partial proportional odds, or non-
proportional odds models.” (2] Many clinical datasers fit this use
case, including before/after sudies in which patiens are graded on
semi-quantitarive scaled outcomes. Commonly. proportional odds
among subjects is not ahways the case, and the included SAS mod-
ules. PROC Logistic and PROC GENMOD. lack formal tests for pro-
portional odds. which many decrease the robustess of resulis.
Creared by a group of siatisticians, the free GEEORD macro fills
a needed gap in the SAS suistical software suite by providing a
formal proportional odds test and adds the capability t 1t a non-
proportional odds model. a partial proportional odds model. and
a proportional odds model. The authors illustrate their macro by
wsine it on realworld darasers.

for non-technical users [3). The authors designed the Intelligent
Knowledge Authoring Tool (1-KAT). essentially  user-friendly way
for non-technical physicians 1 transfer their clinical knowledge
inm the Arden syntax m generate compurer-readable knowledge
arufacts. The authors go beyond merely writing software t testing
the easy of use compared to the current de facto standard soft-
ware. They measure the ability of their systems’ features to meet
all modeling requirements and show that their I-KAT sofrware cov-
ered more than twice a5 many requirements as the de facto swn-
dard sofrware and was ar least fifieen times more user-friendly.
These findings reinforce the lesson thar much room for delivering
value lies not just in iventing new fundamental innovations (Ar-
den syntax in this case), bur making these innovarions accessible
10 the critical audience (in this case physicians) has just as much
10 do with the realizing the end goal (emcient creation of knowl-
edge repositories)

The final editor's choice article, "Multi- model-based Interac-
ive Authoring Environment for Creating Shareable Medical Knowl-
edge,” details one research group's effort o speed up the gen-
eration of machine-interpretable decision support rules through
the design of an easy-to-use. interactive knowledge authoring 1ol
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Summary of Limitations of Existing Works
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Proposed Methodology

Limitations Elements Solutions

HL7 Standard vMR,

Lack of Semantics SNOMED CT, and
Interoperability Domain Clinical Model
(DCM)

Shareable knowledge
authoring complexity

Knowledge
EL
integration

Complexity
in shareable
knowledge
acquisition



Solution 1: a) DCM-Standard terminology mapping algorithm (AS - IS)
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Solution 1: b) standard terminology and data model mapping algorithm

Synsets of WordNet

Synonyms

Hypernyms
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Solution 1: b) standard terminology and data model mapping algorithm
Insight Embedding

[ SNOMED CT Specification ] ! [ VMR Specification ]
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Solution 1: b) standard terminology and data model mapping algorithm

Algorithm 1: Standard terminology and data model mapping algorithm
Begin
inputs: SNOMED CT Specification,vMR Specification
A ={5,5,,...,5,} // n objects
B = {1V, ...,V } // n objects
output: Mapping File

foreach Scin A
definitionSC = ExtractDefinition(Sc)
InsertExplicitSemantics(definitionSC)
InsertimplicitSemantics(definitionSC)
WS¢ = CreateWordVector(definitionsC) ....[0 1 0]

foreachVcinB

definitionVc = ExtractDefinition(Vc)
WYV = CreateWordVector(definitionVc) ...[0 1 0]
CosineSimilarity= Y-, WS¢, WVc /,/31L W5, /3L WY,

.
M11

MO1+M10+M11 Lo
maxValue = CompareSimilarity(CosineSimilarity, ....,JaccardSimilarity)

if maxValue is one Then
Sc is matched with Vc
else
ListComputedSimiliraty = maxValue
end foreach
shortestDistance = ComputeShortestDistance(ListComputedSimiliraty)
if shortestDistance >= 0.5
Sc is matched with Vc
end if
end foreach
End

JaccardSimilarity =




Solution 2: Structure level semantic reconciliation

Structure:

It has a standard structure having following
categories.

*  Maintenance
* Library
- Knowledge
Each category contain different slots
In knowledge category three core slots are
- Data
* Logic

= Action

Syntax

MLM has its own syntax to write meta data
and actual rule based on structure, like
columns, semi-columns, brackets, curly braces,
and key words.

Standard Clinical knowledge representation

Using HL7 Arden Syntax MLM

maintenance:

Library:

title: Palliative Treatment By Physician 3;;

mlmname: Palliative Treatment By Physician 3;;
arden: Arden Syntax V2.7;;

version: Version 2.7;;

institution: SKMCH;;

author: Dr. Physician 3;;

specialist: Dr. Physician 3;;

date: 13/01/2015;;

validation: testing;;

purpose: Experimental testing;;

explanation: Experimental testing;;
keywords: Oral Cavity;;

citations:

”»

Knowledge:

type: data driven; ;
data:
LET varTreatmentIntent = BE Read { Select TreatmentInten from ClientDB }

”»

evoke: null_event;;

\_

logic:
if ( varTreatmentIntent is equal to Palliative)

{

Conclude true;
b
action:
WRITE "The recommended treatment plan is Radiotherapy"
at stdout_dest; ;;

~

Complexity:

*  The standard structure and syntax of MLM is
tedious and difficult task for physicians to
remember

Structure

Syntax

Interoperability and Integration

Physicians are bound only for structure and
syntax of MLM during creation.

While for the internal contents of slots,
physicians are free handed to write.

It causes diverse concepts and terminologies
for Key and values

We achieved interoperability and easy
integration by integrating SRM with MLM
creation.



Solution 2: Structure level semantic reconciliation

If Treatment Intent = Palliative
Then Treatment Plan = Radiotherapy

Knaintenance:

evoke:

K end;

title: Palliative Treatment By Physician 3;;

mlmname: Palliative Treatment By Physician 3;;
arden: Arden Syntax V2.7;;

version: Version 2.7;;

institution: SKMCH;;

author: Dr. Physician 3;;

specialist: Dr. Physician 3;;

date: 13/01/2015;;

validation: testing;;

Library:
purpose: Experimental testing;; SNOMED CT

vMR
explanation: Experimental testing;; ]

keywords: Oral Cavity;;
citations: ;;

Knowledge:

fype: data driven; ;
data: ProcedureEvents := object [ProcedureEvent];
ProcedureEventList := read as ProcedureEvents

{ select ProcedureEvent FROM client Where ProcedureEvent.procedureCode IN ("395077000")};
Recommendationi := object[ProcedureEvent]; Treatment Intent

\____RecommendationList := (); ;;

> 4

null_event; ;

ProcedureEventListDetail := EXTRACT ATTRIBUTE NAMES ProcedureEventList;

ProcedureEvent1 := ATTRIBUTE ProcedureEventListDetail[1] FROM ProcedureEventList;

IF( (ProcedureEventi.procedureCode = "395077000" And ProcedureEventi.procedureMethod = "363676003") )

THEN
recPart1 := new ProcedureEvent with "108290001";
rec1 := new Recommendation1 with recPartz;
recommendationList := recommendationList, reci;

/logic: N\

action:

Radiotherapy | | Treatment Intent || Palliative

WRITE recommendations.procedureMethod;;
\_ at stdout dest;

|
y

/

= Complexity:

* The standard structure and syntax of MLM is
already complex, while incorporating
interoperability and integration standards
enhance the complexity more.

= Solution: Structure level semantic reconciliation

*  Proposed solution hides this complexity by
automatic generation of MLM.



Solution 1: b) standard terminology and data model mapping algorithm

Word Sense Disambiguation

E—
Maximum Concepts Overlap (MCO) Algorithm 2: Maximum Concepts Overlap algorithm
Begin
inputs:
Context W // word
Patient needs A+ blood in emergency ward, which is not available in blood bank S // Sentence of Context

/ /

S1: Bank:- sloping lafid (especially the slope beside a body of water)) "they pulled
The canoe up on {He bank"; "he sat on the bank of the riyer and watched the currents

/ /

| 4
S2: Banb:/asupply or stock held in reserve for availability in future (especially in
emergency))

Lexical Chain

Rel; teq Term

Can-be

»

»|  Monitoring

Status

Related Term

S: Monitor:- e.g Doctor is monitoring the patient’s status

output: Best — Sense
max-overlap = 0
foreach sense in senses of W
sighature = set of words in the gloss + set of words in examples of sense
overlap <- COMPUTEOVERLAP (signature, S)
if overlap > max-overlap Then
overlap > max-overlap
Best—Sense = sense
end foreach
Return (Best—Sense )
End




Results And Evaluation: solution 2 (System-Centric)

Comparison table of I-KAT and ArdenSuite with respect to imple-
mentation category [Essential: E, Recommended: R, Optional: 0].

Priority  Req. Number  |-KAT ArdenSuite

o Result I # Definition Result 1| Result 2 |Result 3 NS PS F5 N5 PS5 Fs
# Definition Result 2 |Result 3|
1 29 |shoutd include visualisation components for viewing complex term relationships FS FS FS E IR1 v v
4 e et todefine cinical information models according to & defined fechnical FS FS FS Jshould facilitate the use of the clinical information model to transform/map from
bspeciication for structuring clinical information in EHR systems 30 L istng aate FS FS FS E IR2 e e
2 [JSupport the semantic interoperability of EHR systems FS FS FS [should allow to define of the clinical information models to/from other
3 [ PS PS PS E IR3 v o
[Ensure consistency of information collected by enabling the definition of clinical fspecifications E IR4 v e
3 fformation models generic enough to be compatible in multple scenarics through ES ES ES gp [ropostory senioa should provdo s notfcaton senice 1 experts ond systems FS FS Fs -
bspecialisation mechanisms for the additional constraints of each local scenario bout clinical information model updates, additions and backwards compatibility E IRS o v
Definition and validation of the clinical information models according to  formal g3 [/Vhere more than one format is supported, requester user or system will be able to FS ES FS E IRG v
4 ot FS FS FS hominate the preferred retrieval format v
[mport and export dlinical information models according to th following formal [Requesters of obsolete versions of an clinical information model shall be provided E ]RS v e
5 yntaxes: XML and AML FS FS FS 34 |with a notification that an update (or updates) exist and be able to nominate the PS PS PS E IRO v v
6 [Represent data types according an accepted data type standard (e.g. 1SO 21090 Fs Fs Fs ersion(s) to be returned -
tandard or a subset of this) Allows to subscribe to clinical model and repositories from E IR10 e o
ISupport for version management, tracking changes and past history for each clinical 35 Jnationallinternational regulatory bodies to ensure that is contained version of the PS PS PS E |R1] 7 ‘/
7 model NS NS NS Jinical knowledge is updated
8  [Provide an automatic parser for the defined clinical information model FS FS FS 36 [Provide mechanisms for backward compatibility NS NS NS E IR13 v v
frools will verify that clinical information model and their instances are semantically [Should provide mechanisms to assign the following roles 1o experts participating in E IR14 v v
9 L. syntactically consistent FS FS FS 37 |he ciinical information modelling process and document this information in the final FS FS FS E IR16 v v
[The tool allows the author to create term bindings by connecting with Terminology finical information model produced: editor, author and reviewer
10 |ervers using (e.g. using CTS2) or ancther suitable terminology server Fs Fs Fs 3 [ provae meshanisms for document sharing, discussion and i wih 2.0 NS NS NS E IR17 v v
fommunication specification 10 support the F IR1% v Vs
ould provide the means to define the clinical and usage scope of the clinica
pp s s s Jshould provid f ] g f th ] -
fShould include an intuitive graphical user interface for navigating large taxonomies
o= getne e 39 fnformation model in a structured and coded format, in order to be able to check for FS FS FS E IR19 e v
4 Mo the user o assign one or mulipl terminclogylontology concept to cach node PS PS S L ossible scope overlap with other clinical information model R IR23 y v
f the clinical information model structure 40 Should implement clinician understandable mechanisms for a guided process for local s s s
13 hould include mechanisms that enable users and find a clinical information models in| Fs S FS fppecialisation and validation purposes R IR25 v v
he repository by searching on any of it structured information properties Jshould be able to create prototype screens for domain expert validation of the defined R IR26 v v
41 linical information model auto-generates example GUIs to test the creation of PS PS PS
hould export its clinical information model in at least one format that conforms to a
14 [0 e s cinea i - Fs Fs Fs fexample instances R IR27 v N
oublished international standard or specification 4g Ve iendy intrace for clnilans inclucing g and chop capabilte o be abl to s s £s R IR29 < <
q5 [T ooy and tn sendces shel meniain & compicte and sudted version Hskry NS NS NS  ranage multple cinical information models easily
or all of its clinical information models R 1IR30 v e
43 [Editorial role can examine changes, and accept or reject changes FS FS FS
Jshould allow collaborative authoring of clinical information models according to the
16 |established roles. As wel as recording experts and organisation participating in this FS FS FS 44 [Frove be casly adapted to using atemative types of (or new versions of) a Fs Fs Fs R IR31 v v
Reference Model
R IR32 v v
q7 [P provde meshanisms o support mulle lngusge tansiains ofon cirica NS NS NS 45 | mportiselect the Reference Model that will lead underpin the definition FS FS FS R IR33
finformation model v v
4 [P oo sble to compare 2 clical information models covering a simir clnical Fs Fs Fs
qg [Frove eneble the formal cefnion o cical content by dorin experts wihout the Fs Fs Fs o and righight diferences R IR34 N v
eed for technical understanding R IR37
fshould allow to rank similar clinical information model
JShould ensure the definition of purpose, appropriate description of usage, and precise 47 _[should allow to rank simiar clnical information models FS Fs Fs 3 v v
19 Inention of clinical information model domain FS FS FS 48 [Tools should suggest clinical information modellers with candidate Fs Fs Fs R |R39 o e
2 logy/ontology terms based on th tic underl; del
20 |oenerate documentation for clinician review as MindMaps and Prototype Screens NS NS NS _ R IR40 < e
g [Pt reauest the tems to be included i the generic: defniton of clrical nfomation F F F
21 [Facilitate the implementation of EHR systems that meet clinical requirements NS NS NS Imodels according to the maximal data set approach S S S R |R41 1/ ‘/
[mport and export clinical information models according to Web Ontology Language 50 [Should provide mechanisms for prioritising data items to be included in local FS ES ES R IR42 v v
22 owl) NS NS NS jmplementations based on minimal data set approach and multiple user needs
Should integrate or link to educational material to teach clinicians how to participate R IR43 e o
support the organisational needs relating to the definition process, with coordination 51 FS FS FS
ither in core and validation domain expert group R ER57
hould allow to assign or edit the GUI presentation capabiliies for local purposes, -
23 |eapabilities among clinical information modelling experts and clinical teams to provide FS FS FS 52 S o GUI p P o Fs rs Fs e o
common or consensus agreed definition of the clinical information model Imaking possible that clinician/administrator edit the local presentation R ERGE o ¥
fSupport the o g o allow the of 5 [ for ongoing monitoring level of use and acceptance of dlinical information Fs Fs Fs R
24 Jon agreed editorial policy. process and quality criteria NS NS NS models 0 I ] v v
g5 [Promo e clnicen ssoption win  simpies and g view well uncersioos by rs rs fs 54 [provide for ger FS FS FS 0 IR45 v v
hem that guide their participation in the modeling process Ensure conformance to any relevant licenses or restrictions for use of a clinical 0 IR48 o ¥
Define semantic and syntactic patterns in the form of constraints to on the selected
26 FS FS FS 55  [information model, and provide appropriate means for potential users of it to be FS FS FS
v e e 0 IR51 v v
Provide an automatic testing environment for systems using the defined clinical
27 PS PS PS hould include checkbox to verify that the resultant clinical information model quality 0 IR52 v v
information model 56 FS FS Fs
28 | e o e o A e o NS NS NS has been developed according to the quality metrics defined by editorial role
ould allow the definition and import of Semantic patterns




Results And Evaluation: solution 2 (Reliability Evaluation)

Reliability Testing

@)

/

-

» Three Physicians tested the reliability of the
system on 8 compiled MLMs.

" The test was handled in separate
environment for each physicians.

= Physicians tested and validated MLMs on
1314 Head and Neck Cancer patient data of
the real environment.

= The accuracy of compiled MLM was 100%

Physician A Physician B Physician C
Rule 1 correct correct correct
Rule 2 correct correct correct
Rule 3 correct correct correct
Rule 4 correct correct correct
Rule 5 correct correct correct
Rule 6 correct correct correct
Rule 7 correct correct correct
Rule 8 correct correct correct

Physician A Decision Physician B Decision Physician B Decision
Samples . . .

Comparison comparison comparison

1314 100% 100% 100%
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