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Introduction

XML (eXtensible Markup Language): common data 
representation format  - a standard for sharing data.
Web-based applications and services publish their data using 
XML.
Heterogeneity problem: Same information can be published 
using XML in different structures and terminology. 
 Sharing XML is not yet fully automatic.

Problem solutions: schema matching, schema integration, and 
schema transformation in the context of XML data.

Algorithms which automate these tasks will reduce time and 
efforts spent on creating and maintaining data sharing 
between applications: e-business, e-science, e-learning, etc.
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XML in the Semantic Web stack

XML: Focus on syntax of data.
XSD (XML Schema Definition) : 
used to describe the structure of 
XML document.
OWL (Web Ontology Language): 
support for data semantic -
add more vocabulary for 
describing properties, classes, 
relations between classes, 
cardinality, equality, etc.
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URI Unicode

Syntax: Data

Structure

Semantics

Higher Semantics

Reasoning/Proof

XML

XML Schema

RDF/RDF Schema

OWL

Inference Engine

Trust Security/Identity

Use, Intent Pragmatic Web

Intelligent Domain Services, Applications

Semantic Web Stack, from Tim Berners-Lee 
presentation for Japan Prize, 2002



Term Definitions
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Structure

- Construction of 
identifiable 
elements.

- Each element is 
functionally 
connected to 
others.

- Element’s 
interrelationships
are fixed or 
changing 
occasionally.

- Scientific study of 
the meaning of 
words (*).

- meaning is 
analyzed in 
terms of their 
semantic 
features:  the 
way in which 
words are used 
in document.

- Semantics that 
are hidden in the 
document .

- E.g. Data type, 
cardinality 
constraint, etc.

Semantics Implicit semantics

According to Business dictionary: 
http://www.businessdictionary.com/definition/

Angielski online (*):
http://www.tlumaczenia-angielski.info/linguistics/semantics.htm



Thesis Motivation

Since the growing number of XML data in various 
applications and heterogeneity of XML:

There is a need to enhance data sharing between 
applications. This thesis focuses on two methods:

Integrate similar XML data into single integrated source 
(ESim).

Transform XML data into higher semantic supporting 
language, e.g. OWL (S-Trans).
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e-Government
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Example “XML data integration”
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Integrated 
XML source

Reduce time and efforts 
spent on exchanging 
patient’s information 

Hospital

Pharmacy

Doctor

Insurance 
company

Specialist 
clinic

Patient’s information is stored by various healthcare services in 
XML format.



ESim - Problem statements

Similar XML contents are described
by different  names & structures.

To integrate XML data, accurate
similarity measure is necessary.

The structure & implicit 
semantics of XML document are

represented through XSD.

- Since XML contains 
structure  easy to 
measure structural 
similarity. 

- But, how to measure 
semantic similarity of 
XML documents? 
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S-Trans: Problem & Motivation
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XML2OWL

S-Trans

XML disadvantage

Lack of 
description: 
problems when 
semantic agents 
want to understand
and reason about 
XML data.

XML2OWL: data 
redundancy on 
duplicate XML.
Resolution: How to 
transform XML duplicate
elements into OWL 
ontology.

Duplicate similarity 
measure & 
transformation :
novel  semantic 
similarity measure.

<GunLicense>
<registeredGun>

<Gun>
<serial>ABCD</serial>

</Gun>
</registeredGun>
<holder>

<Person>
<driversLicenseNumber>ZXYZXY</driversLicenseNumber>

</Person>
</holder>

</GunLicense>

11 How many How many 
guns/people are 
registered in a 
gun  license?

22
Can this gun be 

registered in 
other gun 
licences?



Related work
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S-Trans: Transform 
XML into OWL

Enhancement of 
data sharing

Structure 
similarity

[1-7]

Semantic 
similarity
[8 - 11]

Hybrid 
similarity
[12-17]

ESim: Integration XML 
based similarity 

measure

Create new 
ID for each 

XML 
element

[23], [24], 
[26]

Add 
prefixes for 
each XML 
element

[19], [25], 
[27]

Concatenate 
ascendants 
before XML 

element
[20-22]

Measure 
the 

duplicate 
similarity
[S-Trans]

Distance-
based 

measure

Name 
similarity 
only by 
WordNet

[18]

Data type & 
constraint 
similarities 
values by 
human

redundancy 
data



Related work (cont’)
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Wojnar
et al.

[13], [14]

 Structure: reuse tree distance based method
 Semantic = string similarity + Cardinality constraint
 manually given

Hybrid Similarity [12-17]

Nayak et al. 
[12], 

Algergawy
et al. [15]

Kim et al. 
[16], 

Song et al. 
[17]

 Path matching of two XMLs based on Cosine metric.

 focus mostly on structure
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 Structure: neighborhood relationships
 Semantic = name + Data type + Cardinality 
constraint
 manually given



Propose transforming 
model XSD into OWL

Experiments: human 
+ related work, factor

Thesis contribution
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Contribution
Propose method to 

balance similarity factor

Full combination structure + 
semantics similarity

Comprehensive 
experiments

Novel metrics for 
duplicate similarity

Determine classifying value + 
duplicate transforming

Two methods for enhancing the data sharing 
between applications.

ESim S-Trans

Novel data type + 
constraint metrics



ESim: Element Similarity Measure for 
Integration of XML data

Pham Thi Thu Thuy, Young-Koo Lee, and Sungyoung Lee, "Semantic 
and Structural Similarity Analysis for Integration of Ubiquitous XML 
Healthcare Data", Journal of Personal and Ubiquitous Computing 
(SCIE, IF: 1.137), ISSN: 1617-4909, 2012.



ESim framework

 Framework includes: 
 Input: XSD document (may be extracted by HIT soft. [23])

 ESim computation: Semantic & Structure similarity measures

 Output: ESim similarity values.
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XML 
document

XSD

ESim

Name Sim

Data type 
Sim

Constraint 
Sim

Ancestor 
Sim

Sibling  Sim

Children Sim

Semantic 
similarity

Structural 
similarity

ESim values



Motivating example

 Find the similarity between elements in  schema 
Patient_A and those in schema Patient_B.

15

Tree representation for Schema Patient_A Tree representation for Schema Patient_B



The similarity (ESim) between two 
elements e1 and e2 in two different XSDs.

 The weighted sum of semantic similarity 
(SeSim) and structural similarity (StSim):

where  is the weighted value. 

 According to experiments, ESim has close 
value to user’s perspective at =0.55
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ESim Similarity

1 2 1 2 1 2( , ) * ( , ) (1 )* ( , )ESim e e SeSim e e StSim e e    (1)



Semantic features of XML: element names 
and their descriptions.

Semantic similarity (SeSim) captures the 
similarities of element names (NSim), data 
type (DSim), and constraints (CSim) of two 
elements. 

where  and  are the weighted constants.

 According to experiment, at the values of =0.4,
=0.3, similarity score proposed by our method 
returns close results to user’s perspective.
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Semantic Similarity

(2)1 2 1 2 1 2 1 2( , ) * ( , ) * ( , ) (1 )* ( , )SeSim e e NSim e e DSim d d CSim e e       



 Measure the meaning of element name.
 Reuse distance based measure [29] to compute the 

semantic similarity of e1 in XSD1 and e2 in XSD2 by 
referring them in WordNet [18]: 

 E.g. 
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Name Similarity [8, 12, 15]

A fragment of WordNet

1 2
1 2

2* ( )
( , )

( ) ( )

depth LCS
NSim e e

depth e depth e



(3)

where depth(LCS) is # nodes from the common 
super-concept of e1 and e2 to the root node; 
depth(e1) and depth(e2) are # nodes from e1

and e2 to the root node.

2*4
( , ) 0.73

5 6
NSim lecturer professor  





 If compared elements are combination of words 
tokenized them before measuring their similarity in 
WordNet, then compute by (4) or (5). : 

 Some cases, element names are not in WordNet 
define metric for measuring string similarity:
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Name Similarity (cont’)

1 2
1

1
1 2

( ( , ))
( , ) ,

i j

m n

j
i

max NSim e e
NSim E E m n

m

 


2 1
1

1
2 1

( ( , ))
( , ) ,

i j

n m

j
i

max NSim e e
NSim E E n m

n

 


(4)

(5)

where m and n are # tokenized words of element E1 and E2, respectively.

1 2

1 2

1 2 1 2( , ) ( , )
max( , )

e e

e e

n
NSim e e LingSim e e

n n
  (6)

where is # matching characters between elements e1 and e2; max is the 
maximum value;       and      are the lengths of the elements e1 and e2, 
respectively. 

1 2e en 

1e
n

2e
n



 Data type is one of the semantic features of elements.
 Novel measure: Data type similarity of two element e1

and e2 is the fraction of common number constraining 
facets [23] per the maximum (max) number of 
constraining facets of each element :

 To improve (7)  equation (8)

where ncf is the number of constraining facets.
 Data type similarity (DSim) is the weighted function 

of equations (7) and (8).
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Data type Similarity

 1 2

1 1 2
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 
 


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 Text= {length, minLength, maxLength, pattern, 
enumeration, whiteSpace}

 Date time (Dtime)= {pattern, enumeration, 
whiteSpace, minInclisive, maxInclusive, 
minExclusive, maxExclusive}

 Since there are 12 constraining facets:

 Assume that DSim1 and DSim2 have similar roles, 
1 = 2 = 0.5.
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Data type Similarity (cont’)

1 1 2

3
( , ) 0 .4 3

7
D S im e e  

2 1 2

7
( , ) 0 .58
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Data Type Similarity (cont’)

URI lang text Ubyte dec int Dtime Name Entity ID Token Type

URI 1.00 0.43 0.50 0.28 0.51 0.31 0.51 0.43 0.36 0.36 0.51 0.51

lang 0.43 1.00 0.43 0.28 0.31 0.27 0.31 0.39 0.33 0.33 0.35 0.32

text 0.50 0.43 1.00 0.33 0.51 0.31 0.51 0.43 0.36 0.36 0.39 0.41

Ubyte 0.28 0.28 0.33 1.00 0.33 0.53 0.49 0.28 0.22 0.22 0.24 0.23

dec 0.51 0.31 0.51 0.33 1.00 0.56 0.54 0.31 0.24 0.24 0.27 0.28

int 0.31 0.27 0.31 0.53 0.56 1.00 0.47 0.27 0.21 0.21 0.23 0.21

Dtime 0.51 0.31 0.51 0.49 0.54 0.47 1.00 0.31 0.24 0.24 0.27 0.28

Name 0.43 0.39 0.43 0.28 0.31 0.27 0.31 1.00 0.33 0.33 0.35 0.33

Entity 0.36 0.33 0.36 0.22 0.24 0.21 0.24 0.33 1.00 0.32 0.33 0.31

ID 0.36 0.33 0.36 0.22 0.24 0.21 0.24 0.33 0.32 1.00 0.33 0.31

Token 0.51 0.35 0.39 0.24 0.27 0.23 0.27 0.35 0.33 0.33 1.00 0.33

Type 0.51 0.32 0.41 0.23 0.28 0.21 0.28 0.33 0.31 0.31 0.33 1.00
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Similarity values of data types resulting from equation (9): 



 Cardinality constraint (minOccurs, maxOccurs) is 
also one of the semantic features of element. 

 Novel measure: For the definitely values of 
minOccurs and maxOccurs: 

where min, and max are short forms of minOccurs, and 
maxOccurs, respectively. 

 Usually, the value of maxOccurs = unbound. To 
measure the CSim for this value, we propose the 
following equation:

where 4294967296 is the maximum value declared 
for maxOccurs property, suggested by Microsoft 
[43]. 
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Cardinality Constraint Similarity

(10)
1 2 1 2

1 2 1 2
1 2

.min .min .max .max
1 1

.min .min .max .max
( (min, max), (min, max))

2

e e e e

e e e e
CSim e e

    
         

(11)  2
1

4294967296 [ ]

2

e maxOccurs
e maxOccurs unbound


 



Measure the similarity of elements having 
functional connected with current elements.  

 Structural similarity (StSim) between two 
elements e1 and e2 is defined as weighted sum of 
ancestor similarity (AcSim), sibling similarity 
(SbSim), and children similarity (ChSim): 

 The AcSim, SbSim, and ChSim are computed by 
collecting all their respective elements and then 
compared their semantic similarity.
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Structural Similarity

(12)1 1 2 2 1 2 3 1 2
1 2

1 2 3

* ( , ) * ( , ) * ( , )
( , )

AcSim e e SbSim e e ChSim e e
StSim e e

  
  

 


 
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Ancestor Similarity

 Assume that E1 and E2 are the collections of ancestor 
elements of e1 and e2, respectively:

where m and n are the total number of ancestor elements of 
e1 and e2, respectively

(13)

(15)

(16)
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Sibling Similarity

 Assume that E1 and E2 are the collections of siblings of e1
and e2, respectively:

where m and n are the total number of sibling elements of e1
and e2, respectively

(17)

(19)

(20)
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 Measure the similarity of all immediate children.
 Find the path matching pairs between two elements.
 Take the average similarity value.
 The children similarity between two duplicates e1 and e2 is 

specified as:

where leaves(e1) is the total number of leaves in the sub-tree 
rooted at element e1;  sum_links(e1, e2) is the total 
number of links from the leaves of element e1 to the leaves 
of element e2. 
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Children Similarity

(30)1 2 2 1
1 2

1 2

_ ( , ) _ ( , ))
( , )

( ) ( )

sum links e e sum links e e
ChSim e e

leaves e leaves e



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S-Trans: Duplicate Similarity 
Measure and XML Transformation 

into OWL Ontology

Pham Thi Thu Thuy, Young-Koo Lee, and Sungyoung Lee, “S-Trans:
Semantic Transformation of XML Healthcare Data into OWL
Ontology”, Knowledge-Based Systems Journal (SCI, IF: 1.574),
ISSN: 0950-7051, 2012.



S-Trans framework

 Four steps:  Extract schema;  Measuring the duplicate similarity; 
Transforming XSD to OWL model;  Transforming XML instances into OWL 
individuals.
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S-Trans: Motivating Example

 Determine the similarity among address elements of patient
and physician., prescription.dtd [38]:

30

 Traditional approaches: address of physician is renamed as 
physician_address.

 But, two address elements represent the same information. If 
they are separated  data redundancy.

 Ideal of XML transformation:
 Correct
 Complete
 Unique representation for every object.

physician

name
id (+)address 

(+)
phone

(+)

prescription

patient

nameid (+)address
(+)

phone
(*)

gender DOB

drug

namequantity dosagestrengthinstruction

SSN DEA liquid tabletdaymonth year

daymonth year

interchange (?)
prescribed.date



 Similar to our proposed ESim measure, the duplicate 
similarity (DupSim) measure is defined as the weighted 
sum of their semantic similarity (SeSim) and structure 
similarity (StSim): 

where  is the weight parameter.

 Difference from ESim, S-Trans only measures similarity of 
duplicates and within an XSD document  StSim in S-Trans 
is different from ESim.
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Duplicate Similarity

(25)1 2 1 2 1 2( , ) * ( , ) ( )* ( , )DupSim e e SeSim e e 1- StSim e e  



Measure the similarity of elements having 
functional connected with current elements.  

 Structure similarity (StSim) between two element 
e1 and e2 is defined as weighted sum of ancestor 
similarity (AcSim), sibling similarity (SbSim), and 
children similarity (ChSim): 

 The AcSim, SbSim, and ChSim are computed by 
collecting all their respective elements and then 
compared their semantic similarity.
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Structural Similarity

(12)1 1 2 2 1 2 3 1 2
1 2

1 2 3

* ( , ) * ( , ) * ( , )
( , )

AcSim e e SbSim e e ChSim e e
StSim e e

  
  

 


 



Ancestor similarity algorithm

 Use post-order
traversal to find the 
common ancestor.

 Compare the 
semantic similarity 
of each ancestor 
pair by using SeSim
metric.
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Purpose: Find the nearest common ancestor element

Input: Two elements with the same name but in XSD tree, e1 and e2

Output: The ancestor similarity

level== 0;max_level==11;

Function ASim(e1, e2, level) 

if  ((SeSim(e1, e2)==1)) or (SeSim(parent::e1,parent::e2)==1)

then return 1; 

else if ((SeSim(e1,parent::e2)==1) or 
(SeSim(parent::e1,parent::e2)==1)

then return 0.85;

else if (level == max_level) return 0;

else

return 

power(0.85*ASim(parent::e1, parent::e2,level+1)); 

end; 

End;



 Assume that D1 and D2 are the collections of sibling 
elements of duplicates d1 and d2, respectively:

where m and n are the total number of sibling elements of d1
and d2, respectively
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Sibling Similarity
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Children Similarity

 Assume that E1 and E2 are the collections of children of e1
and e2, respectively:

where m and n are the total number of children elements of e1
and e2, respectively

(21)
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Similarity Classification
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< 0.7: non-similarity
renames the duplicated 
element by adding the parent 
element’s name along with an 
underscore ‘_’ character 
between the parent’s name and 
the duplicate’s name

≥ 0.7: similarity:
procedure uses owl:unionOf to 
connect the parent nodes of 
these duplicates in the same 
domain.

Threshold =0.7



XSD2OWL Transforming Models
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DTD (XML 
Document Type 

Definition)
XSD

OWL representation

Type rdfs:doma
in

rdfs:ran
ge

DOCTYPE (root) element@name, complexType
owl:class,
owl:disjointWith
owl:ObjectProperty

class name child name

ELEMEN
T
contains

other
elements element@name, complexType

owl:class,
owl:disjointWith
owl:ObjectProperty

class name child name

ENTITY
reference
only

element@ref owl:class,
owl:disjointWith

data type
only

element@name,complexType
mix=”true”|
simpleType|element@type

owl:DatatypeProperty attribute
name datatype

ENTITY
contains

>1 attributes
element@name,complexType
mix=”true”
simpleType| >1 attribute@name

owl:DatatypeProperty,
owl:subPropertyOf

attribute
name datatype

one attribute
element@name,complexType
mix=”true”|
simpleType|element@type

owl:DatatypeProperty attribute
name datatype

ATTLIST
contains

other
property

>1 attribute@name,
extension@base|
restriction@base

owl:DatatypeProperty
rdfs:subPropertyOf

attribute
name datatype

data type
only 1 attribute name owl:DatatypeProperty attribute

name datatype

ENTITY
reference attribute@ref owl:class

owl:ObjectProperty class name child name

ELEMENT element-
name (child1,child2,...)

sequence owl:intersectionOf
choice owl:unionOf

+, *, ? maxOccurs| minOccurs owl:maxCardinality
owl:minCardinality



Experiments
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Experimental 
setup 



Determine 
parameter



Evaluation

ESim

- Synthetic XSDs.
- Mutual 

similarity
- Real-world 

XSDs

Weight 
parameters

- Compare with 
related work

- Evaluate single 
factor

S-Trans

- Real-world 
XSDs/DTDs

- Mutual 
duplicate 
similarities.  

Classifying value

- Compare with 
related work

- Evaluate single 
factor



Experimental Setup

 Language: C# and XSLT (eXtensible Stylesheet
Language Transformation).

 To measure the semantic similarity of element 
names, we integrated WordNet [18] and its 
.NET API by Simpson & Crowe [41]

 Dataset: XSD and XML documents downloaded 
from [38-40]

We evaluate ESim and S-Trans by matching two 
XSD documents and matching between XSD
and OWL ontology, respectively.
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ESim: Determine weight values

 Determine values of parameters:

  and second parameter in ESim equation (1)

 , , and third parameter in SeSim equation (2)

 Prepare a synthesis XSDs (patients A, B, C, and D). 
Patient_A and Patient_B are presented in slide #13.
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Tree representation for Schema Patient_C Tree representation for Schema Patient_D



Determine weight values (cont’)

 The mutual user-specified similarities for 6 pairs of 
schemas are listed in following table:
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Patient_A Patient_B Patient_C Patient_D

Patient_A 1 0.86 0.48 0.5

Patient_B 0.86 1 0.4 0.37

Patient_C 0.48 0.4 1 0.8

Patient_D 0.5 0.37 0.8 1



Determine weight values (cont’)

 The most reasonable values of  corresponding to 
similarity results expected by a user are represented 
using the black dots and occur within the interval of 
[0.5, 0.65]. Therefore, we choose  = 0.55
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Figure. Determining weights of ESim function





Determine weight values (cont’)

 The most reasonable values of  corresponding to 
similarity results expected by a user are represented 
using the black dots and occur within the interval of 
[0.3, 0.45]. Therefore, we choose  = 0.4.   = 0.3
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Figure. Determining weights of SeSim function





ESim: Real Dataset
 The mutual user-specified similarities for 6 pairs of 

schemas are listed in following table:
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Schema 1 vs Schema 2 #nodes Average 
#nodes

#max 
depth

1 Patient A vs Patient B 12/10 11 3/3

2 Healthcaremetadata vs
healthcarevocabulary

137/29 83 7/4

3 Yahoo Finance vs
Standard

10/16 13 2/2

4 Cornell vs Washington 34/39 36 3/3

5 CIDX vs Excel 30/40 35 3/4

6 Google vs Looksmart 706/1081 893 11/16

7 Google vs Yahoo 561/665 613 11/11

8 Yahoo vs Looksmart 74/140 107 8/10

9 Iconclass vs Aria 999/553 776 9/3



Evaluation measures

 Evaluate similarity measure by matching two XSDs.
 Assess the quality of matching system by precision,

recall, F-measure, and overall [32]
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false 
negatives

true 
positives

false 
positives

true 
negatives

Reference 
alignment (R)

e.g. produced by 
a human

Alignment (A)
e.g. produced by 

a matching 
system

Complete set of correspondences
i.e. cross product of two input schemas

R A
precision(A,R)

A




R A
recall(A,R)

R




precision* recall
F measure 2*

precision+recall
 

1
* 2overall recall

precision

  
   

  

(31)

(32)

(33)

(34)



Evaluation measures (cont’)

 Since 9 pairs of XSDs are used, precision and recall
are the average value of those pairs.

 Propose weighted average equations:

where n is # test cases (n=9); Wi is # correct matches 
of schema pair #i; precisioni & recalli are precision & 
recall scores of schema pair #i
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ESim: Compare with related work

 Matching comparisons of ESim to COMA [32], XMLSim [8], 
and XClust [7].

 XClust: structure measure, no Data type & semantic of 
elements measures

 XMLSim: only semantic measure of element name.
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ESim: Quality of single measure
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 F-ESim (combination of all factors): highest F-measure value
 Among factors, F-measure of children measure (ChSim) produces 
greatest values.



S-Trans: Experiments



S-Trans Dataset

Schema name File size 
(KB)

# 
nodes

max 
depth

# 
duplicates

1 drug_medicament 180 683 90 0

2 Patient-admission 40 240 4 7

3 healthcaremetadata 5523 137 7 16

4 pathology.report 328 778 5 14
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Table. Characteristics of the tested schemas [38-40]

Evaluate the proposed transforming strategies by matching an XSD document 
with an OWL ontology to determine the true matches, and compare our results 
with related methods.



Determine classification value

 Since error rate of classification achieves the minimum value at 
the threshold of 0.7, we use 0.7 as the classifying value to 
separate the duplicates into two groups, similar and non-similar. 
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 First, manually classify duplicates into two groups: similar 
and non-similar.

 Second, compute classification error rate at each threshold, 
ranging between 0.1, 0.15, 0.2, …, 1.0



S-Trans & related work

 Compare S-Trans with one transforming method 
proposed by Hannes et al. [9] and with two 
matching methods introduced by Toni et al. [12] 
and COMA++ [29]

 No duplicates: S-Trans  COMA++
52



S-Trans: Quality of single measure

 Among individual factor, sibling similarity (SbSim) gives 
highest quality:
 Most duplicates have similar children and constraint

 Small number of ancestor  less influence to similarity values

 S-Trans: combination give highest matching quality.
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Propose two effective methods to enhance 
XML data sharing: ESim and S-Trans.

ESim: 
 Propose a complete hybrid similarity measure 

framework.
 Propose method to balance similarity factors.
 Provide novel metrics to compute the Data 

type and cardinality constraint similarities.
 Conduct a set of experiments to compare 

ESim with the related works and determine
important role of each measuring factor.
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Conclusions



S-Trans: 
 Discover the similarity of XML duplicates.
 Resolve duplicate problem: propose novel 

metrics to measure the semantic similarity 
between each duplicate pair. 
 Determine the classification value (0.7)
 Experiments reveal: 

• Quite similar with human judgment
• Overcome related methods
• Determine the important measuring factor (Sibling 

measure, SbSim)

55

Conclusions (cont’)



Measuring the similarity of different data models 
(eg. DB vs XML, XML vs OWL)

Matching of different data models: Relying on 
similarity score results to find the matches
between source and target.

Measuring the similarity of Web pages: Extending 
the semantic & structural similarity measures to 
compute the resemblance of textual content, 
structural layout, and query terms contained 
within pages.
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Future work
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Professor Byeong-soo Jeong’s comments:

 How to determine values for weight factors?

Answer:

 Most of the current paper claim that the setting of 
similarity parameters can be determined by user and, 
hence, it is not discussed.

 The problem is how to prepare a reasonable setting so 
that the similarity measure returns reasonable results. 

 For this purpose, we use the following strategy: Firstly, 
we prepare a set of synthetic XSDs and we determine 
their mutual similarity from user's perspective. Then, 
we set the respective parameters so that the similarity 
measure returns similar results.
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Professor Choong-Seon Hong’s comments:

 Review more papers on semantic similarity 
measures.

Answer:

 More related papers have been added to the 
presentation and the thesis. 

 Distance based semantic [13, 14]

 Cosine patch matching [16, 17]

 Semantic based [12, 15]
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