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Medical Image Processing
• Medical procedures make substantial use of image processing.

• Medical image processing tasks
– Enhancement: to bring out obscured details in an image

– Segmentation: to help measuring medical conditions: vessel size, tumor 
volume, bone fraction length, …

• Heuristic and low level mathematical operators

– when and why they work or do not work - unclear

• More sophisticated mathematical tools

– Variational methods: optimization of cost functions or design of PDEs

Presenter
Presentation Notes
Long history, since early 1960s, tackled by low-level mathematical operators: kernel-based filtering, thresholding, statistical pixel clustering, etc. (simple heuristic methods.)
No precise characteristic of why and when they work or don’t work. Proof of correctness has long been unheard of.
Things have been changing since the last two decades, thanks maybe to two Fields medallists, D. Mumford and P-L. Lions.
More sofisticated maths involved: Differential and Riemannian geometry, geometric algebra, functional analysis (calculus of variations and PDEs), probability theory, and singularity theory (generic properties of solutions to PDEs), etc.
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Why Variational Methods?

1. Most existing methods can be recast variationally.

2. The theory behind the concept is well established. 

– PDEs are written in continuous setting, making the understanding of 
physical reality easier  stimulates the intuition to propose new models.

3. Using an energy functional and a descent algorithm, one can easily 
state when one result is better than another.

4. The use of the calculus of variations allows one to integrate prior 
knowledge and build quite complicated cost functionals.

– Interesting: knowledge about organs of interest is known a priori.

– Necessary: purely image-driven methods can hardly work for medical 
images.
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Knowledge-driven 
segmentation

Vessel 
enhancement

Bone 
segmentation



7

Diffusion Filter
• Takes name from physical diffusion process

• To smooth an image Ι using heat equation 
(iterative process)

• D = 1: linear

• D = g(x): R2  R: nonlinear

• D = matrix: anisotropic

( )( , ) div ·I t D I
t

∂
= ∇

∂
x
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Linear Diffusion and Scale Space

• Stopping the linear diffusion 
process after a time t  =  Gaussian 
filtering with a scale σ = (2t)0.5.

• Let t vary from 0 to ∞, one obtains 
a scale-space for the image: a 
family of gradually smoother 
versions of it. 

• Scale-space analysis is natural 
in vision because objects become 
larger when we move closer to 
them and vice versa. Gaussian smoothing with various scales. Note 

how small vessels are gradually removed

( )divt I I I∂ = ∇ = ∆
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Nonlinear Diffusion

• Perona-Malik model: D = g(|∇I|) an edge 
function.

– g 0 when |∇I|  ∞ (at edges)
– g 1 when |∇I| ≈ 0 (homogenous structures)

• Removing noises while preserving edges.

( )div (| |)t I g I I∂ = ∇ ∇

2 2

1(| |)
1 |

 
| /

g I
I λ

∇ =
+ ∇
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Anisotropic Diffusion

• Nonlinear diffusion: stops smoothing 
at edges.

• In some applications, it is desirable 
to stop smoothing across edges only 
while maintaining the smoothing 
along edges  introducing a 
diffusion tensor D:
– its eigenvectors define directions for 

smoothing, estimated using 
structure tensor ST

– its eigenvalues define the amount of 
smoothing in the corresponding 
directions

Noise is removed while coherence 
is enhanced

2

2
x x y

x y y

I I I
ST

I I I
 

=  
  
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Hessian-based Filters

• Structure analysis using Hessian tensor.

– A line-like structure model incorporated.

• Scale space analysis: to detect various 
line’s width.

– σ varies in a range S

– maxσ∈S {ψσ(x)} is selected

Hessian eigenvalues

R = |λ1/λ2| small  lines
large  others 

Input image Enhanced image

2

22( ) .
R

e β
σψ µ

−
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Application: vessel enhancement
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Problems of Hessian-based Filters
• A line has one principal direction

– Noises have more than one principal direction 
 large R  suppressed. 

• Problems:
– Junctions will be suppressed too,
– Second derivatives are noise sensitive.

Junctions have more 
than one direction

Original image Frangi filter Shikata filter

Junctions suppressed
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DFB-based Filter
I propose to replace the direction
estimation (through the Hessian
analysis) by a directional
decomposition of the input image.

• Information about direction of a
vessel is available in directional
images.

• Noises in directional images is
reduced due to its omni-directional
nature.

The advantage of the proposed
approach is that it distinguishes all
vessels at bifurcations and crossings
and is less sensitve to noise.

Diagram of the proposed filter

Step 1)

2)

3)

4)
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Evaluation

One phantom image with different
kinds of junctions.

Two real cardiac angiography
images without known ground truths
(qualitative only).

40 retinal images with GTs known
(Utrecht database).

A set of 615 noisy images
(1 phantom + 40 Utrecht images x
15 noise levels each).

ROC (receiver operating curve).

The closer the curve approaches the
top left corner, the better the
classification  reflected by the area
under the curve (AUC)

 Testing Data  Evaluation Method

Two ROC curves. B is better than A



15Performance comparison of the three approaches. 
Our DFB-based filter outperforms the others.

Experimental Results
Original images Frangi results Shikata results Our results

Junctions suppressed Junctions preserved

• Junction suppression:
– Synthetic image with 

various types of junctions

• Noise sensitivity:
– 40 images x 15 noise levels 

each

80%Noise std 5%
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Experimental Results (cont’)
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Discussions

 Estimation of the vessel directions without the Hessian eigen-
analysis. 

 Overcoming the junction suppression, which can cause serious 
problem from a clinical perspective (discontinued vessel tree) 
despite small errors from a computing perspective.

 Better non-uniform illumination removal using homomorphic filters 
on directional images.

 The larger the number of directional images, the more accurate the 
eigenvalue estimation is, at the cost of the computation time.

 Can be extended to deal with 3D images by extending DDFB to 3D, 
which is our future work.
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Variational Methods

Diffusion Filter Active Contours

Linear
Section 2.1.1

Nonlinear 
(PM model)

2.1.2

Anisotropic 
2.1.3

Structure 
Tensor 

2.2

DFB
2.4

Hessian 
Tensor

2.3

Traditional 
AC 

2.5.2

GVF AC
2.5.3

Level-set 
ACs

2.5.4~7

Curve 
evolution 

based

Energy 
based

Knowledge-incorporated 
enhancement

Knowledge-incorporated 
segmentation

Vessel 
enhancement

Bone 
segmentation
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• A less local method to handle edges.
• Sometimes called snakes or 

deformable models.
• Description of contours which evolve 

under appropriate forces to move 
towards edges.

• Issues: 
– initialization, 
– false edges, 
– topology changes.

Active Contours

Snake evolution

Topo-unadaptability video
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C

• Curve is embedded as the zero level set.
• C = {(x,y) | φ(x,y) = 0}

Level-set Methods

C



21

Evolution Forces
• Types of forces

– A force in the normal direction to the curve
– An external vector field
– A force based on the curvature of the curve.

• Partial Differential Equation:


Vector Field Based In Normal Direction Curvature Based

NS V b
t
φ φ φ κ φ∂
+ ⋅∇ + ∇ = ∇

∂



 

( )parameters: , ,Nb V S

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Force in Normal Direction
• All level sets of φ(x,y) are evolving.
• We only track zero level set.

0NV
t
φ φ∂
+ ∇ =

∂
VN = 1
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External Vector Field

0S
t
φ φ∂
+ ⋅∇ =

∂

 initial contour

next position

S

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Simultaneous Translation and 
Expansion

0NS V
t
φ φ φ∂
+ ⋅∇ + ∇ =

∂


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Curvature-based Force

• Smoothing the 
contour. 

where div

b
t
φ κ φ

φκ
φ

∂
= ∇

∂
 ∇

=   ∇ 
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Curvature-based Force
1b =
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Topological Changes

• Topological changes such as merging and splitting are 
handled naturally by Level-set Methods
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Geometric AC

• That is,

• g = g(x) = g(|∇Ι |): edge function (small at edges 
and large otherwise)
– similar to that in nonlinear diffusion, e.g.,

2 2

1(| |)
1 |

 
| /

g I
I λ

∇ =
+ ∇

( )0. . | |t g Vφ κ φ∂ = + ∇

0

( )
( )

0
N

b g x
V V g x

S

=
=

=


Topo-adaptability video
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Geodesic AC

• In order to detect an object, one can search for 
the path of minimal edge-weighted length

• Leading to
• That is,

• The last term is used to increase the curve 
attraction towards weak edges (or gaps).

0.( ). | | ·t g V gφ κ φ φ∂ = + ∇ +∇ ∇

0

( )
( )N

b g x
V V g x

S g

=
=

= ∇


( )| ( ( )) |R C
L g I C s ds= ∇∫
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GVF-Geometric AC

[ ]
0

( )
( )

ˆ ˆ, ( )
N

b g x
V V g x

S u v g x

=
=

=


Gradient Gradient vector flow (GVF) by Xu and Prince

0 ˆ ˆ( ) | | [ , ]·{ }t g V u vφ κ φ φ∂ = + ∇ − ∇

[ ]ˆ ˆ,u vg∇

[ ]ˆ ˆReplacing by ,g u v∇

That is,
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Chan-Vese AC
• Chan-Vese (CV) energy functional

cin and cout are mean values inside and outside the curve C.

• Leading to

• That is,

• Does not depend on edge function g.

2 2
0| | ( ) ( )it on utV I c I cφ φ νκ ∂ = ∇ + + − − − 

2 2

inside( ) outside( )

( ) = ( ) -   + ( ) -  in out
C C

F C I x c dx I x c dx∫ ∫

( ) ( )2 2
0

0

N in out

b const

V V I c I c

S

ν= =

 = + − − − 

=

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Connection: Diffusion Filters and ACs
• Geodesic AC flow

depends on two functions: φ and Ι

• Consider the case φ = Ι , leading to

which resembles Perona-Malik diffusion model.

| | div ( )
| |t

II I g I
I

 ∇
∂ = ∇  ∇ 

| | div ( )
| |t g I φφ φ
φ

 ∇
∂ = ∇  ∇ 

self-snake model

I Iφ =
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Self-snake

Denoising using 
self-snake model

Original image

After 10 
iterations

After 30 
iterations
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Bone Segmentation
Bone segmentation from CT images

• critical component in computer-assisted orthopedic 
surgery
• challenging task due to inhomogeneous bone structures, 
low contrast edges, and overlapping intensity values of 
bones.

Typical CT bone images with challenging obstacles for accurate segmentation
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ACs in Bone Segmentation

Initialization GeodesicGeometric CVGVF-Geo

• The first three ACs: edge-based   sensitive to noise.
• CV AC: without edges  more robust to noise.


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Problem of CV AC

• CV AC is sensitive to contrast level.

Contrast 
13 %

1%




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Why CV AC Fails

 In CV energy, an object is 
represented by its mean value 
only.

The global minima of the CV 
energy F(C) do not guarantee 
the “desirable” segmentation 
result.

Plot of F(C) vs. iteration number. 
The obtain minimum (34) is NOT the “desirable” one (197).

“Desirable” minimum, 

F(C) = 197.

Initial,
F(C) = 645

Intermediate,
312

Final curve,
34

Desired,
1972

inside( )

2

outside( )

( ) = ( ) -   

+ ( ) -  

in
C

out
C

F C I x c dx

I x c dx

∫

∫



38

CV AC tries to minimize the dissimilarity within each segment. 

I proposed to incorporate a Bhattacharyya distance-based term, B(C), leading to a 
new evolution flow that both minimizes the differences within each segment and 
maximizes the distance between distinct segments.

where is the Bhattacharyya coefficient, pin(z) and pout(z) the density
functions inside and outside C, β ∈ [0,1] a weighting parameter, and γ and η adjusting constants.

•The derived evolution flow:

where φ is a level set function, δ(⋅) the Dirac function, Ain and Aout the areas inside and outside C.

0Length( ) Area(inside( ))C V Cγ+ +

( ) ( ) ( )in outZ
B B C p z p z dz≡ = ∫

( ) ( )

( )

2 2
0

1 1 1 1 11 ( )
2 2

in out

in out
Z

in out out out in in

V I c I c

p pBt z I dz
A A A p A p

γκ β
φ φ

β δ

  + + − − −  ∂  ≈ ∇     ∂  − − − + − −            
∫

Augmented CV AC

( ) ( ) (1 ) ( )E C F C B Cβ β= + −
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Testing Data

A set of 16 CT images covering
knee region of a patient.

 “ground truths” drawn by a
medical expert.

Adding Gaussian noise to the GTs
to have 16x5 = 80 noisy images of
SNR = 10, 20, …, 50 dB.

Changing background intensity of
the GTs to form 16x10 = 160 images
of contrast levels varying from 1% to
20%.

contrast 1% 11% 20%

A real CT image
with drawn GT

SNR 10dB 20dB 40dB
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Evaluation Method

Two error measures:

the relative overlap  global goodness

the difference between two contour  details of the object shape

The closer these errors to zero, the better the segmentation result. 
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Experimental Results

Initial,
F(C) = 645

Intermediate,
387

Final curve,
196

The “desirable”
minimum was
found.
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Noise sensitivity

30 dB

The proposed
AC is least
noise-sensitive.

10 dB








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Contrast Sensitivity

Contrast 
13 %

The CV AC is
very contrast-
sensitive.

1%







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Real CT Images
Initialization Geodesic Aug. CVGeometric CVGVF-Geo

Aug. CVCV Manual3D-DOCTOR

3D-DOCTOR: 
a commercial software, 

approved by FDA.
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Performances of Aug. CV AC applied on the real CT data set vs. β values

This model is not much β-sensitive since it performs well 
with many β values ranging from 0.4 to 0.7.

Sensitivity to β

Initialization β=1 β=0.8

β=0.5 β=0.3 β=0



 
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Discussions

• Aug. CV AC overcomes limitations of the classical CV 
AC when dealing with low contrast images and images 
having inhomogeneous objects. 

• Less sensitive to noise. 

• Faster despite higher computational cost.

• How to choose parameters systematically? – Unsolved.

• Quantitative evaluation on large data sets of medical 
images will be done in our future work to quantify its 
effectiveness in clinical usage.
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Contributions

Technical
1. A novel approach for Hessian 

eigen-analysis with emphasis on 
preserving junctions while 
enhancing line structures

• Calculating second-order 
derivatives in directional images

2. A new energy functional for 
segmenting inhomogeneous 
objects

• Incorporating density distance 
into the Chan-Vese functional.

Medical
1. Vessel enhancement in 

angiography images

• without junction suppression

• more robust to noise

2. Automatic bone segmentation 
from CT images

• topology adaptable

• robust to noise and contrast
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