-

Hop-based Energy Awarifég
Routing Scheme for: m

Wireless Sensor Networks

—

Jin Wang

Advisor: Prof. Sungyoung Lee
Date: November 19, 2009

O

D e o e

Computer Engineering Department,
Kyung Hee University

N

Ph. D. Defense

IS b L ol e e e !

1 1RV

1 Nilld |
M i s b o, 5 s il il

UC Lab, KHU

1



Contents

e Related work

e Proposed idea: HEAR

o HEAR algorithm for WSNs

6 Performance evaluation
‘ 6 Conclusions and future work

Ph. D. Defense UucC Lab, KHU




Problem statement

<+ Transmission manner

= Small scale network: single hop transmission is preferred
= Large scale network: multi-nop transmission is preferred
= How to determine the transmission manner under diff. networks?

“* Hot spot phenomenon

= Nodes close to BS die early using multi-hop transmission
= Nodes far from BS die early using single hop transmission
= How to alleviate this phenomenon under diff. transmission manner?

 Optimal hop number
= Commonly agreed that multi-hop trans. is more energy efficient.
= How to determine the optimal hop number and intermediate nodes?

s Up to now, the hop-based routing Iin
‘ SNs is not well addressed
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Motivations

“ By using hop-based routing mechanism, the
energy consumption can get reduced

 The network lifetime can get prolonged
It can alleviate the hot spot phenomenon
< It should be energy balancing and efficient

“ It Is distributed, localized and easy to apply

A
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Contributions

*We propose a Hop-based Energy Aware
Routing (HEAR) algorithm for WSNSs.

“* By using our HEAR algorithm, the hot
node phenomena in WSNs can get
alleviated.

+*We make extensive simulations to validate
the performance of our hop-based energy
aware routing algorithm.

A
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Focus of this dissertation

= Objective:
» prolong network lifetime

= Means:
e reduce and balance energy consumption

= Research topic:

 routing

= Unigueness:
e from hop number point of view

A
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2. Related Work:

\I\IQI\Io

Routing protocols

VVJIIN

Hierarchical
-based
Routing

Flat-based

Routing

Representative Representative
ones: ones:

Directed diffusion LEACH [32, 33]
[36, 37] PEGASIS [41]
SPIN [31, 38] HEED [48]
GRAB [42] Others: [27-65]

Others: [27-65]
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Location-
based
Routing

Representative
ones:

GAF [21, 22]
TTDD [39]
MECN [50]
Others: [27-65]




3. Related works

Other hop-based routing algorithms

diff. energy models
and optimal hop
number.

But:

1. They treat each
node equally

2. More simulation is
needed

3. Study under real
sensor network is
gaeded [2001]

AN

treat node differently.
But:

1. They only use
direct trans. by CH

2. No study of hop
number

3. No study of the
performance of hop-
based routing [2002]

(The authors study \fThe LEACH authors\fThe authors study vThe author explain \

selection of trans.
manner .

But:

1. They only treat 2
hops routing as
multi-hop routing
2. Further analysis
and simulation is
needed [2006/2007]

AN

the influence of hop
number on many
network metrics.
But:

1. Theoretical
analysis of hop
number is needed
2. More simulation
IS needed [2004]

N

J

Ph. D. Defense

UC Lab, KHU




3. Proposed Idea : HEAR

“ How to determine the
next hop node iIs one
critical issue In routing

“ The next hop node
selection criteria:

= Lowest ID

= Max-degree
Shortest-path

Max. residual energy
Greedy routing

Sowurce node has
data to send 10 BS

r

Determine irans. manner

v

Determine next hop
based on HEAR

Next hop
1s BS?

| Terminate

Probabllity based

)| oes..
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Brief workflow of HEAR algorithm




4. HEAR algorithm for WSNs

<+ Relevant models

Traffic model

Energy model
The first order radio model

Propagation model
it Free space & Multi-path model

Network mode
it Directed graph with G=<V,E>
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Network model

WSN can be regarded as a
directed graph G=<V, E>
where V represents the set of
vertices and E represents the
set of edges

Assumptions about WSN

Ph. D. Defense

Sensors are stationary
Sensors are homogeneous
Sensors are left unattended
Sensors are location aware
There is only one sink node
Comm. links are symmetric
There is no big obstacle

Table3  Definition of network parameters
Parameter | Definition

A Area of sensor network

N Number of sensor nodes

R Maximum transmission radims

[ Data length

BS Position of Base Station

d Distance between source and sink node

UC Lab, KHU




Propagation model

1. There exists a direct wireless link between ¥ and v of P2 [/ where P 15 the power of

recetved signal by v and f§ denotes the sensitrvity threshold.

2. Ifthe communication distance is less than a crossover distance (d, ). the Frss free space

model is used (d”attenuation). If the distance is larger than d___ . multi-path mode s

used (¢° attenuation).

3. The crossover distance 1s defined as

d

crazIover

4Ly

f\.
where:

L 21 1sthe system loss factor not related to propagation,

h

. 15 the height of receiving antenna above ground,

h. 1 the height of transmitting antenna above ground,

A 1 the wavelength of the carrier signal.

Ph. D. Defense

(+1)

\/
0‘0

where:

\/
0‘0

Free space model

_ RGGA

T (am)’L “-2)

P(d)

B (d) 1is the receive power given a transmitter-receiver distance o .
P is the transmit power,
G, is the gain of the transmitting antenna.

G, is the gain of the receiving antenna,

L
A 1s the wavelength of the carrier signal,
d is the distance between transmitter and receiver,

L =1 is the system loss factor not related to propagation.

Multi-path model

BG.Ghh

— (4.3)

P(d)=

where:

P (d) is the receive power given a transmitter-receiver distance o ,
P is the transmit power.

&, is the gain of the transmitting antenna.

&, is the gain of the receiving antenna,

A, is the height of receiving antenna above ground.

A, is the height of transmitting antenna above ground.

d 1s the distance between transmitter and receiver.
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Energy model

The energy consumption model we use i this thesis 1s called the first order

ﬂ

Electronics

Ak d)
radio model 32, 33]. Each sensor node will consume the followmg E. amount k bit packe [k bit packet
= Th .| Transmit Receve
Tx Amphfier Flectiotics —

of energy to transmit a [ -bits message over distance

1E+£d ifd<d,

glac

(ld)=
EK Er'zfar-l- ‘C’:np (Z# Jdidﬂ

E,, amount of energy to receive this message:

ERTU):{'E

glec

and £, amount of energy to forward this message:

elae

,WE+% ifd<d,

E

X

d)=E;{l.d)+

alae
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VE e d, fdd,

(43)

g *l’%dn .

: |k[‘ :|||||

Fig. 12.  Radio energy dissipation model

Table4  Definition of hardware parameters
Parameter Definition Unit
E ! Energyv dissipation 20 nJ/ bit
&lac
Free space model of bit'm”
£, P 10 pJ/bit/m
c Multi-path model of 0.0013 pJ/b it/m*
g
/ Data length 2000 bits
Distance threshold ;
d, £p/€,, m
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Traffic model

“ There are four types of traffic models for WSNs, namely time-
based, event-based, query-based and hybrid traffic models.

= Time-based traffic model is used in applications like seismic and
temperature monitoring, video surveillance etc.

= Event-based traffic model is used in applications like target
tracking, intrusion/event detection etc.

= Query-based traffic model is used in applications where the
remote control center sends a query for certain information at
some area.

= Hybrid traffic means more than one traffic mode above are used
simultaneously. For example, during time-based traffic
monitoring period, remote center can also send query for info.

* In this thesis, we mainly use time-based and event-based traffic

‘ odels.
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Problem formulation

Fiﬁ. 13 <hows 4 one dimensional limear sensor network model where exch To transmit a one cbit message over 11-hop route in Fig. 13 will consume a total E(n)

amount of energy as follows:

sensor 1ode 15 placed along a e with mdrvidual distence 7. The dlstance

between source and sink node 5 and the energy modk] 1 caled the fis B} = (B g 1 +Z i a7 "
413

]

order adio model, == By Y iy 1)

i=l

n
here, Z}; =d, &uy=6; when =2 and ¢, =¢, when ¢=4.
i=

iy
. .. .. >._... Sink
< d >{

Fig. 13.  One dimensional linear sensor network model under constraint conditions like Z}‘, =d and hardware parameters listed in Table 4.
i=l

Our objective is to find the minimal value of E(1) with optimal hop number n and 7,
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Determination of the optimal hop number

. . . . ; ]
For a given source to sink node distance d (d = ZJ; ). the latter pat in Eq. (4.13) ¥,
iw]

5 2" < Unfortunately, the optimal
hop number can not be used
directly for 3 reasons:

Ew) iscqualto = Hop number should be an integer
value rather than a decimal one

= Constraint conditions like d>d0 (d<dO0)
should be met under different radio

has a mimnimal valie when =r,=...=y, =d/n. Finally, the total energy consumption

E(n)=(2n=1) By + € n-(d )", (4.16)

Eq. (4.16) has the minimum when EI(H):O o

parameters
2, +6,,-(1-0)-(d 1) =0, = Itis impossible to find such optimal
intermediate nodes under practical
Finally, we can get the optunal theoretical hop mumber as: sensor network
e (@D an < Therefore, we have to find
apt anp PNl o i
the sub-optimal hop number
and the corresponding optimal individual distance as: an d p ro p er | nterme d | ate
" nodes under practical sensor
I :df?loprzq(a_l;{:w (4.18) netwo rk
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Determination of the transmission manner

When the source fo sink node distance d <d, . it is easy to prove that E(n) mnEq. (4.13) This. if the distance d ¢ d d e will still choose direct transmission

15 a monotonously increasing function for hop number » . So, direct transmission (n=1) 1s

abvays e energy efficent than - hop rasission (1 2, with mult-path model. If o > ., we wil choose multi-hop transmission. Table

Whend & (d,.2d,), we can either use direct transmission or 2-hop transmission manner. 0 l1sts the determmation of transmission manner under different source to sink

Let node distance

f(d ) Ej, E‘.Iuin'—}mp (2 ) 20

Direct

Table 6  Determination of transmission manner

50:

(@)= (B 6y )~ (E 2, 1) d Direct Transtuission | Multi-hop Transtuission

=5, d4-s d*12-12E, >0,

elec

(4.14)

d<d, J

Eq. (4.14) will always hold true when:

d2d = J‘Sff“m d<d<d J

» (4.15)

d <d y

and the critical distance d, =104 here. ‘

Ph. D. Defense ucC Lab, KHU




Determination of the sub-optimal hop number

“ We can not use the
optimal hop number for

3 reasons.
< We propose an
empirical selection

criterion of the sub-
optimal hop number.

Table 9

Selection criterion of the sub-optimal hop number
d r Hop Number
(0.d) n<d 1
[d.2d,) | 1. <d, :
[(-Ddy,nd) | 7,01, <d n

Ph. D. Defense

Selection criteria of the next hop node:

1. Each infermediate distancer, = d/ My with similar distance.

2. A node should choose its next hop node which 1 closer to sink node than itself.

3. Intermediate should be as close to the direct line from source to sink node as possible.

Fig. 16 Tllustration of the next hop node selection criteria
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HEAR algorithm

“* HEAR Is a distributed and localized algorithm
which combines the general routing mechanism
with hop-based nature during routing process.

<* Each sensor node has two tables. One Is the
routing table and another is neighboring table.

<» Each node can make intelligent decision of the
next hop locally and it is easy to implement for
practical engineering applications.

< HEAR algorithm consists of two phases which
are route setup and route maintenance phase.

A
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HEAR workflow and features

Source node has
data to send to BS

v

Determine trans. manner o

based on Table 6

Y
®

N

Determine next hop
based on Table 9

|

Send RREQ to its next
hop neighbor (with its
own info. inside)

i

Next hop node receives
RREQ and sends ACEK

!

Link failure? e

Restart roure setup phase
by source node

i

Delete this broken link

5

Notify involved nodes
and send RERR

(12=11 )

N

Determine nexi hop
based on Table 9 until |«

RREQ reaches BS

|

BS sends RREP to source
and traffic session begins

Fig. 17. HEAR algorithm workflow

Ph. D. Defense

<+ HEAR features

UC Lab, KHU

Random and
dynamic network

Distributed and
localized

Hop-based
Energy efficient
Energy balancing

Alleviate hop spot
phenomenon

Easy to implement




5. Performance evaluation

Hop number
°
°
Energy 6 * 6 Network lifetime
: L I °
consumption P \ °

Evaluation

Hot spot G Packet

phenomenon reachability

A
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Simulation environment

Table 12

Simulation environment

Parameter

Value

Network size

[100X 100, 800X 800]m"

Node number

[80. 500]

Trans. radius

[80, 300] m

Sink node location

Inside or outside

Data length 2000 bits
Initial energy 2]
E,,. 50 nJ/bit
£, 10 pJ/bit/m’
£ 0.0013 pJ/bit/m’
d, r'q,& 18, 8T Tm

\

Ph. D. Defense

<da SO™ =7 _'._1
180 an a1, a |
20 =
180 8 ]
G o 45 7
140 28 2 -
<0 “3 a3
120} A4 0 g0 1
27 a8 a7
100 = 2 a0 1
=8 13 29 24 £
a0 2 22 ]
a1
eo0 ax a6 ]
<4 A
=0 13 AGD5 =7 -
o P AB L PR . . =
"o 20 40 a0 80 100 120 140 160 180 200
Fig. 18. Sensor network simulation environment

5.2 Algorithms to compare

We compare our HEAR algorithm with the following algorithms

A)
B)
C)
D)

E)

Direct transmission algorithm

Greedy algorithm [47]

Maximal remaining energy (MRE) algorithm [59]
LEACH algorithm [32. 33]

HEED algorithm [48]
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Energy consumption

under diff. R

Simulation environment:
N=300: [X. Y]=[300,300], BS(150.150). k=2000 bits:

R €[50140]. d.=120and A =20.
» Observations

= HEAR>Greedy>MRE>
Direct transmission

= When R is small, more
energy is consumed

= R e[90,120] can ensure

good performance for

greedy and MRE algo.

ik d=180m
3 1 1 1 | 1 |
#
— Direct Trangrizsion
: : : ! | €& Greedy Aglrithm
L e e o -0 [ "
; ' | ' | — HEAR Aglrithm

Ernergy consurmption

A0 il 70 il a0 0 10 1200 1300 140
Transmission radius (R)

Fig. 19.  Energy consumption under different R
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Energy consumption under diff. d

Simulation environment:
N=300: [X. Y]=[300,300]. BS(150.150). k=2000 bits;

d €[90,200].R=110.d_=120and A=20.

+» Observations

= HEAR>Greedy>MRE>
Direct transmission

= Energy consumption
Increases with d

= Similar performance for

4 algorithms when d is

small

Ph. D. Defense

0.02

LG -

=
=
{ —
(m )

Energy Consurmption
[}
=

0.006

..................................

.......... E-...........E..."....... - HEARAglrlthm

| I I I
1 Ll 1 1 E-
— Direct Transmiszion /

—&- Greedy Aglrithm /
—&~ MRE Aglrithm

0.002
B0 100 120 140 160 180 200
Distance (d)
Fig. 20.  Energy consumption under different
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Energy consumption under diff. N

Simulation environment:

N €[100,300]: [X. Y]=[300.300]. BS(150.150). k=2000 bits:

R=110.d.=120and A =20.

» Observations

= HEAR>Greedy>MRE>D
Irect transmission

= When N is small, the
value changes a lot due
to random topology

= The fluctuation becomes
smaller as N Increases

A

Ay erage energy consurmption

3
¥ 10
1 RS IR AR St MRS MRS MR
j\ . |
1 =" 'xf'i'"j---_'l---"""-----E'--_'"T'--_--'I---""i ----------------- -
AR o
B T e s LR
N T I R T
1] N S S-S SO — Direct Transmission | ___|
E ---- Greedy Aglrithm
i — - MRE Aglrthm
: — HEAR Aglrithm
L R AR i S St S
D..'i;—--:--f------J-------:------- ------- e S D . =
a? ¥ I bbbl ol e ittt It T
I TR N TR RN T T B

0
100 120 140 160 180 200 220 240 260 260 300
Node number (N}

Fig.21.  Energy consumption under different N
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Energy consumption under diff. BS location

Simulation environment: 10"
12 ! ! T ! ! b
N €[100,300] : [X. Y]=[300.300]. k=2000 bits: 5 5 o MRE Algorth
i -5 Greedy Algorithm
— HEAR Algorithm

R=110.d.=120and A=20.

BS moves along diagonal line from (0.0) to (300.300)
% Observations
= HEAR>Greedy>MRE

= |t is symmetric based on
line x=150

= The energy consumption
Increases as BS moves

Ay erage energy consurmption

_ 0 B 100 15 2 % W
from (150,150) until B focatn
outside . . |
Fig.22.  Energy consumption under different BS location
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Energy consumption under diff. net. scale

0.05

0.045

0.04

—_
[
ol
[y |

0.03

0.0%

0.0

Total energy consumption

—
—
—
[y |

0.01

0.005

Fig. 23

BS(E0,125)

| — MRE Algarith
| -==- Greedy Algorthm

4 [irect Transmissioin

| — HEAR Algarithm

Total energy consumption

Total energy consumption under small scale network

Ph. D. Defense

05

0.45

—
.

—
Ly
o

[
[

Fig. 24.
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BS(150 400)

— MRE Algorithm
-=== Gready Algonthm
# Direct Transmissioin
— HEAR Algarithm

.......................

........

' '

i i

] _,-"/I
................................................... Pt TPty

1 1 1 '

150 200
Round

(b) BS placed outside

|
250

Total energy consumption under large scale network




Energy consumption under diff. traffic model

o i’ Under different trafiic pattem i Under different traffc patterr
YT T T T T | , ,
— Direct Transmission ]\ f\{f
R R N N T N R N ---- Gready Aglrithm ! ALY
T e e - frreed Ay | A AV
J] oy Ir"\ | Mﬂ \ﬁj\ﬁ‘ fM ﬁ rﬁ\ ‘IJ\ J‘u 1] PO MRE Agtrhm - )‘H.h‘_
Vi v Wf Eoat l:l}\ il '\i Fa — HEAR Aglrthm ! “M”
gL T i 5 e T kU
£ C 01 il Direct Transmission 2 i \ﬁﬁ: |
7 | === Greedy Aglrithm § : y de :
5 b il MRE Aghihm 1L S )
3 ) beeeedeesnsndensesssbonsgentonganedessnnnt — HEAR Agrthm & | ﬁ /H ]’* | o
R E O A R 5 ! | oy
IR IV O TR : il M
g \..’H \': J,\J' :. j. ,r i ) I\":'.I:JILI i"\’l 'k’ ‘."r'r‘ l', 5\/‘:1 L'f !:-[ o4 $ 04 "ﬁﬁr‘i 1|.|{r+“{..‘j?i?‘lrﬂ’-,
L s e eir e S e e S I N VR TR
< : o | o ),
i : | i \ i % | :"
) I N N N TN N R | |
0 0 20 30 40 4 6 70 80 W0 100 0 | |
Number of simulation 500 1000 1500 2000

Packet length

Fig. 25, Average energy consumption under different traffic pattern Fig. 26,  Average eneray consumption under different packet lengh
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Hop number under diff. network topology

Simulation environment: ,
Under different network topology

N =300 [X. Y]=[300.300]. BS(150.150). k=2000 bits: 24 fmeneetennrcizeeceadeaee — Direct TraNSMISSION fovtenmeevioneead]
; : v | === Greedy Aglrthm I ;
: : : — - MRE Aglritk : :
R=110.d. =130and A=20. 2o lﬁ """ — HeARAgitm [T
S '||I-§-.l.J... Lé...4l_li..§ ..... LE:' ..... é,lhl..l'ré-llll.!.]--é ..... ili: ._..l:.l..i ..... il
< Observations g PR R T
. e T A TS L HUUR I R O SO
= Direct transmission> TR R AT YT S $
2l wpeataa Bl t b bt
HEAR>Greedy>MRE "E;"E' R RTINS R VA A W
- HEAR and greedy have c%1.4-......i........i.......;.......i.......i........:.......: .................... .
stable performance LA A N P
= MRE performance varies ] S S e S R B R
i T R R S R S R
very much under different og——t—L L
network topology Number of simulation

‘ Fig. 27, Hop number under different nefwork topology
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Hop number under diff. R

5 T | T T T |
' ' ' ' V| == Direct Transmission

. L | v =6 Greedy Aglithm
N =300; [X. Y]=[300.300]. BS(150.150), k=2000 bits: 45 | 6 MRE g\glrigthm

bbb [ HEAR Agltm
R €[50.140].d. =130and A =40. “\\

Simulation environment:

+» Observations

= Direct transmission>
HEAR>Greedy>MRE

= Performance decreases
with R on average

= When R<110, HEAR and
greedy algorithms have R D N N S S
Similar performance 0 8 70 BDTransrr?iUssion rl?:l?us (R;m 120 130 140

' Fig. 28.  Hop number under different transmission radius

Ph. D. Defense UucC Lab, KHU 30

Axverage hop number




Hop number under diff.

BS location

Simulation environment:
N =300 [X. Y]=[300.300]. k=2000 bits;

R=110.d_=130and A =40.BS moves along

line x=150 from (150,0) to (150.390)with step size 30

* Observations

= Direct transmission>
HEAR>Greedy>MRE

= |tis nearly symmetric based
on line x=150

= The hop number increases as

BS moves from (150,150) until

outside

Ph. D. Defense

UC Lab, KHU

4 T I | T
' ' == Direct Transmission ]
=& Greedy Aglithm

—& MRE Aglrithm
— HEAR Aglrithm

34

Awerage hop number

i i | i
200 230 30 30
BS location

|
0 & 10 18

400

Fig. 29.  Hop number under different transmission radius
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Network lifetime under diff. network topology

Simulation environment: - Under diferent network topology
N =300, [X. Y]=[300.300]. BS(150.150). k=2000 bits: so000 -V H-+
R=110.d. =130.A=20and E,, =2 Joule. e A AL B R AL L S [
o " B0 e demmeeebeemmashocemnseeeeeeoseeeehestase s shessssdennnsar
K Observatlons E : : : : : i |— Direct Transmission
T |-+ Greedy Aglithn
* HEAR>Greedy>MRE> £ mh oo
- . - 5 L b | — HEAR Aglithm
Direct transmission T I R S S
c O STY N SRR W TR RO R O UL A VO S
- Performance Of HEAR g 500 I\{k|*'|\']JL*H”JlJ:.JHrli-HTT"H_
X > R T O L MR O (AL | R AP (B
changes under diff. < m .T.H.-.;..“.l.r&.;Lf.z4;.'¢.-'..u.;..-'.g.L@-:.t.:.‘..;f.-..h:;..af.Ji‘l,;.u.’.azﬁ.;..ifl
N B ! I
A N
network topology S0
2 to 4 times longer 1 T O O O
i i 0 10 20 0 40 S B 0 8 9 10
network lifetime than b 2o

the other 3 algorithms
Fig. 30.  Network lifetime under different network topology
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Network lifetime under diff. BS location

500°500m* BS(250,250)

|||||

|||||

|||||

|||||

|||||

1\
|
|
|
|
|
|
|
_'
|
|
|
|
|
1
|
|
|
|
|
|
.
0
¥

frans.

—— Direct

—G0— Greedy algo.
—A—MRE algo. |
—+— HEAR algo.

|||||||||||||||||||||||||

|||||||||||||||||||||||||

e — e o ———— —

algo.

—&— Greedy algo.
—+—HEAR algo.

I —A—MRE

—»
Loy
[ |

S wiaill yIomiasN

160 180 200 220 240 260 280 300

140

200 250 300 120
Transmission radius (R)

130

100

Transmission radius (R)

Fig. 32.

Network lifetime with BS placed mnside

Fig. 31.

Network lifetime with BS placed outside

33

D
T
X
a
©
—
O
D

Ph. D. Defense




Packet reachability

Simulation environment: [%.Y}=[500 600], BS(400,400)
1 & # & " al.
N =[50.100]. [X. Y]=[800.800], BS(400.400), k=2000 bits; | L
! : : : : ! . S
I
R=[110.140].d, =130.and A = 20. JE I, (N P B
’:’ ObservatiOnS g 0911 ....... , ............................ f {:____:._#_Jf
= |deal (Flooding)>HEAR uas*b"’
= Performance increases  © gl o
with N (network density) & |-~ =T 0 e
I T o e SR N I
- . 7 : L : -4~ Ideal(R=120
= Performance is 100% in ST T e
- 1 OO P T S S SO deal(R=130) |
the environment above 2 e T S Ty
e A [ MealRetd)
g LOW paCket reaChabIIIty D'E‘SSEI 5|5 E;J Ei’i 70 v B0 B 80 SIE 100
IS caused by void nodes Node number ()

‘ and void area. Fig.33.  Packet reachability
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Comparison with LEACH and HEED

We consider the following 4 scenarios:

O Scemario 1: In 2 2002 200" network. there are 100 sensor nodes with

sink node at (100 200).

\ - - ji .
O Scenario 2: In a 500300 network, there are 300 sensor nodes with

sink node at (250, 250).

O Scenario 3 In a 500X 300" network. there are 300 sensor nodes with

sink node at (250, 330).

O Scenario 4: Tn a 8003 800" network. there are 500 sensor nodes with

sink node at (400, 800).

Ph. D. Defense

Table 14 Average energy consumption () under 4 scenarios

enario | 2 3 !
Algorithm

LEACH 0.0013 | 0.0060 | 0.0676 | 0.2664

HEED 0.0010 | 0.0027 |0.0272 | 0.0847

HEAR 0.0004 | 0.0007 |0.0020 | 0.0029

Table 15 Average network lifetime under 4 scenarios

CeNario l 2 3 4
Algorithm
LEACH 476 | 256 | 23 7
HEED 537 | 458 | 93 1
HEAR 769 | 667 | 294 | 17
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Hop spot phenomenon under LEACH
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(a) hot spot nodes under direct trans.
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Fig. 34.
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(b) hot spot nodes under multi-hop trans.




Hop spot phenomenon under HEAR

Hit spod nodes under HEAR; BS0150,150)
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Hot spod nodes under HEAR; B5(150 400)
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Discussion

< Different set of hardware parameters may
have various performance, but the hop-based
routing methodology iIs the same

“ The hop spot phenomenon can be further
alleviated by considering residual energy

< The network lifetime can be further prolonged
by optimizing each individual distances

< Shortcoming of HEAR is to know the relative
distance between each node and BS. Besides,
oroper next hop is not available under very
‘ ow density network or under big obstacles.
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6. Conclusions and future work

“* Propose hop-based routing for WSNs from
hop-based aspect and deduce:

= Transmission manner
= Optimal and sub-optimal hop number

*Propose HEAR algorithm
= Energy consumption can get reduced
= Network lifetime can get prolonged
= Hot spot phenomenon can get allievated

A
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6. Conclusions and future work

“* Future work can be done in the following
aspects:

A

HEAR with concern about residual energy
HEAR combines with clustering mechanism

HEAR-I to use different distance so that each node consumes
the same amount of energy (further prolong network lifetime)

HEAR combines with probability mechanism
Study other network metrics related with hop number

Ph. D. Defense ucC Lab, KHU




41

=)
T
X
1]
©
e
O
=)

Ph. D. Defense




	Hop-based Energy Aware Routing Scheme for  Wireless Sensor Networks 
	Contents
	Problem statement
	Motivations
	Contributions
	Focus of this dissertation
	2. Related Work: Routing protocols for WSNs
	3. Related works
	3. Proposed Idea : HEAR
	4. HEAR algorithm for WSNs
	Network model
	Propagation model
	Energy model
	Traffic model
	Problem formulation
	Determination of the optimal hop number
	Determination of the transmission manner
	Determination of the sub-optimal hop number
	HEAR algorithm
	HEAR workflow and features
	5. Performance evaluation
	Simulation environment
	Energy consumption under diff. R
	Energy consumption under diff. d
	Energy consumption under diff. N
	Energy consumption under diff. BS location
	Energy consumption under diff. net. scale
	Energy consumption under diff. traffic model
	Hop number under diff. network topology
	Hop number under diff. R
	Hop number under diff. BS location
	Network lifetime under diff. network topology
	Network lifetime under diff. BS location
	Packet reachability
	Comparison with LEACH and HEED 
	Hop spot phenomenon under LEACH
	Hop spot phenomenon under HEAR
	Discussion
	6. Conclusions and future work
	6. Conclusions and future work
	슬라이드 번호 41

