
【별첨 4】 

 

Design Document 
for 

Development of Mining Minds Core 

Technology Exploiting Personal Big Data 

(Project No. 10049079) 

 

 

 

Professor Sungyoung Lee 

 

 

 

 

  

Kyung Hee University 

April 24, 2015  



2 
 

Contents 
1. Introduction ........................................................................................................................................... 8 

1.1. Definition ...................................................................................................................................... 8 

1.2. Motivation ..................................................................................................................................... 8 

1.3. Scope of Mining Mind Ver. 1.0 .................................................................................................... 8 

1.3.1. Mining Minds Ver. 1.0 Architecture ..................................................................................... 9 

1.3.2. Technical Limitation ........................................................................................................... 10 

1.4. Mining Minds Ver. 1.5 ................................................................................................................ 10 

1.4.1. Mining Minds Ver. 1.5 Architecture ................................................................................... 11 

1.4.2. Technical Limitation ........................................................................................................... 11 

1.5. Functional View .......................................................................................................................... 12 

1.6. Use Case Diagram ....................................................................................................................... 13 

1.7. Development Environment (Tools) ............................................................................................ 16 

2. Related Work ...................................................................................................................................... 18 

2.1. Commercial Projects and Frameworks ....................................................................................... 18 

2.2. Commercial Platforms ................................................................................................................ 19 

2.2.1. Google Fit ........................................................................................................................... 19 

2.2.2. Samsung S Health ............................................................................................................... 19 

2.2.3. Microsoft Health ................................................................................................................. 19 

2.2.4. HealthKit ............................................................................................................................. 19 

2.2.5. FitBit ................................................................................................................................... 19 

2.2.6. SAMI ................................................................................................................................... 20 

2.2.7. Open M Health .................................................................................................................... 20 

2.3. Commercial Applications ........................................................................................................... 20 

2.4. Proposed System ......................................................................................................................... 21 

2.5. Summary ..................................................................................................................................... 22 

3. Data Curation Layer ............................................................................................................................ 24 

3.1. Data Curation Layer Functional Diagram ................................................................................... 24 

3.2. Data Curation Layer Use Case Diagram ..................................................................................... 25 

3.3. Data Curation Layer Sequence Diagram..................................................................................... 26 

3.4. Data Curation Layer Component Diagram ................................................................................. 27 

3.5. Life-Log Representation and Mapping ....................................................................................... 27 

3.5.1. Introduction ......................................................................................................................... 27 

3.5.2. Related Work ...................................................................................................................... 27 



3 
 

3.5.3. Components Description ..................................................................................................... 28 

3.5.4. UML Diagrams ................................................................................................................... 30 

3.5.5. Uniqueness .......................................................................................................................... 31 

3.5.6. Summary ............................................................................................................................. 31 

3.6. Data Acquisition ......................................................................................................................... 31 

3.6.1. Introduction ......................................................................................................................... 31 

3.6.2. Related Work ...................................................................................................................... 32 

3.6.3. Components Description ..................................................................................................... 32 

3.6.4. UML Diagrams ................................................................................................................... 34 

3.6.5. Uniqueness .......................................................................................................................... 35 

3.6.6. Summary ............................................................................................................................. 35 

4. Introduction to Information Curation Layer ....................................................................................... 37 

4.1. Information Curation Layer Functional View............................................................................. 37 

4.2. Information Curation Layer Use Case Diagram ......................................................................... 37 

4.3. Information Curation Layer Sequence Diagram ......................................................................... 38 

4.4. Information Curation Layer Component Diagram ...................................................................... 38 

4.5. Low Level Context Awareness ................................................................................................... 39 

4.5.1. Introduction ......................................................................................................................... 39 

4.5.2. Related Work ...................................................................................................................... 39 

4.5.3. Components Description ..................................................................................................... 40 

4.5.4. UML Diagrams ................................................................................................................... 41 

4.5.5. Uniqueness .......................................................................................................................... 42 

4.5.6. Summary ............................................................................................................................. 42 

5. Introduction to Knowledge Curation Layer ........................................................................................ 44 

5.1. Knowledge Acquisition Editor Functional Diagram ................................................................... 45 

5.2. Knowledge Acquisition Editor Use Case Diagram ..................................................................... 46 

5.3. Knowledge Acquisition Editor Sequence Diagram .................................................................... 46 

5.4. Knowledge Acquisition Editor Component Diagram ................................................................. 47 

5.5. Knowledge Acquisition Editor .................................................................................................... 47 

5.5.1. Introduction ......................................................................................................................... 47 

5.5.2. Related Work ...................................................................................................................... 47 

5.5.3. Components Description ..................................................................................................... 48 

5.5.4. Knowledge Curation Layer Uniqueness ............................................................................. 49 

5.5.5. Summary ............................................................................................................................. 49 



4 
 

6. Introduction to Service Curation Layer .............................................................................................. 51 

6.1. Service Curation Layer Functional Diagram .............................................................................. 51 

6.2. Use Case Diagram ....................................................................................................................... 52 

6.3. Service Curation Layer Sequence Diagram ................................................................................ 53 

6.4. Service Curation Layer Component Diagram ............................................................................. 53 

6.5. Service Orchestrator .................................................................................................................... 54 

6.5.1. Introduction ......................................................................................................................... 54 

6.5.2. Components Description ..................................................................................................... 54 

6.5.3. UML Diagrams ................................................................................................................... 55 

6.5.4. Uniqueness .......................................................................................................................... 55 

6.5.5. Summary ............................................................................................................................. 56 

6.6. Recommendation Builder ........................................................................................................... 56 

6.6.1. Introduction ......................................................................................................................... 56 

6.6.2. Related Work ...................................................................................................................... 56 

6.6.3. Components Description ..................................................................................................... 57 

6.6.4. UML Diagrams ................................................................................................................... 58 

6.6.5. Uniqueness .......................................................................................................................... 59 

6.6.6. Summary ............................................................................................................................. 59 

6.7. Recommendation Interpreter ....................................................................................................... 59 

6.7.1. Introduction ......................................................................................................................... 59 

6.7.2. Related Work ...................................................................................................................... 60 

6.7.3. Components Description ..................................................................................................... 60 

6.7.4. UML Diagrams ................................................................................................................... 61 

6.7.5. Uniqueness .......................................................................................................................... 62 

6.7.6. Summary ............................................................................................................................. 62 

6.8. Service Curation Layer Overall Uniqueness ............................................................................... 62 

7. Introduction to Supporting Layer ........................................................................................................ 65 

7.1. Functional Diagram for Supporting Layer .................................................................................. 65 

7.2. User Case Diagram for Supporting Layer ................................................................................... 66 

7.3. Component Diagram for Supporting Layer ................................................................................ 67 

7.4. Sequence Diagram for supporting layer ...................................................................................... 67 

7.5. UI Authoring Tool ...................................................................................................................... 68 

7.5.1. Introduction ......................................................................................................................... 68 

7.5.2. Components Description ..................................................................................................... 68 



5 
 

7.5.3. UML Diagrams ................................................................................................................... 70 

7.5.4. Summary ............................................................................................................................. 71 

7.6. Descriptive Analytics .................................................................................................................. 71 

7.6.1. Introduction ......................................................................................................................... 71 

7.6.2. Related Work ...................................................................................................................... 71 

7.6.3. Components Description ..................................................................................................... 72 

7.6.4. UML Diagrams ................................................................................................................... 72 

7.6.5. Summary ............................................................................................................................. 73 

7.7. Security and Privacy ................................................................................................................... 73 

7.7.1. Introduction ......................................................................................................................... 73 

7.7.2. Related Work ...................................................................................................................... 74 

7.7.3. Components Description ..................................................................................................... 74 

7.7.4. UML Diagrams ................................................................................................................... 76 

7.7.5. Summary ............................................................................................................................. 78 

7.8. Supporting Layer Overall Uniqueness ........................................................................................ 79 

8. Service Scenarios ................................................................................................................................ 81 

8.1. Service Scenarios ........................................................................................................................ 81 

9. Conclusion .......................................................................................................................................... 86 

 

  

 

 

 
  



6 
 

Chapter 1 

Mining Minds Ver. 1.5 Overview  
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Abstract  

 

The world is witnessing a spectacular shift in the delivery of health and wellness care. The key 

ingredient of this transformation consists in the use of revolutionary digital technologies to 

empower people in their self-management as well as to enhance traditional care procedures. While 

substantial domain-specific contributions have been provided to that end in the recent years, there 

is a clear lack of platforms that may orchestrate, and intelligently leverage, all the data, information 

and knowledge generated through these technologies. Mining Minds presents an innovative 

framework that builds on the core ideas of the digital health and wellness paradigms to enable the 

provision of personalized healthcare and wellness support. Mining Minds embraces some of the 

currently most prominent digital technologies, ranging from Big Data and Cloud Computing to 

Wearables and Internet of Things, and state-of- the-art concepts and methods, such as Context-

Awareness, Knowledge Bases or Analytics, among others. A limited set of these technologies are 

demonstrated in the initial prototype version of Mining Minds. The purpose of the prototype MM 

V1.5 is to build Mining Minds infrastructure and implement physical activities scenario for 

providing personalized services to the users. The scope of this version is limited to accelerometer, 

GPS, and smart watch wearable device with services only provided under the umbrella of physical 

activities. The proposed framework aims at thoroughly describing the efficient and rational 

combination and interoperation of these modern technologies and methods through Mining Minds, 

while meeting the essential requirements for personalized health and wellness support. 
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1. Introduction 
 

The provision of healthcare and wellness services is expected to drastically change in the upcoming 

years. This change has particularly been accelerated by the global socioeconomic situation. Cuts in 

government spending, an increasing population of pensioners and a growing unemployment rate 

are critical challenges for most transitioning and developed countries that add urgency to the need 

of finding new healthcare solutions. Although the efficient delivery of healthcare and assistance is 

found of key importance, it is equally or more crucial to reduce as much as possible the need of 

care. In fact, it is well-known that most prevalent diseases are partly caused by lifestyle choices 

that people make during their daily living. For example, epidemic illnesses such as obesity are 

essentially due to unwholesome diets and lack of physical activity. Accordingly, a strong interest 

has lately been shown by healthcare stakeholders in people’s lifestyle management and personal 

self-care. Bringing these lifestyle diseases under control may have a great impact on healthcare and 

assistance spending, and certainly on health itself. To support this new healthcare and wellness era 

a new concept has recently emerged. Commonly known as “Digital Health”, it refers to a renovated 

and updated view of what was already cataloged in the early 2000s as Digital Health Care, which 

embraces an enormous variety of social, scientific and technological disciplines to empower people 

to better track, manage, and improve their health and well-being. Likewise, Digital Health joins 

medical and social knowledge with cutting-edge technologies to reduce inefficiencies in healthcare 

delivery, improve access, reduce costs, increase quality, and make medicine more personalized and 

precise. Key concepts supporting this digital health revolution include, but are not limited to, 

Mobile Health, Connected Health, Wearable Computing, Ubiquitous Computing, Big Data, Cloud 

Computing and Gamification, among others. One of the most important challenges posed by the 

Digital Health refers to the use of these technologies in a rational and comprehensive manner, as 

well as their integration with current and future personalized health services and business. 

1.1. Definition 
“Mining Minds is a collection of services, tools and techniques working collaboratively to 

investigate on human’s daily routines to provide a personalized well-being and health-care support” 

1.2. Motivation 
The idea of Mining Minds covers multiple domains and set of personalized services that can benefit 

different stakeholders. To cover all aspects related to this innovative platform, and incremental 

strategy for services, components development, and infrastructure building is employed. Multi 

versions strategy is devised to achieve the overall objective of the Mining Minds. Our motivation 

for MM V1.5 is to develop the infrastructure to support physical activities scenario with smartphone 

sensors and smart watch as communicating devices. The physical activity scenario targets non 

patient as end users and the delivery mechanism is personalized wellness services.    

1.3. Scope of Mining Mind Ver. 1.0 
The objective of Mining Minds Ver.1 is to develop the infrastructure of Mining Minds in 

constrained environment. The services scope is related to physical activities that recognize only 

five activities using smartphone’s accelerometer and GPS sensors. The recommendations to the 

end users are calories based personalized physical activities; personalization handled by the 

preference of activities information. The summary of the details of this version is shown in Table 

1.1. 
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Table 1.1: Scope of Mining Minds Ver. 1.0 

Input Data 
Activities 

Recognized 
Business 
Model 

Services Technical Contribution 

Smartphone-

based 

Accelerometer 

and GPS 

1. Walk  

2. Jog  

3. Rest 

4. Ride the bus  

5. Take the  

     subway 

 

Business 

to 

consumer 

(B2C) 

Calories-based 

physical activities 

recommendations 

 Curation 

DCL : Data  

Representation  and  

Mapping 

SCL : Rule-based  

Reasoning 

 Token-based Authentication 

 UI 

 Admin View 

 Communication 

   Request-based 

   SOAP Web services 

 
   

 

1.3.1. Mining Minds Ver. 1.0 Architecture 

 

Figure 1.1:  Mining Mind Ver. 1.0 
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1.3.2. Technical Limitation 

 Poor Communication Performance due to SOAP-based Web services 

 Stress on RDBMS due to excess of data storage and persistence 

 Primitive amount of Activities were identified (5 only) 

 Request-based Recommendation generation 

 Message integrity can be compromised during communication 

 

1.4. Mining Minds Ver. 1.5 
The objective of Mining Minds Ver. 1.5 is to develop the infrastructure of Mining Minds in controlled 

environment. The services scope is related to physical activities that recognize only fifteen activities 

using smartphone’s accelerometer and GPS sensors along with wearable smart watch. The 

recommendations to the end users are educational facts, healthy habits induction and calories based 

personalized physical activities; personalization handled by the preference of activities information. 

The summary of the details of this version is shown in Table 1.2. 

 

Table 1.2: Scope of Mining Minds Ver. 1.5 

Input Data 
Activities 

Recognized 

Business 

Model 
Services Technical Contribution 

Smartphone-

based 

Accelerometer 

& GPS, and 

Wearable 

device 

1. Standing 

2. Walking  

3. Sitting 

4. Jogging  

5. Running 

6. Hiking 

7. Elevator up 

8. Elevator  

     Down 

9. Escalator Up  

10. Escalator  

     Down 

11. Eating 

12. Dancing 

13. sweeping 

14. Laying 

15. Exercising 

 

Business 

to 

consumer 

(B2C) 

 Calories-

based physical 

activities 

recommendati

ons 

 Educational 

facts 

 Healthy habits 

induction 
 

 Curation 

   DCL : Big data and Life-log 

Representation & Mapping 

   KCL : Rule-authoring 

   SCL : Generalized and 

Personalized 

Recommendations 

 Security and Privacy 

   Access model for domain 

experts 

   Data integrity check during 

communication 

 UI 

   Expert View Analytics 

 Communication 

   Real-time socket based 

communication 

   Restful services with cloud 

push model 
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1.4.1. Mining Minds Ver. 1.5 Architecture  

 

Figure 1.2: Mining Minds Ver. 1.5 
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1.5. Functional View 
The Mining Minds platform Ver. 1.5 is divided into four layers: Data Curation, Information 

Curation, Knowledge Curation, and Service Curation. The data curation layers is responsible for 

accessing the real time data and curated through our proposed method and storing the information 

into Hadoop-based distributed file system as Big data. The data stored in the Hadoop-based 

distributed file system is processed for conversion into structured format for the consumption of 

upper layers, i.e., Information Curation, Knowledge Curation, and Service Curation. This 

structured data is persisted as human life-log in the form of a relational database termed as 

intermediate data. The information curation layer utilizes the information from the data layer and 

process the low level context for activities recognition. The knowledge curation layer creates the 

rules required to generate recommendations with the help of a knowledge authoring tool and a 

knowledgebase. The service curation layer process the data for recommendation generation based 

upon the rules generated by knowledge curation layer. UI/UX Authoring Tool presents these 

recommendations to the user in a more elaborated form. The evolution of the knowledge in the 

system is maintained by taking user feedback and all the layers data; information as well as 

processes are made secure by providing security and privacy. The high-level architecture of Mining 

Minds Ver. 1.5 is illustrated in Figure 1.3.  

 

Figure 1.3: Mining Minds Platform Ver. 1.5 
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1.6. Use Case Diagram 
The overall use case diagram of the proposed Mining Minds platform is shown in the following 

Figure 1.4. 
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                                                                       Figure 1.4: Overall Use Case Diagram 
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Sequence Diagram 

The overall sequence diagram of the proposed Mining Minds platform is shown in the following 

Figure 1.5. 

 

Figure1.5:  Over all Sequence Diagram  
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Deployment Diagram 

Our Proposed platform is deployed on a distributed hybrid cloud-computing environment 

(illustrated in above figure), where 5 families of computing virtual machines are collaborating as 

participating nodes. Each family of nodes hosts a respective core from mining minds 

architecture, Node 1 provides abstraction over the internal deployments of data curation. Data for 

big data storage is deployed over a private cloud infrastructure, illustrated as Node 2 to Node 5. 

Information curation is deployed over Node 6. Node 7 hosts knowledge curation layer. Service 

curation layer is deployed over Node 8.  

 

                                                                         Figure 1.6: Deployment Diagram 
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1.7. Development Environment (Tools) 
Mining Minds Ver 1.5. is built utilizing Java 1.8 programming platform over Microsoft Azure 

Public cloud infrastructure. The private cloud environment is built using Xen Hypervisor based 

Virtual machines. For real-time communication java socket libraries are used. For request-based 

communication and cloud-based alerts, restful web services are implemented. For development 

Eclipse IDE is utilized. 
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Related Work 
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2. Related Work  
 

The user awareness about personal health has been revolutionized in past few years which is mainly 

due to the proliferation of smart phones and tons of health applications available on mobile app 

stores. This privilege of using health related systems was limited with health care professionals in 

early 90s, who used PDAs for maintaining the healthcare records and kept this handy device in their 

pockets in addition to the cell-phones of that time [R.C.Wu 2010]. This specialized trend of one 

device for one task has now been transformed into generalized and convenient public usage with 

sophisticated devices e.g. smartphones. According to the global digital statistics [Simon2014], the 

smartphone penetration has been reported around 62% of the worlds’ population. The popularity of 

health applications on these devices has been reported 4.83% from 75 billion downloads from 

AppleTM app store alone. It is also estimated that by year 2017, almost 50% of smartphone users 

will have downloaded the health application [J.Pennic2013]. 

The rationale behind targeting health and wellness systems for a user is to promote healthy life style, 

detecting early signs of ailments, reducing medical care cost, preventing un-healthy habits and 

overall monitoring of daily activities such as walking, jogging, eating and sleeping. While 

exhibiting these features certain applications like NoomCoach [Noom 2015], Argus  [Azumio2015], 

Runtastic[Runtasticc 2015] , RunKeeper[RunKeeper 2015], Zombie!Run [R. Zombies 2015], 

Digifit i Cardio[Digifit 2015], Fitocracy [Fitocracy 2015], and Map my Fitness [Mapmyfitness 2015] 

have been recorded with millions of downloads. The variety of data collected by these or similar 

applications exploits the built-in sensors like proximity and light sensors, gyroscope, accelerometer, 

and magnetometer. This data is then used for setting and achieving certain user centric milestones 

like weight loss, exercise, and women’s health during pregnancy [J.Pennic2013]. The importance 

of data related to user activities and health triggered a new wave of realization where it is believed 

that Future of Health Care is in the Data [C.M.News 2015]. Due to these factors, we surveyed and 

present few systems followed by certain additional features through a proposed system that delivers 

unique features. 

 

2.1. Commercial Projects and Frameworks 
In present era, numerous solutions are being released for promoting the health and wellness services. 

The main rational behind these new technologies, systems, and frameworks is to bring humans more 

close to their health monitoring and to improve the sedentary lifestyle. Empowering such systems 

will cast bigger and positive impact on health, medical care cost, and well-being. MyOSCAR 3.0 

[D. Chan 2007] and Know2Act [C. Health 2012] work as a health information hub and information 

exchange respectively. Know2Act facilitates the patient to receive recommendations from trusted 

circle of care givers and exploits PHR1 data. In the growing trend of internet of things and Bigdata, 

few systems exploit data generated from heterogeneous sources like sensors, wearable and social 

media e.g. NexJ[J. Butler 2013], Dancer Wellness Project [W.Shakespeare], 100K Wellness 

project[L. Hood 2014] , and Digital Health Pilot[I. R. I.] . 

LiveWellNYU[L.W.N.Y2015]  is a comprehensive framework to integrate evidence based public 

health and innovative strategies for engagement of students at New York university. Health Data 
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Mining (HDM) [T.U. Technology] is aimed to extract behavior of working aged population through 

retrospective analysis of variety of Bigdata using innovative mining techniques. The Melon 

Headband [TheMelon] developed by IDEO measures the cognitive performance of a human being 

brain and recognizes the focus. It helps to support the human to improve its focus by monitoring 

EEG and Blue- tooth 4.0LE and connects it to the mobile phone. Although aforementioned systems 

target the healthcare and relevant solutions; however, they lack providing a comprehensive 

framework for personalized healthcare data monitoring on large scale and providing 

recommendations, monitoring human activities and representing in lifelog such as provided in 

Mining Minds [Banos2015]. 

 

2.2. Commercial Platforms 
From the available shelf of popular commercial plat- forms we have selected few for discussion 

including GoogleFit[Google2015], Samsung S Health[Samsung 2015], Microsoft Health 

[Microsoft2015] , Health Kit[Apple2015] , FitBit [Fitbit2015], SAMI [Sami2015], and Open 

Mhealth [O.Health2015]. 

2.2.1. Google Fit  

Google Fit is an open ecosystem that lets developers to upload fitness data to a central repository 

where users can access their data from different devices and apps in one location. It helps to monitor 

body weight and heart rate and also manages data input from wide range of sources and uses restful 

API to assist Android applications. 

2.2.2. Samsung S Health 

It is a personal fitness tracker that helps through user fitness routines on daily basis. It allow to set 

goals and achieve them with the help of pedometer. Other features include continuous tracking on 

walking distance, calories consumption, speed, and activity duration. It lacks in local data storage 

(on user device) also it is available for Android platforms only. 

 

2.2.3. Microsoft Health 

Microsoft Health is a cloud-based service that provides actionable insights based on data gathered 

from the fitness devices and apps. Using this data it provides valuable, personal insights to achieve 

fitness goals. Microsoft Health offers only three tracker e.g. running, diet, and cardio tracker. 

 

2.2.4. HealthKit 

The HealthKit framework provides a structure that apps can use to share health and fitness data. 

HealthKit is designed to manage data from a wide range of sources and automatically merging this 

data according to user’s preferences. Apps can also access the raw data for each source and let the 

app perform its own merging. HealthKit also works directly with health and fitness devices. 

 

2.2.5. FitBit 

Fitbit is about smart monitoring, deep analytics, and motivational tools to change people lifestyles. 

It keeps tracking of your all key stats. It provides personal fitness dashboard, 30-day trends, hour-

by-hour stats, and logging food & other activities like sleep monitoring. 
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2.2.6. SAMI 

SAMI is a data exchange platform that enables any device or sensor to push its data to the cloud. 

Applications, services and devices can then use that data through simple APIs. SAMI is open and 

agnostic. 

 

2.2.7. Open M Health 

It is aimed to create a universal language for mobile mental health software, enabling all 

applications in the field to work together. It develops open data schemas that is used to provide 

guidelines for structuring different types of digital health data optimally for clinical use. It enables 

personally generated data to be integrated and used alongside clinically generated data from 

electronic health records (EHRs) and other health information technology. It is a suite of 

specifications for data interoperability and software reusability. 

This era of exponentially growing data from diverse input sources has given rise to the concept of 

big data. To handle such big data, Hadoop Distributed File System (HDFS) is used as storage 

framework and MapReduce as its processing framework. However, MapReduce is a batch 

processing framework and well-suited for offline processing. To overcome the problem of batch 

processing and support soft real-time and online processing, streaming and communication 

component provides real-time and online access to the data in HDFS and generates intermediate 

data for other components use. 

2.3. Commercial Applications 

To start with, a brief list of applications is given in Table I. These applications can log and record 

user activities as they happen. For extended functionalities, certain activities that cannot be detected 

automatically can be entered manually to enrich the input data sources. Usually these applications 

rely on the built-in sensors embedded in smart phones; however, with ever increased number of 

wearable sensors, these applications are also compatible with external devices. 

 
Table 2.3: Commercial Applications 

Sno Application Platform Features 

1 Argus Microsoft & Apple 70 million downloads( integrates with other apps) 

2 Every Move Apple & Andriod Most influential in a corporate office (office network) 

3 Human Apple 
Detects Walk, run, skip, gallop, dance, jump rope (calory 

breakup) 

4 
Map my 

Fitness 

Microsoft & Apple 

& Android 

1 million downloads. The app allows users to explore and 

manage more than 600 fitness activities running, rock 

climbing, playing tennis, or swimming 

5 Moves Apple Records any walking, cycling, and running (uses GPS) 

6 Pumatrac Apple 
Running (history, influence of external factors on 

performance i.e., weather) 

7 RunKeeper Apple & Android 

keeps track of the awe-inspiring sites along your running 

route by letting your share snapshots with friends. 

RunKeepers GPS can log walks, bike rides, hikes, and more 
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(10 million downloads 

8 Runtastic 

Microsoft & Apple 

& An- droid 

&Black- berry 

Activity, Fitness and Sleep tracker (GPS). Geo tagging while 

exercise 

9 Fitocracy Apple & Android Can sync with RunKeeper (100,00 downloads) 

10 Hot5Fitness Apple & Android 
Predefined set of workouts+ can be added at runtime (can 

sync with MyFitnesspal) 

11 
Johnson & 

Johnson 
Apple & Android 

Detects Walk, run, skip, gallop, dance, jump rope (calorie 

breakup) 

12 
Digifit 

iCardio 
Apple & Android Detects various activity using heart sensor (MIO Link) 

13 Endomondo Apple & Android GPS (running, cycling, jogging skating) 

14 FitBit Apple & Andriod Fitbit app runs without using the Fitbit wrist band 

15 MyFitness Pal Apple & Android 

keeps track of the awe-inspiring sites along your running 

route by letting your share snapshots with friends. 

RunKeepers GPS can log walks, bike rides, hikes, and more 

(10 million downloads) 

 

2.4. Proposed System 

After reviewing the existing platforms, frameworks and commercial health applications we inherit 
certain features and address the highlighted issues. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.1:  Example: Finite set world space 
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The proposed healthcare data curation system i.e., Mining Minds (MM) provides comprehensive 

personalized solution to the users using state of the art technologies. For this we propose a layered 

architecture comprising curation layers of data, information and services. First layer of data curation 

collects data from variety of sources such as multimodel sensors, social networking sites, wearables, 

and audio/video streams to acquire knowledge and generate personalized services for the end user. 

The acquired heterogeneous data is semantically linked to the user identity and mapped to an 

ontological representation. Data from multimodal sensors are curated to extract low level context 

information such as user activities (walking, jogging, running, sleeping etc.) and high level context 

information such as behavior modeling and context recognition. The data acquisition phase where 

data collection, synchronization, and storage are handled, is performed in the data curation layer. 

The context information and life-log creation based on personalized data are performed in the 

information curation layer. To extract knowledge and provide services to the end users; low level 

data from data curation, and contextual information from information curation layer are processed 

using state of the art techniques in knowledge curation and service curation layers. User interfaces 

provided in the literature are static and fixed. However, in MM, we provide adaptive user interface 

where the UI changes according the user preferences and feedback. Bigdata framework (Hadoop 

Distributed File System) is used for heterogeneous data storage. Compared to existing MM 

maintains the knowledge acquired through information curation, data curation, and context 

recognition to improve the knowledge base and evolve the learning process. 

 

2.5. Summary 

An energetic lifestyle is the procedure of enabling technology to improve a person's health and 

wellbeing in a proactive manner. There is an increasing current desire for societies to engage with 

technology-based solutions that can prevent conditions from arising and to avoid a deterioration in 

health-related conditions. Most of the existing models and frameworks focused either on physical, 

mental or social health. Nevertheless, a gap exists to model physical, mental and social factors all 

together for a personal smart care system. To overcome the limitations of existing platforms, there 

is the need for an alternative state-of-the-art personalized platform to fill in the gap by bridging 

physical, mental and social interaction in order to promote an active lifestyle in society. Therefore, 

the aim of this study is to promote active lifestyle and wellbeing by identifying the underline 

connections between physical, mental, and social health primitives. The physical health is related 

to exercise routines include sleep, mental health to a person’s feelings and emotional states, and 

social wellbeing to the level of outdoor visited places. 
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Chapter 3 
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3. Data Curation Layer  
 

The data curation layer acquires the raw sensory data and securely stores into Hadoop with the help 

of data representation and mapping presenting the user’s life-log. The details of the key methods 

and technologies are mentioned in the following Figure 3.1 and details are provided in the sub-

sequent sections. 

3.1. Data Curation Layer Functional Diagram 

 
Figure 3.1: Data curation layer diagram 
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3.2. Data Curation Layer Use Case Diagram 
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Figure 3.2: Use case diagram of data curation layer 



26 
 

3.3. Data Curation Layer Sequence Diagram 

 

 
 

Figure 3.3: Sequence diagram of data curation layer 
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3.4. Data Curation Layer Component Diagram 

 

Figure 3.4: Data curation components Diagram 

 

3.5. Life-Log Representation and Mapping 

3.5.1. Introduction 

Every system contains and handles some type of data or information in different manners. All the 

systems that maintain the log of user’s different activities in their life, that needs a Life-log to 

handle it.    Life-log mapping & representation is emerging and integral part of a system after the 

data acquisition phase.  After data acquisition the data passes through different phases of the data 

curation process and information curation process to the life-log mapping and representation 

module to validate, verify and persist the recognized life activities. This module provides unified 

format of heterogeneous data to the information preservance. That preserves those information for 

further processing in upper layers and to maintain life-log history of user. The complete process 

from data curation , information curation and to life-log mapping and representation depicts that 

this process model is working in sequential manner. First the heterogeneous data is collecting from 

various sensors then processed data passes to the activity recognition and context aware modules 

of information curation layer. It recognized the user’s activity and its behavioral context and then 

passes to life-log mapping and representation to persist and maintain it. Representation and 

Mapping component identify, classify and dynamically select an appropriate representation model 

and conform, validate the data accordingly. 

3.5.2. Related Work 

 Data representation and mapping is emerging and integral part of every system after the data 

acquisition phase. Scalable and interoperable data representation models are playing vital role in 

context-aware systems, smart homes applications, and mobile environment and in many more 

systems. 

 Different representation models like Ontological, Graphical, Tuple based, Object Oriented, Spatial, 

Domain Focused, Hierarchical, Hybrid are all usable but in latest systems the ontological 

representation model  have high preferences. 
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 L. Chen et al. [Chen2012] have presented a generic system architecture using ontology-based 

recognition process. Semantic information representation of the contextual information provides 

the formal specifications and is most appropriate method of context modelling [Khattak2011, 

Chen2012]. Ontologies provide the base for design of the contextual information representation. 

Ontology-based models of context information exploit the representation and reasoning power of 

logics [Ertel2011] for multiple purposes. 

 M. Hussain [Hussain2013] has used an ontological based knowledge repository to persist and 

manage different kind of data. The knowledge repository can easily evolve with arriving new 

activities of a person and social media information. This ontological model is able to collect 

different sensors and social media data in raw form and able to stores the real time data after 

recognition that data by activity recognition module. 

 [Kofod-Petersen2005] divides knowledge into two types, domain and non-domain knowledge. 

Domain knowledge taxonomic structure consists of Environment information, Personal 

information, Social information, Task information, and Spatio-temporal information. The model 

enables the system to infer relationships between concepts by constructing context-dependent paths 

between them.  

 As ontological model, importing ontologies that defined by others, into a system is a normal and 

mostly happening task. Usually a system needs only some specific module of the importing 

ontology but there is no way in OWL to import that specific module instead of whole ontology. In 

each model a privacy model is needed to prevent different context information like personal 

information, location information and health information by little dissemination. 

3.5.3. Components Description 

 Input:    Recognized Information (Structured/Unstructured/Semi structured) 

 Output: Validated Object oriented Model with Instances and relational database Storage 

(Relational Schema and Tables of Recognized Information) 

 Description: Life-log Mapping and Representation contains three major components 

(Representation, Information Persistence and Information Retrieval.  

 The Representation module represents four different Representation Modules according to the 

different layers of Mining Minds. 

o Data Representation provides interfaces to the Data Curation Layer of the system to 

persist and retrieve data or information needed.   

o Information Representation provides interfaces to the Information Curation Layer to store 

and retrieve the recognized activities and locations. 

o Service Representation provides interfaces to communicate with Service Curation Layer. 

Through these interface the SCL stores and retrieves the data and information that it 

needs. 

o Supporting Layer also have an interface for its communication to stores and retrieve that 

needs for supporting layer like for visualization, analytics and for security activities. 

 Information Persistence contains two different sub components. Such as Mapper and Storage 

Verifier to persist the data and information to Life-log Database. 

 Information Retrieval component contains two sub components Query manager and Data 

Retrieval to provide the desired data or information to the corresponding layer. 
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Figure 3.5 Architecture of Life-log Representation and mapping 

Data, Information, Service and Support Representation: 

 Input: Recognized Data (XML/JSON) 

 Output: Selected Representation Model (Selected Schema) 

 Description: Firstly, this component decides the retrieval and persistence process of 

corresponding layer. This component identifies, classifies the recognized data and selects 

appropriate representation model based on source and nature of data from Models. 

 Retrieval Handler component activates the Information Retrieval module for the requested layer 

with corresponding data. 

 Persistence Handler persists the data or information for the requested layers using the Information 

Persistence Module. 

 

Ontology Persistence: 

Mapper: 

 Input: Selected Representation Model, Recognized Data/Information 

 Output: Mapped Data (Classes, attributes with instances) 

 Description: Extracts objects, attributes and relationships from input XML/JSON data as 

resources. 

 Identifies and maps the classes for the extracted resources. 

 Maps and finds the attributes, relationships of the classes and puts the instances accordingly. 

 

Storage Verifier: 

 Input: Mapped Data (Classes, attributes, relationships with instances) 

 Output: Verified Data Model (Complete table (Schema and Instances)) 

 Description: This component validates the table data semantically with available schema. 
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 The different types of constraints are using on different tables, keys, values, primary keys, foreign 

keys and many others. To check these constraints the system is using Constraints Verifier 

 

Information Retrieval: 

 Input: Queried parameters (Attributes with desired Instances) 

 Output: tables with instances (Tabular format) 

 Description: This component gets the desired attributes and conditions to fetch the required 

data/information for the particular layer. 

 The Query Manager component formulates the TSQL Queries according to the input attributes 

and conditions that runs on the Life-log database. 

 The Data Retrieval component manipulates the retrieved data for the different layer according to 

their required format. 

 

3.5.4. UML Diagrams 

 Sequence Diagram 

 

Figure 3.6 Sequence diagram of Life-log Representation and Mapping 
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 Component Diagram 

 

Figure 3.7: Component Diagram of Life-log Representation and Mapping 

3.5.5. Uniqueness 

 Comprehensive Lifelog database Engineering. 

 Object oriented Representation models for heterogeneous sources of data. 

 Mapping of data streams with continuous semantics management. 

3.5.6. Summary 

Human’s daily activities and context are managed using Lifelog. Lifelog is represented in object 

oriented model and stored in relational database storage.  We will transform this object oriented 

model into ontological model in next version. The Ontological representation is more expressive 

and highly flexible representation model. Model ontological representation is more scalable model 

to represent multiple source data. 

 

3.6. Data Acquisition  

3.6.1. Introduction 

Among the primary goals of data curation layer is the acquisition of multi-modal sensory data from 

various sources per user in real-time, keeping the volume in consideration. Data acquisition is one 

such component that caters the need of high performance data acquisition from sensors and 

gateways route them for context identification and persist them for permanent storage in a big data 

store. Data acquisition also routes the identified context to life-log representation and mapping for 

daily life activity curation. For Ver. 1.5, role of data acquisition is encapsulated in to primary 

components. 

 Data Acquisition Service, 
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 Data Preserver. 

3.6.2. Related Work 

 Curation of data so far only deals with persisted and stale data for intermediate data processing or 

service enabling. The opportunity of data acquisition for curation in real-time has largely been 

missed. 

 The nature of data that has been under the investigation is so far homogenous i.e., data either 

belongs to same type or same scope. However, due to the nature of today’s personal data, it is 

obtained from multiple sources and is of various types. Thus traditional data curtion is unfit for 

today’s heterogeneous data. 

 Although most of the research under the umbrella of data curation is focused on data quality and 

provenance, data acquisition has been missed.  

 Data curation has been actively done of biomedical and bioinformatics persisted data, due to its 

scope homogeneity and its volume. 

 This includes works over Protein Data (Research Collaboratory for Structural Bioinformatics, 

Rutgers University USA), Genetics Data (OpenHelix, University of California, Santa Cruz Genome 

Bioinformatics Group), and DNA Variations Data (DNAVaxDB, University of Michigan Medical 

School, Ann Arbor, MI). 

 PDB Data Curation [Wang06] 

o Only support Protein Database files in XML-like formats. 

o No support for heterogeneous data sources and real-time data analysis. 

 iRODS [Mark07] 

o Intended for Data Preservation 

o No Data Analysis and Labeling Support 

o No support for heterogeneous data sources and real-time data analysis. 

 Data Curation for DNA Variation [Sophia11] 

o Only support Gene centered data and databases 

o No support for heterogeneous data sources and real-time data analysis. 

 The Green Computing Observatory [Andrew09] 

o Build for collecting usage data of datacenters and clusters. 

o Built for datacenter data interfaces, no support for heterogeneity. 

 Effective curation of cancer biomarker research data [Cecile11] 

o Build for U.S. National Cancer Institute's Early Detection Research Network (EDRN). 

o No support for heterogeneity 

 

3.6.3. Components Description 

 Input: Sensory Data from Smartphone and Smart watch as a Data Sources 

 Output: Sensory data is persisted in Big data, context information is provided to Life-log Mapping 

and Representation. 

 Description: In proposed resolution, data curation is evaluated over raw sensory data from the 

smartphone and smart watch. Data Acquisition is responsible for acquiring the stream of raw 

sensory data and routes it for context identification. Upon receiving the context information from 

information curation layer, it is forwarded to life-log representation and mapping component of 

data curation layer. 
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Figure 3.8: Data Acquisition Architecture 

 

Data Preserver 

 Input: Raw sensory data received by data acquisition component. 

 Output: Raw data is persisted into HDFS. 

 Description: Raw sensory data from users data source must be persisted for evaluation in big data. 

Data preserver takes this responsibility and persists all received raw sensory data for every Mining 

Mind user in big data storage.   
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3.6.4. UML Diagrams 

 Sequence Diagram 

 

Figure 3.9: Sequence Diagram 

 

 Component Diagram 

 
Figure 3.10: Component Diagram  
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3.6.5. Uniqueness 

 Comprehensive Curation 

• Customized Data Analysis filters for offline and online labeled data processing 

• Data confidence by source priority tables providing redundancy and heterogeneity 

resolution 

• Checker module for data flagging in case of inconsistency 

• Machine learning based checker module for data conflict resolution 

 Performance 

• Improved analysis performance decommissioning stale data 

 Conformance 

• Conformance to Standard Ontologies for Data Preservation 

3.6.6. Summary 

 Data Curation component is built to handle the real-time inflow of heterogeneous data, in larger 

volume with reliability.  

 It enables mining mind system to predict on real-time data and curate it according to the data 

sources. This data is further streamed and stored in HDFS.  
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Chapter 4 

Information Curation Layer 
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4. Introduction to Information Curation Layer  
 

The information curation layer curates the information to extract the low-level and high-level 

information. Furthermore, it also analyzes the long-term and short-term user behavior to provide 

quality of services. The details of the key methods and our unique component (i.e. highlighted red) 

are mention in the following figure and details are provided in the sub-sequent sections. 

4.1. Information Curation Layer Functional View  

 

 

Figure 4.1: Information Curation Layer Functional View 

 

4.2. Information Curation Layer Use Case Diagram  
 

 

Figure 4.2: Information Curation Layer Use Case Diagram 
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4.3. Information Curation Layer Sequence Diagram 

 

 

Figure 4.3: Information Curation Layer Sequence Diagram 

 

4.4. Information Curation Layer Component Diagram  
 

 

Figure 4.4: Information Curation Layer Component Diagram 
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4.5.  Low Level Context Awareness 

4.5.1. Introduction 

Physical activity recognizer method is introduced to solve the challenging problem of intrusiveness 

of sensor devices and server side processing. We present a novel method for real-time physical 

activity recognition, position independent, and light weight classifier inside the smartphone 

environment. It is based on embedded accelerometer, ambient light and proximity sensors of the 

smartphone. Furthermore, our model introduces a device independent data acquisition method 

because data frequency is dependent on the sensor manufacturer and provided sensor manager API.  

 

Figure 4.5: Architecture view of Low Level Context Awareness for Mining Mind  

 

4.5.2. Related Work 

 Activity Recognition 

Wearable based Activity Recognition 

Tapia et al. [Tapia2007] coupled heart rate sensor with five accelerometers attached to the human 

body for recognizing the daily life activities. They analyzed the performance of Naïve Bayes 

Decision Tree (DT) and C4.5 tree family algorithm over the physical activities. 

Ayua et al. [Ayu2012] compared and evaluated different classifier algorithms for mobile’s phone 

accelerometer-based activity recognition. They utilized the smartphone as an obtuse agent and their 

pre constrain is fixed location. 

In classification algorithms, nearest neighbor is one the most used algorithm in many applications 

domain and rated in the list of top ten best algorithms in data mining [Garcia 2012]. However, the 

nearest neighbor suffers from several drawbacks such as high storage requirement, low efficiency 

in classification response, and low noise tolerance [Xindong2007]. 

Smartphone based Activity Recognition 
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Bao et al. [Bao2004] worked with 2-axis accelerometer. They attached sensors to forearm, wrist, 

pelvis, knee, and calf fixed, and recognized walking, jogging, stay, etc. They calculated average, 

energy, frequency domain entropy, and correlation on each sensor, and classified with different 

classifier. 

There were some experiments using audio to recognize vehicles. Lee et al. [Lee2008] recognized 

environmental sound using significant feature vector automatically extracted when 3GPP2 

Seletable Mode Vocoder is coded.  

Activity recognition research was still actively undergoing even after the emergence of smartphone. 

In [Wang2010], they used 3-axis accelerometer of Nokia’s N82 mobile phone and recognized 6 

activities, such as walking, subway, bus, car, cycling, and stay. 

[Han2012] tried to overcome the limitation of accelerometer based activity recognition, and used 

audio, GPS, wifi, etc. He used accelerometer which has big differences such as walking, running, 

and stay, and used audio, GPS and wifi to recognize bus and subway which has small differences 

of signal. 

 

 Location Detector 

With the dramatic evolution of smartphone, there are many sensor technologies are integrated in 

smartphone such as accelerometer, gyroscope, GPS etc. Smartphones become a convenient device 

supporting the personal localization. 

Lan et al. implemented pedestrian dead reckoning (PDR) for indoor localization. With a waist-

mounted PDR based system on a smart-phone, they estimated the user’s step length that utilizes 

the height change of the waist based on the Pythagorean Theorem. This method does not require 

training to develop the step length model. Exploiting the geometric similarity between the user 

trajectory and the floor map, the map matching algorithm includes three different filters to calibrate 

the direction errors from the gyro using building floor plans [Lan2014]. 

Montoliu in [Montoliu2010] presented a new framework to discover places-of-interest from 

multimodal mobile phone data. Mobile phones have been used as sensors to obtain location 

information from users’ real lives. Two levels of clustering are used to obtain places of interest. 

First, user location points are grouped using a time-based clustering technique which discovers stay 

points while dealing with missing location data. The second level performs clustering on the stay 

points to obtain stay regions. 

 

4.5.3. Components Description 

      Activity Recognition 

Wearable based Activity Recognition 

• Input: Sensory data such as accelerometer, proximity, physiological information 

• Output: Activity label (walking, running, sitting, standing, …) 

• Current approaches require server side processing and predefined location of the devices that limits 

their applicability in real-world applications.  
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• In addition, we introduce smartphone independent accelerometer sensing method that can be work 

well with android OS regardless of its manufacture sensor frequency rate. 

 

Smartphone based Activity Recognition 

• Input: Accelerometer, Gyroscope, GPS 

• Output: Activity labels: walking, running, standing, bus, subway 

• We recognize walking, jogging, stay, bus and subway independent to smartphone’s position and 

orientation.  

• Accelerometer data is revised with gyroscope data, and acquire fixed signal vector from front and 

rear, left and right, up and down independent to smartphone’s orientation.  

• Features are extracted from this signal to get similar signals that have identical activity.  

• In addition, data is collected from different positions that we may carry on real life such as in top 

and bottom cloth, bag, hand, etc. 

 

Location Detector 

• Input: GPS coordinates (longitude and latitude), speed, time and other support sensor data 

(accelerometer, wifi) 

• Output: Public location and personal location 

• The public locations are fetched by using Google Map or Naver Map API to map GPS coordinates 

with predefined locations. 

• The personal locations are constructed firstly by collecting the users’ place of interest, and then 

prompting and labeling by users to build a personal map for each user, finally mapping to get the 

location. 

• Other support sensor data such as accelerometer is useful in order to recognize location-based 

context such as transportation, gym, etc.  

 

4.5.4. UML Diagrams 

 

 

Figure 4.6: Sequence Diagram of Low Level Context Awareness for Mining Mind  
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Figure 4.7: Component Diagram of Low Level Context Awareness for Mining Mind  

 

4.5.5. Uniqueness 

      Activity Recognition 

Wearable based Activity Recognition 

• No existing method of physical activity recognition that gives the maximum flexibility to carry the 

phone according to one’s own choice either in pocket or hand.  

• Processing sensory data inside the mobile environment to save the communication cost. Therefore 

it is an objective of the present recognizer to introduce a novel physical activity method to utilize 

the embedded sensors of smartphone. 

 

Smartphone based Activity Recognition 

• We recognized bus, subway, and stay extracting unique vibration from fixed axis signal by 

accelerometer independent from smartphone’s orientation. With this, we could recognize walking, 

jogging, stay, bus and subway by only using accelerometer with high accuracy.  

• A revision algorithm is proposed to show high accuracy in real-field, and confirmed it by 

experiment.  

• The usage of battery is minimized by only using accelerometer and GPS among all other sensors. 

 

4.5.6. Summary 

• We provide low level context awareness module that is able to provide useful information from 

heterogeneous data sources including of social networking, wearable sensors, physiological sensors 

and smartphone based sensors. 

• Extracted information covers many aspects of daily life such as the behavior, activities and 

emotions of users. 

• Output from this module is exploited to predict short-term and long-term behaviors. 
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Chapter 5 

Knowledge Curation Layer 
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5. Introduction to Knowledge Curation Layer 

 For effective knowledge base it is critical that knowledge base should not go stale and old. As 

we know that in every field of life, knowledge plays a vital role and all intelligent decisions are 

made based on knowledge. So knowledge should be accurate and updated. For producing and 

maintaining accurate knowledge, various machine learning and evolutionary techniques are 

used to update and maintain the knowledge base. 

 The knowledge curation layer creates and maintains the knowledge using data-driven and 

knowledge-driven approaches to facilitate the service curation layer for better quality of service.  

In data-driven approach, knowledge is extracted from curated information that is generated by 

data curation and information curation layers. While in knowledge-driven approach, domain 

expert creates and maintains the knowledge through authoring environment with minimum 

intervention of knowledge engineer.  

 Dynamic construction of the knowledge and evolutionary knowledge maintenance through our 

Knowledge Maintenance Tool using both data-driven and knowledge-driven makes this tool 

unique and distinguishable. The abstract architecture is shown below, while the details of 

Knowledge Acquisition Editor are provided in the sub-sequent sections.  

 

Figure 5.1 Abstract Architecture of Knowledge Curation Layer 
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5.1. Knowledge Acquisition Editor Functional Diagram 

 

Figure 5.2: Knowledge Acquisition Editor Functional Diagram 
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5.2. Knowledge Acquisition Editor Use Case Diagram 

 

Figure 5.3: Use case Diagram 

5.3. Knowledge Acquisition Editor Sequence Diagram 

 

Figure 5.3: Sequence Diagram 
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5.4. Knowledge Acquisition Editor Component Diagram 

 

Figure 5.4:  Component Diagram 

 

5.5. Knowledge Acquisition Editor 

5.5.1. Introduction 

 The Knowledge Acquisition Editor creates the knowledge using knowledge-driven approaches to 

facilitate the service curation layer for better quality of service. In knowledge-driven approach, 

domain expert creates the knowledge through authoring environment with minimum intervention 

of knowledge engineer. It provides an efficient rule authoring environment. 

5.5.2. Related Work 

 More expressive and semantically as well as syntactically complex knowledge rules need to be edit 

with rule editing systems that help in maintaining the knowledge base [Kaljurand2008] 

 According to [Regier2009], the main challenge is to keep the knowledge bases up to date and 

decrease the turnaround time for logical changes in the existing rules of knowledge base in every 

expert system.  

 The success of any contemporary CDSS is based on KB upon which it is built [Hulse2005]. The 

crucial aspect for KB is the richness with respect to domain knowledge which is mainly dependent 

on domain experts. 
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5.5.3. Components Description 

 

Figure 5.5: Architecture of Knowledge Acquisition Editor 

Editor 

 Input: Expert Knowledge 

 Output: Rules 

 Description: This component creates, validates, and stores the rules into Knowledgebase. It 

provides a user friendly interface to knowledge experts to create or edit the existing rules in the 

knowledge base.   

 

Rule Extractor 

 Input: Expert Knowledge 

 Output: Related Rules 

Description: This component provides the facility to extract all related existing rules from 

knowledgebase to help domain expert to easily create the new rule. 

Concept Extractor 

 Input: Rules 

 Output: Concepts 

Description: This component extracts concepts from all extracted rules and then store into concept 

repository.  

 

Mapper 

 Input: Concepts 

 Output: Intelli-sense 

Description: This component provides the Intelli-sense functionality that helps in creating and 

editing the rules in a rapid and easy manner. This functionality increases the recall of concepts for 

the experts and decreases the ratio of errors during the editing of rules. 
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5.5.4. Knowledge Curation Layer Uniqueness 

 High quality knowledge creation using dynamic selected algorithms 

 Integration of data-driven and knowledge-driven knowledge management 

 Tool support and evidence support for expert for easy maintenance 

 Knowledge development with minimum intervention of knowledge engineer 

 Support of MCRDR for easy and rapid knowledge maintenance  

5.5.5. Summary 

Knowledge plays a vital role in every field of life and all intelligent decisions are made based on 

knowledge. So knowledge should be accurate and updated. For producing and maintaining accurate 

knowledge, various techniques are used to update and maintain the knowledge base.  Not always 

but most of the times automatic generation rules creates anomalies in the rules which need to be 

corrected from the domain expert. The Knowledge Acquisition Editor is an effective rule authoring 

interface through which domain expert can easily create and modify rules with minimum 

interception of knowledge engineer. Dynamic knowledge acquisition using data-driven approach 

is our future research direction, that how dynamically best algorithm is selected that can produce 

high quality rules/models/case-base to provide better services. 
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Chapter 6 

Service Curation Layer 
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6. Introduction to Service Curation Layer 
 

The objectives of service curation layer is to provide timely and accurate personalized cross-domain 

recommendation using domain knowledge and users preferences/context and schedule.  The layer 

curates services based on the user’s curated information and different unhealthy/risky behavior. It 

consists of service orchestrator, recommendation builder and recommendation interpreter. The 

main purpose of this layer in MM is to handle events, curate services and generate personalized 

recommendations according to the user’s interests and preferences. The contents of 

recommendations for each service are generated by the recommendation builder while the 

personalization are done by the recommendation interpreter. The interpreter deals with how, when 

and where to generate recommendations. The details of key methods and our unique component 

are mentioned in Figure 6.1. 

6.1. Service Curation Layer Functional Diagram 

 

Figure 6.1: Service Curation Layer Functional View 

 



52 
 

6.2. Use Case Diagram 

 

Figure 6.2: Service Curation Layer Use Case Diagram 
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6.3. Service Curation Layer Sequence Diagram 
 

 

Figure 6.3: Service Curation Layer Sequence Diagram 

6.4. Service Curation Layer Component Diagram 

 

Figure 6.4: Service Curation Layer Component Diagram 
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6.5. Service Orchestrator 

6.5.1. Introduction 

As Mining Minds is a multi-service platform designed in a way to generate services for different 

applications, therefore a façade type of service is needed to activate appropriate type of service for 

user’s requests. Service orchestration is the component that performs the same task and coordinates 

or integrates several services and exposing them as a single service. In MM version 1.5, the role of 

service orchestrator is restricted to handling events generated by the data curation layer scheduler. 

The event handler takes the event and handle it by directing other components of the layer to 

generate the appropriate service. 

6.5.2. Components Description 

• Input: Event and Interpreted Recommendations 

• Output: Invocation of recommendation builder and UI/UX 

• Description: The Service Orchestrator Service orchestration performs the task of handling the event 

provided by the data curation layer and pass the personalized interpreted recommendations to the 

UI/UX. 

 

 

Figure 6.5: Service Orchestrator for Mining Minds 

Input/output Adaptor 

 Input: Event from DCL and interpreted recommendations from recommendations interpreter 

 Output: Activation of event handler and UI/UX 

 Description: It catch the event thrown by the data curation layer and the output/personalized 

recommendations generated by the recommendations interpreter.   

Event Handler 

 Input: Event request from I/o adapter 

 Output: Invocation of recommendations builder 

 Description: the purpose of this component is to handle the event collected from the I/o adapter and 

activates the recommendations builder to generate contents of recommendations for this event. 
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6.5.3. UML Diagrams 

 Sequence diagram 

 

Figure 6.6: Service orchestrator sequence diagram for Mining Minds 

 Component diagram 

 
 

Figure 6.7: Service orchestrator component diagram for Mining Minds 

6.5.4. Uniqueness 

 Dynamic Invocation of appropriate service based on dynamically generated events by DCL for the 

user behaviors. 

 Implementation of the PUSH model for service provisioning. 
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6.5.5. Summary 

This component is used to handle the events generated by the LLM in DCL. Based on different 

criteria, the event is passed to corresponding component i.e., recommendations builder to handle 

the vent. It also presents the personalized service to UI/UX for displaying. 

6.6. Recommendation Builder 

6.6.1. Introduction 

Every recommender system is based on reasoning methodology to generate recommendations. This 

reasoning is a process whose computational function is to generate conclusions (recommendations) 

for user query from available knowledge using different intelligent techniques. The main 

constituents of reasoning includes: knowledge/rules, data, execution engine/interpreter and 

input/output interfaces. In Mining Minds, the purpose of this module is to automatically generate 

and build recommendations contents for the user’s requests by utilizing the user’s behavior and 

personal profile data. The services are generated by executing knowledge created by the knowledge 

curation layer from general healthcare guidelines and user historical data. The recommendations 

are provided to the recommendation interpreter for further filtration and interpretation to 

personalize. In mining mind version 1.5, we are focusing on the rule-based reasoning that is 

activated by the service orchestrator based on the unhealthy event generated in data curation layer. 

The RBR methodology exploits heterogeneous nature of data from the user personal profile and 

behavior along and apply rules intelligently accessed from the KCL. The module uses two type of 

execution models: push model where DCL event triggers the reasoned to generate the service and 

pull model where the user request for the service. The proposed reasoner generates only the contents 

of the recommendations which are then interpreted by the recommendations interpreter for further 

interpretation. 

6.6.2. Related Work 

• Reasoning and prediction systems have widely been studied and used in domain, such as medical 

(e.g. PIP, INTERNIST, CASNET, and MYCIN), business markets for predicting stock prices, 

weather forecasting, fault proneness in software’s systems, lightning detection and prediction (e.g. 

SkyScan, THOR GUARD) and control system engineering. 

• [Yuan 2014] have developed a healthcare system that is used for at home monitoring of the elderly 

people. The services they have provided are personalized healthcare for and the reasoning 

framework used is CARA that uses CBR-RBR approach. 

• In medical, the Pharmacogenomics project (2006-2008), the viral genomics data is integrated with 

clinical data to predict responses to anti-HIV treatment to the clinicians [Zazzi2010]. Several 

prediction engines are designed to predict the efficiency of possible drug combinations and to 

recommend an optimal treatment by combining the results from all together. 

• Hybrid reasoning systems, such as “a personalized wellness recommendation system” 

[Husain2010], for predicting therapy and Context-Aware Real-time Assistant (CARA) [Yuan2014] 

for personalized healthcare services of the elderly people have been studied using case-based and 

rule-based approaches. Similarly, probabilistic approaches (e.g., Bayesian and Apriori) have been 

used for predictions of hepatitis infection [Drăgulescu2007], and diabetes [Pandey2012]. 

• In existing reasoning and prediction systems, the predictions are based on knowledge base, learned 

in its first phase, with minimum support for data abstraction. These systems either have reasoner 

or predictor as the main engine and the both. Likewise, they use a single learning and conflict 

resolution method for learning rules and resolving conflict during the inference process. We 

propose an integrated system with a high-level data abstraction, reasoning and prediction 

components using a hybrid approach for providing accurate and precise recommendations. 
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6.6.3. Components Description 

• Input:    event, profile data, behavior data 

• Output: Recommendations contents 

• Description: recommendations builder provides recommendations contents for the user’s requests 

and unhealthy events triggered from the data curation layer through service orchestrator. These 

events and requests are passed to the recommendations builder where RBR methodology is used 

for generation of recommendation contents. These contents are passed to the recommendation 

interpreter for further personalization and interpretation so that the user can easily understand. 

• Service request handler takes request from the orchestrator and pass to the data loader interface and 

reasoning module. 

• The data loader interface loads the profile and behavior data and pass to the reasoner module. 

• Once data is prepared, unified rules interfaces uses meta-knowledge of the rules and loads rules 

form the knowledge curation layer for the reasoning. 

• In the reasoned, RBR methodology is used for generating recommendations contents. 

• The recommendations contents are passed to the results packaging and sharing interface to pass to 

the recommendation interpreter. 

 

 
Figure 6.8: Architecture of Recommendation Builder for Mining Mind 

Service Request Handler 

 Input:    User’s request, Event 

 Output: Activation of  lifelog data loader interface and reasoning methodology 

 Description: The aim of this module is to collect the service request from the orchestrator, analyze 

it, and activate the appropriate reasoning methodology and the necessary behavior data and profile 

information. 

 

Lifelog data loader interface 

 Input:    Service request 

 Output: Profile and behavior data 
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 Description: The aim of this module is to load behavior and personal profile data from the 

intermediate database for the users id which is passed as a parameter. 

Reasoner 

 Input: Service request, loaded data 

 Output: Recommendation Contents 

 Description: The reasoning process for generating recommendations contents is activated and 

started. The rule-based reasoning methodologies is used in the MM version 1.5. The rationales are 

that we have only rules for controlling user unhealthy habits. 
 

Knowledge Loader Interfaces 

 Input: Service id 

 Output: Rules loaded from KCL 

 Description: The purpose of this component is to load rules from KCL to the reasoner so that to 

start the reasoning process. During the loading process, rules meta-information is used to retrieve 

specific category of rules from the KCL knowledge base. 
 

Rules Packaging and Sharing 

 Input: recommendations contents 

 Output: Packaged recommendations contents 

 Description: The purpose of this component is to collect all the individuals recommendations 

generated by the reasoner, package them together and share with recommendations interpreter to 

be personalize and interpret. 

 

6.6.4. UML Diagrams 

 Sequence diagram 

 
Figure 6.9: Sequence Diagram of Recommendation Builder for Mining Minds 
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 Component diagram 

 

 
Figure 6.10: Sequence Diagram of Recommendation Builder for Mining Minds 

6.6.5. Uniqueness 

 Multiple-level reasoning: use of reasoning functions in multiple level to handle the service at more 

granular level and enhance the recommendations 

 Flexible and extensible reasoning framework: design and development of flexible reasoning 

framework for supporting diverse services, such as physical activities, education and habituation 

of unhealthy habits etc. 

 Handling the diverse nature of data from the user personal profile to the behavior data and 

intelligently selecting the rules from the knowledge base for reasoning and generating services. 

6.6.6. Summary 

The recommendations builder module of the Service Curation layer uses multi-level rule-based 

reasoning methodology in its reasoning components that exploits heterogeneous nature of data from 

the user personal profile and behavior along with rules from KCL. The knowledge is intelligently 

curated from the KCL knowledge base for different services generation. There are two model of 

execution of this module: one is based on the push model of the data curation layer where event 

triggers the reasoned and the pull model where the user by himself request for the service. The 

reasoner generates the contents of the recommendations and presents to the recommendations 

interpreter. 

6.7. Recommendation Interpreter 

6.7.1. Introduction 

Recommendations built with recommendation builder component are needed to deliver according 

to user context and situation. User context i.e. the daily schedule should be checked and decision 

to be made whether the recommendation to be forwarded or not.  

Context Interpreter is composed of three major components; Query Manager, Context Interpreter 

and Explanation Manger. Query Manger collects contents of recommendations form 
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Recommendation Builder and loads context/schedule information from the DCL. The context 

interpreter has sub-component of time context handler takes care of checking user schedule and act 

accordingly. If user is available the recommendations are forwarded to next component otherwise 

the recommendation are held and the lifelog monitor component of DCL is informed with this 

context information accordingly. Recommendation Explanation component generates explanations 

upon recommendations by exploiting the contents of recommendations. It also handles the contents 

translation as by adding alternate formats (text, audio, or video) to the original recommendation 

according to the user condition.  

6.7.2. Related Work 

 Researchers have indicated that integrated medical information systems are becoming an essential 

part of the modern healthcare systems [Duan2011].  

 There is increasing awareness in recommender systems research of the need to make the 

recommendation process more transparent to users. Explanation provides answers to “How” and 

“Why” questions. How you come up with this recommendation? And why should I accept it? 

Explanations in recommender systems can be generally understood as a form of communication 

between the recommender system and the user [Jannach2010].  

 Authors of [Tintarev2007] and [Masthoff2007] discussed the set of characteristics that can be 

associated with explanations such as transparency, comprehensibility, validity, trustworthiness, 

persuasiveness, effectiveness and education. The explanation helps the users not only to 

comprehend about the recommended task, item or service but also get educated. 

 In reasoning model proposed by Friedrich, Gerhard, and Markus Zanker, the authors explained two 

models; white box and black box. A White-box explanation describes the underlying conceptual 

model of the recommendation engine, while black-box explanations do not disclose the functioning 

of the system to the user [Friedrich2011]. 

 The multi-dimensional knowledgeable explanation is required to generate alongside the 

recommendation in order to increase the level of satisfaction and belief of users on the system. 

6.7.3. Components Description 

 

Query Manager 

 Input:    Recommendation Contents, context/schedule 

Figure 6.11: Recommendation Interpreter Component of the Mining Minds 
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 Output: Query 

 Description: Query manager component of the Recommendation Interpreter collects 

recommendations from the Recommendation Builder and loads the contextual information form 

the data Curation layer. 

 

Context Interpreter 

 Input:    Recommendations contents, Context 

 Output: Context Interpreted Recommendations 

 Description: The purpose of this component is to interpret the user context and deal with the 

recommendations accordingly. Each of the applicable contexts such as time, location, and weather 

are checked before forwarding the recommendation to the user. 

Explanation Manager 

 Input:    Filtered Recommendations 

 Output: Explained Recommendation 

 Description: While Recommendation Explanation component generates explanations by 

understanding the recommendation contents. It add the appropriate form of recommendation (text, 

audio, or video) according to the condition of the user. 

6.7.4. UML Diagrams 

 Sequence Diagram 
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 Component Diagram 

 

 

6.7.5. Uniqueness 

 Context-aware recommendation: deliver recommendation according to the context and situation. 

Checking more than one contexts before delivering the recommendation to the user. 

 User-aware content addition: Based on the interpretation of recommendation, appropriate contents 

are added to the original recommendation to satisfy the user requirements. 

6.7.6. Summary 

The purpose of this module is to interpret the recommendation contents and provide them to the 

end user’s in an intuitive format. This is done by presenting the information in the how, when to 

whom model. Sometimes the explanation become difficult for the users to understand due to logic 

complexities. Unless users provided with proper explanation along with the original 

recommendations, it is hard to believe the decision made by the system. This module proposes to 

interpret the user context and recommendation contents and deliver to the user accordingly. 

6.8. Service Curation Layer Overall Uniqueness 

 Dynamic Invocation of appropriate service based on dynamically generated events by DCL for the 

user behaviors. 

 Implementation of the PUSH model for service provisioning. 

 Multiple-level reasoning: use of reasoning functions in multiple level to handle the service at more 

granular level and enhance the recommendations 
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 Flexible and extensible reasoning framework: design and development of flexible reasoning 

framework for supporting diverse services, such as physical activities, education and habituation 

of unhealthy habits etc. 

 Handling the diverse nature of data from the user personal profile to the behavior data and 

intelligently selecting the rules from the knowledge base for reasoning and generating services. 

 Context-aware recommendation: deliver recommendation according to the context and situation. 

Checking more than one contexts before delivering the recommendation to the user. 

 User-aware content addition: Based on the interpretation of recommendation, appropriate contents 

are added to the original recommendation to satisfy the user requirements. 
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Chapter 7 

Supporting Layer 
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7. Introduction to Supporting Layer 
 

The supporting layer is in charge of user interface, visualization, analytics and security. The supporting 

layer create a unique interface which has the adaptive and personalized approach towards building and 

managing the user interfaces. The analytics gives user and experts different insights into the habits, 

activities and different classification of the application.  

 

7.1. Functional Diagram for Supporting Layer 

 

Figure 7.1: Functional Diagram for Supporting Layer 
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7.2. User Case Diagram for Supporting Layer 
 

 

Figure 7.2: Use case Diagram of supporting Layer 
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7.3. Component Diagram for Supporting Layer 

 

 

Figure 7.3: Component diagram of supporting layer 

7.4. Sequence Diagram for supporting layer 
 

 

Figure 7.4 Sequence Diagram of Supporting Layer 
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7.5. UI Authoring Tool 

7.5.1. Introduction 

UI provides the interface to the user where all the services are provided in a personalized manner. 

The different constructs of the MM are displayed in the UI at the most appropriate location for 

getting the user experience. It contains the use profile information and the lifelog view of the user. 

7.5.2. Components Description 

 

 

Figure 7.5: AUI Architecture 

 Adaptive User Interface (AUI)  

Personalized Repositories 

 Input: User personalized data  

 Output: User preferences, platforms used, and contextual information 

 Description:  This layer consists of three repositories: User Profile Repository, Platform 

Information Repository, and Context Analysis Repository. User Profile Repository is used for 

storing the user preferences in his daily life activities. Platform Information Repository stores the 

platform related information of the user. Context Analysis Repository stores the current context 

about the user.  

 

Personalized Patterns 

 Input: User preferences, platforms used, and contextual information 

 Output: Personalized preferences, platform, and contextual patterns 
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 Description:  This layer consists of three modules: Personalized Patterns, Platform Dependent 

Patterns, and Context Aware Patterns. Personalized Patterns are based on the preferences 

information stored in the repository. Platform Dependent Patterns are the patterns derived from the 

specific platforms and its specifications used by the users. Context Aware Patterns are the patterns 

based on the current contextual information of the user. 

 

Interactive Styles KB 

 Input: Personalized preferences, platform, and contextual patterns 

 Output: Individualized Pattern 

 Description:  This Knowledge Base stores the adaption and navigation rules that are personalized 

to specific users. These are derived from the personalized patterns. These are used for adaption of 

the user interface and also navigation between different graphical user interfaces. 

 

UI Elements Selection 

 Input: Individualized Pattern 

 Output: UI Elements 

 Description:  This component retrieves the UI elements from the UI Elements repository. This is 

used by the Adaption Manager for building the graphical user interface. 

 

Adaptation Manager 

 Description:  This component behaves as a coordinator between different internal components. It 

takes initial input from the Personalized Patterns layer and forwards it to the Interactive KB. It then 

takes input from the Interactive KB and provides it to UI Elements Selection. It finally takes output 

of the UI Elements Selection and builds Graphical User Interface accordingly. 
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7.5.3. UML Diagrams 

 Sequence Diagram 

 

Figure 7.6: AUI Sequence Diagram 

 Component Diagram 
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7.5.4. Summary 

AUI module takes the personal preferences and contextual information of the user into account 

for adapting the user interface. User experience controls the evolutionary process of the 

adaptation of the user interfaces and also maintaining the personalization aspect. 

 

7.6. Descriptive Analytics 

7.6.1. Introduction 

• Big data is creating many opportunities for different and diverse fields to achieve deeper and faster 

insights that can enhance the decision making.  

• Descriptive analytics mines data to provide trending information on past or current events that can 

give the context needed for future actions. It is basically a quantitative summary that describes the 

main characteristics of a data collection.  

• Descriptive analytics, such as reporting, dashboards, and data visualization is being widely used 

now with emergence of big data. 

• These field are increasingly turning to visualization based tools has 30 percent growth rate in 2015. 

We can provide interactive and easily understandable visual formats to improve the overall user 

experience.  

7.6.2. Related Work 

 A novel network traffic visualization scheme is proposed based on exploiting frequent item-set 

mining with the aim to visualize traffic patterns extracted from communication logs using 

hypergraphs [Glatz2014]. 

 A Intra-user and inter-user social media from a big data framework is proposed. It analyzes social 

media and visualization from the server and display to a user. It gets the signal fusion from 

heterogeneous sensors [Chang2013]. 

 Kandogan ET all, created a feature ranking and annotation method.  They do annotation interaction 

to help support understanding of the structure of data [Kandogan2012]. 

 The new emerging directions are highlighted to create clear, meaningful and integrated 

visualizations that give biological insight, without being overwhelmed by the intrinsic complexity 

of the data [Gehlenborg2010]. 

 A novel Massive Model Visualization via a rendering approach called MMDr using spatial 

hierarchies, with the goal of a better understanding, to achieve interactive frame rates on extremely 

large data sets, and help to accomplish more advanced research into Massive Model Visualization 

[Bennett2009]. 

 A tuning parameter taxonomy is proposed which consists of behavioral, Numerical statistically and 

temporal classifications and are further sub divided. This taxonomy help analyze different attributes 

and dimensions of the data being visualized [Dancy2008].  

 An overview of current real-time massive model visualization technology, with the goal of 

providing readers with a high level understanding of the domain [Dietrich2007]. They have 

included simulations and different rasterization algorithms for rendering.  

 A novel approach to automatic image annotation based on two key components: (a) an adaptive 

visual feature representation of image contents based on matching pursuit algorithms; and (b) an 

adaptive two-level segmentation method [Shi2004]. 
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 For parameter tuning McAdams et al uses a subtle, but significant, change in the design: the 

addition of a tuning parameter in place of an increase in component precision. Statistical models 

are used to develop a framework for the tuning parameter design method in [McAdams2000]. 

7.6.3. Components Description 

 

Figure 7. 8: Architecture of Descriptive Analytics 

Trend Analyzer 

 Input: Data from Data Store Interface. 

 Output: Trends and summaries to Visualization Enabler 

 Description:  In Trend Analyzer, Numerical Classification and Temporal Classification are 

performed. In Numerical Classification, tuning will be done by considering capacity, counter, size 

and threshold parameters. In association clustering statistical features like Minimum, Maximum, 

and Average features that are used to tune the parameters. This approach finds the ranks of features 

as high ranked features produces more accurate models. 

 

Query Creation Interface 

 Input: Query from Visualization Enabler. 

 Output: Mapped Query with parameters  

 Description:  It maps the query from visualization enabler. The data query manager takes the query 

from query library. If the query is not in the library or needs to be tuned/changed manually, the 

query selection and tuning module is triggered to change the query.  

 

Visualization Enabler 

 Input: a) Request from UI.  b) Trends and graph data from trend analyzer 

 Output: a) Query for Query interface.  b) Summaries and graphs for UI 

 Description: a) The visualization enabler has a request manager which forwards the query from UI 

module. This query is then passed to query creation interface. b) The graph evaluation modules 

takes graph data from the trend analyzer and maps it on a graph template. The visualization context 

takes into account the data and profile of the user 

 

7.6.4. UML Diagrams 

 Sequence Diagrams 
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Figure 7.9: Sequence Diagram of Descriptive Analytics 

 Component Diagram 

 

Figure 7.40:  Component Diagram of Descriptive Analytics 

7.6.5. Summary 

Big data analytics and visualization go hand in hand as we need an effective way to display the data 

intuitively for the users and the developers. Interactive data analysis, infographics and data mashups 

are the latest trends in displaying big data graphics in social networks. The parameters vary from 

social attributes, temporal attributes and location based.  We will take the data from the big data 

and show visualization in different layers to different users which vary from service users to domain 

experts.  

 

7.7. Security and Privacy 

7.7.1. Introduction 

Privacy and security are the inevitable components of any system dealing with sensitive contents. 

The sensitive contents mainly include personal information, data related with health or finance and 

the media files. The core idea behind Mining Mind is to collect data from multiple streams like 

sensors, wearable devices, cameras and smart devices like mobile phone and television. After 

 sd Analytics Seq

Visualization

Enabler

Query Creation Trend AnalyzerData Store

User/Expert

User Interface

Rendergraph(parameters)

VisualizeData()

getfromQueryLibrary()

TuneQuery()

QueryData()

IDB Call/

BD

connector()

AnalyzeTrend()

DataClassification()

AssociationFunc()

RenderData()

 cmp Analytics Component

Query Interface
Trend Analyzer

Visualization 

Enabler

Parameter 

Classification
Association 

Clustering
Query Manager Query Library

Requested Data

Query Request



74 
 

collecting data from various streams the curation process is applied on that to discover hidden 

knowledge out of it. This knowledge which otherwise not possible without using the curation 

process, is then induced and shared back to its owner to assist in better and healthy living style. The 

orientation of this data is purely related with an individual; therefore concerns for protecting this 

data and information are very high. 

7.7.2. Related Work 

• For secure storage, public key encryption will be used and to protect further concerns of user query 

tracing or pattern discovery, paradigm of oblivious computing will be used. For oblivious 

computation, we have already developed oblivious term matching and oblivious access policies 

while dealing with the public cloud infrastructure [Zeeshan2012] [Zeeshan2013].   

• While working with the encrypted storage, the data utility gets compromised and for this reason 

various searchable encryption schemes [Michel2005], [Mihir2007] have been proposed to deal in 

this situation. Besides using the oblivious term matching, searchable encryption are also helpful to 

deal with the encrypted storage yet utilizing the data utility at optimal level.  

• Private matching is another way that is useful to protect the condition of any query until it is not 

satisfied. Recently, we have also proposed a light weight protocol for the private matching. The 

idea behind this protocol is to randomize the output result even repeated with same values again 

and again and that too without using the encryption. The motivation behind this approach is to 

mislead the intrusion or inference process with least instrumentation. If this approach is further 

wrapped with encryption, the overall system will become more deterrent against the malicious 

activity.  

• With completion of curation and inferred knowledge, it is time to deliver it with the intended user. 

This step can be done by using the public key cryptography where only authorized user would be 

able to recover the information. To further enhance knowledge delivery, the output can be tied with 

some dependency of biometric or physical devices like smart phone or geographical area.  

• The idea behind Mining Mind is to refine and alleviate the life style of humans especially the old 

aged society. If the information is useful for an individual, the same information can be shared as 

collective knowledge with the research community. For this purpose anonymization [Roberto2005].  

[Ashwin2007] can be used that help to preserve the individual identity. At further level of refined 

access, the secure function [Louis2006] evaluation or private matching [Mahmood2013] are yet 

other available options.  

7.7.3. Components Description 

• Access Validator: To ensure authorization, the incoming fresh request is validated against user 

credentials. To validate a user, a unique authentication token is used which is sent along the user 

request. Upon receiving the token and login credentials, the access validator contacts with the 

credentials and authorized storage information. After the request initiator is validated, the access is 

granter or turned down otherwise. 

• Data Anonymizer: To share data with subscribed users, data anonymizer invokes standard 

techniques of k-anonymization and l-diversity while transforming the Microdata into anonymized 

data. The purpose of utilizing services of this component is to hide individual details from the 

shared information. Also its services are utilized to minimize the linking attack possibility.   

• Oblivious Evaluator. In this component, mainly the oblivious term matching (OTM) technique is 

used. Through OTM, it is possible to evaluate encrypted user queries on encrypted data. While 

utilizing the services of a public cloud, enforcing its features will preserve privacy of user queries 

as well as response which is prepared obliviously by the cloud. Besides OTM, Searchable 
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Encryption:  Searchable encryption (SE) is a standard that is used to work directly with the 

encrypted data without decrypting it. 

 

 

Figure 7.51: Architecture for Security and Privacy in Mining Minds 

• Information Medication and Replay detection. To safeguard against inference attack and man in 

the middle attack, a new module has been added in the security and privacy component of 

supporting layer. The purpose of this component is to validate the integrity check received from 

the user side. After the integrity check (by employing the MAC), the corresponding data is make 

persistent for further processing. In case of mismatched MAC the integrity is declared suspicious 

and data packets are discarded. In this case, user credentials are refreshed and reflected in relevant 

components.  
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7.7.4. UML Diagrams  

 Sequence diagram 
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Figure 7.62: Interaction of MMDC and SC with Supporting Layer 
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Figure 7.73: Detecting Information Modification and Replay attack 

 

 

 

 

 sd Priv andSec

Security and

Privacy :

Authorized Access

MMDCOn-Device Cache

for periodic

messages

Periodic Message

dispatch (On

device)

Periodic Message dispatch (MMDC)

Generate MAC

for messages()

dispatch MAC()

Generate MAC for

local messages()

Compare (UserMac, Local Mac)

Comparison(true)

Store all periodic

data()
Comparison(false)

Reset user

credentials if Mac

comparison Fails()
ResetUserCredentials()

NotifyNewUserCredentials()



78 
 

 

 Component Diagram

 

Figure 7.84: Component Diagram (Security and Privacy) for Mining Minds 

 

 

7.7.5. Summary 

Privacy has two fold aspect to safeguard it. First is directly related with data and second is related 

with its usage. This usage is again subdivided into two categories. The usage within the system and 

second is by the user.  While availing the services of cloud infrastructure it is desired that a cloud 

service provider must not lean anything else beyond expected. The expected is the user request and 

its reply. Within cloud infrastructure the output result can be made independent from the fact that 

either the quires have been met with the given condition or not.  Considering the second perspective 

with respect to user, her identity as well as access pattern must remain hidden as an additional 

leakage of information.  

For secure storage, public key encryption will be used and to protect further concerns of user query 

tracing or pattern discovery, paradigm of oblivious computing will be used. For oblivious 

computation, we have already developed oblivious term matching and oblivious access policies 

while dealing with the public cloud infrastructure 
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7.8. Supporting Layer Overall Uniqueness 

 Continuous evolution of AUI with contextual information change 

 User satisfaction as a feedback metric 

 Personalized, Platform and contextual information are combined for AUI 

 Parameter Classification and structuring attributes w.r.t. the query 

 Grouping and association techniques 

 The prompt labeling mechanism to get the user’s feedback. 

 Two scheduler methods for reflecting the user feedback. 

 High entropy solution with efficient execution time named “Reflection”. 

 Our Design which works obliviously while working with the encrypted storage by utilizing the 

cloud resources optimally.   
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Chapter 8 

Services Scenarios  
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8. Service Scenarios  
 

Our proposed Mining Mind platform can provide diverse amount of services to the user. We are 

explaining the weight management service scenario to get an idea of improved services by our 

platform.  

8.1. Service Scenarios 
• Weight Management and Monitoring Services 

 

Mining Mind project is a proactive approach to adopt healthy lifestyle in our daily routines. For 

instance, daily exercise, diet, sleep and social relationships are the wellbeing indicators. A 

progressive health effects can be observed if they are well managed. Weight is one of the alarming 

factor among most of the healthy communities. Management and monitoring of weight is one of 

the scenario of our Mining Minds project. This is performed by monitoring the daily routine as well 

as personalized daily life activities of the person and providing him recommendations in 

management of the weight. 

 

Figure 8.1: Weight Management and Monitoring Services 

 

Followings are the features that our system provides 

o Management and Monitoring of personalized weight 

o Personalized analytics to find abnormalities in the weight 

o Know the situation before and after the activities performed to burn calories 

o Smart Interfaces 

o Using feedback, improve the quality of services 

o Smart Analytics to visualize the personalized weight pattern 

 

• Use case Scenario: Weight Management 

 

Mining Minds project recommends about the activities that are most feasible at a particular 

circumstances for the user to perform such activities that can burn calories and help to manage 

weight. The user scenario is presented in Figure 8.2. 
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Figure 8.2: weight management scenario 

The details of the use case are elaborated in the table given below: 

 

Use Case Name: Exercise encouragement and unhealthy habits assessment 

Actors: User /Customer 

Description: User takes the bus in the morning because it is raining, but at the end 

of his/her labor day, Mining Minds recommends him/her to go to the 

gym by foot, since it is just 20 minutes walking distance.”  

(EXERCISE RECOMMENDATION) 

Trigger: Activity recognized 

Preconditions: 1) The user signs up in the Mining Minds system and fills in the 

requested profile information (age, height, weight, diet habits) for the 

first time 

2) The user logs into the Mining Minds system  

Postconditions: 1) At the end of the day, the user is asked to weight herself and update 

her weight in the system 

2) Afterwards, the user checks the evolution of her weight, progresses 

made, and goal  

 

Normal Flow: 1) The user initiates the behavior monitoring process 

2) The registered data (ACC+GPS) is stored in the Intermediate DB 

3) The user starts performing the first devised activity, here, “take the 

bus” 

4) The activity recognition functionality detects that the user is in the 

bus 

5) The detected activity is stored in the Intermediate DB 

6) At lunchtime, and based on the user’s cumulative previous activity, 

the recommender suggests her to go to the restaurant by foot 
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Exceptions: Not recognized the user 

Communication connection lost 

 

 

• Mockups of Scenario: Weight Management 

 

Interactive and attractive interface is required to maintain the interest and catch the 

attention of the user towards tedious tasks.  Minding minds will give highly attractive 

user interface to users to evaluate progress in activities towards healthy life.  Mockup 

mentioned in the Figure 8.3 reflects recommended activities according to the weight. 

 

 

Figure 8.3: User Interface Mockups 

These performed activities will have impact on user’s weight, the progress can be 

visualized in the mockup as mentioned at Figure 8.4.   

 

 

                                          Figure 8.4: Analytical View Mockup 
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 Mockups of Scenario: Educational facts 

 

Mining Minds Ver. 1.5 focuses on education for healthy lifestyle with interactive tutorials. 

Interface provides the facts and recommendation on timeline bases. User can view the 

archive of facts, recommendations and workout on the basis of weeks. Consider the 

recommendation is about the stretch legs and arms the tutorial video will be available for 

stretching technique and user can view it by clicking the popup as shown in Figure. 8.5. 

 

 

Figure 8.5:  Mockups for educational tutorial 

 

The designing of the mockups is according to the google design guide line and two menus 

options are providing to the user for his convenient and attraction. The sidebar menu is for 

application setting, general feedback and edit the user profile. While dotted menu option is 

to refresh the dashboard and sign out facility. In feedback option user can record his/her 

like and dislike in both free text feedback style as well as template base style as shown in 

Figure.8.6. 

 

Figure 8.6: Mockups for feedback and Edit profile 
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Chapter 9 

Conclusion  
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9. Conclusion 
 

Mining Minds platform provides personalized services to users and it is based on high quality of content 

and high quality of services. It analyses the user’s behaviors to provide customized services to the users. 

The quality of contents and presentation are two important aspects to use the system for a long duration. If 

the quality of content is rich but poorly presented to the users’, then there is very low probability of system 

adoption in daily routines and vice versa. This objective can be achieved by providing virtual personal 

assistant to support person in better life-care management.  

The proposed platform maintains the quality of content and provide quality of services as a virtual personal 

assistant or coach. Therefore, we introduce the layered architecture to support real time data streaming and 

processing. We separate the data, information, and service curation layers. Data curation layer deals with 

the real time data streaming and processing and store into the Hadoop based file system. Furthermore, 

intermediate data is generated to provide fast access and structured data when it is required by information 

and service curation layer. Information curation layer extracts the low-level contexts for human’s life 

modeling. Service curation layer consists of reasoning module to provide the generalized recommendation. 

These recommendations are further refined in recommendation manager to compliance with the user’s 

profile.  

The Mining Minds, a novel digital platform for personalized healthcare and wellness support. The platform 

has been neatly designed taking into account crucial requirements of the digital health and wellness 

paradigm. This work has also described a unique architecture defined to provide the necessary functionality 

to enable curation and mining of data, information, knowledge and services for personalized health and 

wellness support. An initial realization of the key architectural components, as well as an exemplary 

application that showcases some of the benefits provided by Mining Minds, have also been presented. The 

work is ongoing to complete the implementation of the devised architecture with new additional 

components as well as to evaluate its services on a large scale testbed. 

Privacy has two fold aspect to safeguard directly data and secondly its usage. The usage is subdivided into 

within the system usage and by the external user.  While availing the services of cloud infrastructure it is 

desired that a cloud service provider must not lean anything else beyond expected. Within cloud 

infrastructure the output result can be made independent from the fact that either the quires have been met 

with the given condition or not.  Considering the second perspective with respect to user, her/his identity 

as well as access pattern must remain hidden as an additional leakage of information. 

The updated personal and contextual knowledge keep on updating in the knowledge bases for processing 

and providing new personalized services to the users. High quality of contents and personalized services 

are generated through our proposed platform. The scope of the services includes personalized life-quality 

improving services, silver business services, life-care services, and avail the proactive approach to control 

the chronic disease as well as active lifestyle. 
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