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Abstract

The provision of health and wellness care is undergoing an enormous
transformation. A key element of this revolution consists in prioritizing prevention
and proactivity based on the analysis of people’s conducts and the empowerment
of individuals in their self-management. Digital technologies are unquestionably
destined to be the main engine of this change, with an increasing number of
domain-specific applications and devices commercialized every year; however,
there is an apparent lack of frameworks capable of orchestrating, and intelligently
leveraging, all the data, information and knowledge generated through these
systems. This work presents Mining Minds, a novel framework that builds on the
core ideas of the digital health and wellness paradigms to enable the provision of
personalized support. Mining Minds embraces some of the most prominent digital
technologies, ranging from Big Data and Cloud Computing to Wearables and
Internet of Things, as well as modern concepts and methods, such as
context-awareness, knowledge bases or analytics, to holistically and continuously
investigate on people’s lifestyles and provide a variety of smart coaching and
support services. This paper aims at comprehensively describing the efficient and
rational combination and interoperation of these technologies and methods
through Mining Minds, while meeting the essential requirements posed by a
framework for personalized health and wellness support. Moreover, this work
presents a realization of the key architectural components of Mining Minds, as
well as various exemplary user applications and expert tools to illustrate some of
the potential services supported by the proposed framework.

Keywords: human behavior; digital health; dHealth framework; quantified self;
wearable sensors; big data; cloud computing; context-awareness; knowledge
bases; user experience

1 Background
Healthcare systems are facing unprecedented financial limitations at a time of ris-

ing demand for their services [1]. The magnitude of these constrains makes utterly

necessary to change current care models in a bold manner, from late disease man-

agement to preventive personalized health, involving a major shift in when, where

and how care and support is delivered to each particular patient and service user [2].

In fact, it is generally recognized that most prevalent diseases are partly caused or

aggravated by lifestyle choices that people make in their everyday life. Unwholesome

diets, tobacco use and sedentary conducts, among other unhealthy habits, poten-

tially contribute to develop severe illnesses [3, 4] and also limit the effectiveness of

medical treatments [5]. Thus, enabling people to make healthier choices, to be more
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resilient, and to deal more effectively with illness and disability when it arises turns

to be a fundamental part of this necessary new health perspective.

Information and communication technology is called upon to be a cornerstone

of the new health era, playing a crucial role in empowering people to take charge

of their own health and wellness, by providing them timely and ubiquitously with

personalized information, support and control [6]. In fact, an extraordinary interest

has been lately shown by the industry in the development of specific applications and

systems for health and wellness management, particularly boomed by the growth

of wearable and mobile technology [7]. The immediate targets of these solutions are

healthy lifestyle services, especially oriented to the fitness domain, which primarily

allow to track primitive user routines and provide simple motivational instructions.

For example, mainstream commercial systems such as Withings Activite [8], Garmin

Vivofit [9], Fitbit Surge [10] or Misfit Shine [11], which consist of sensorized bracelets

and gadgets normally accompanied by mobile apps, provide some basic healthy

recommendations based on the measured taken steps or slept hours. More prominent

health and wellness systems have been shown at the research level, for example, to

alert on physical conditions [12] or detect chronic illnesses [13], yet most of them

are prototypes or work-in-progress. Some of these systems also provide educational

modules and personal coaching for promoting healthier lifestyles and managing

health conditions [14]. Despite their interest, main limitations of these solutions

refer to misperformance, limited scope and lack of interoperability with other similar

systems and applications.

To overcome the shortcomings of application-specific solutions and leverage the

potential of health information systems in a wide sense, general frameworks capable

of managing these resources are required. A few attempts are found in this respect in

the literature, for example, in [15] a middleware framework integrating multiple in-

terfaces and multiparameter monitoring of physiological measurement is presented.

In [16], distributed signal processing algorithms for the analysis and classification

of sensor data are provided as part of a framework for rapid prototyping of body

sensor networks. A mobile platform to collect users’ psychological, physiological and

activity information for mental health research is presented in [17]. The authors of

[18] propose a healthcare platform particularly devised for interfacing and process-

ing data from body-worn physiological sensors and home appliances, with a proven

utility in daily medication management. A novel framework that provides advanced

functionalities for resource and communication abstraction, wearable health data

acquisition and knowledge extraction is introduced in [19]. Most visible initiatives

are especially being underpinned in the mobile health domain. That is the case of

[20], an open mobile health project to help developers produce digital health data

as useful and actionable as possible. Google Fit [21] by Google, SAMI [22] by Sam-

sung or HealthKit [23] by Apple are examples of new commercial platforms also

devised to integrate and share users health data among diverse health and wellness

applications.

Despite important contributions have been made through these platforms, there

is still much room for improvement. For example, most mobile health frameworks

are bound to the computational capabilities of the smartphone, require continuous

maintenance and updates of end-user applications and normally trap data into their
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devices. Moreover, multiple systems and applications can generate similar health

data and outcomes leading to unnecessary redundancy and overcomputation. These

systems mostly operate on-demand, thus determinants of health and wellness states

can be also lost if not registered in a continuous manner. Platforms devised to

share and integrate health and wellness data underutilize cloud resources while

simply using them for storage. In the light of these limitations we present Mining

Minds [24], an innovative distributed framework that builds on some of the most

prominent digital technologies to enable the provision of personalized healthcare and

wellness support. This framework is particularly devised to seamlessly investigate

on people’s behavior and lifestyles in an holistic manner through mining human’s

daily living data generated through heterogeneous resources. Mining Minds aims

to innovatively exploit the potential of cloud computing not only for storage but

also for high performance computation supporting the discovery of personal and

public health and wellness patterns, of primal necessity to facilitate proactive and

preventive support.

2 Requirements of a Digital Health and Wellness Framework
Diverse types of data are normally required to neatly describe a person’s health

and wellness state, ranging from physical -sensory- and logical -personal profile and

interests-, to social -human relations- and clinical -medical- data. Many technologies

are increasingly available for the collection of these data, such as wearable devices,

ambient sensors, social networks or advanced clinical systems. Thus, an important

requirement of a digital health and wellness framework is to provide a certain level

of abstraction from heterogeneous resources to make their utilization transparent to

the user. Health and wellness data go beyond standardized structured formats such

as “traditional” electronic health records, particularly including other multimedia

and unstructured data. Therefore, another primal requirement is to be capable of

dealing with this dimension of heterogeneous data, as well as the underlying implica-

tions of the management of structured, semi-structured and unstructured data. Not

only data variety constitutes a key factor, but also data volume. Massive amounts

of data are generated over time on and around the subject with the advent of new

sensing and multimedia technologies. Accumulating and digesting these amounts of

data are not trivial tasks, and need to involve sophisticated processing and storage

mechanisms to enable the persistence and availability of the data. Similarly, the

rapid pace of data generation makes necessary to also take into account data ve-

locity as a reference factor. This proves to be especially challenging when referred

to data that represents real-time regular monitoring, such as continuous electro-

cardiogram measurements or body motion data. Another important concept that

applies to health and wellness data is veracity. Different data types may represent

similar concepts or contradict each other, or even be of little interest. Therefore,

digital health and wellness frameworks should count on governance mechanisms to

determine the consistency of the data, ensuring it is certain, meaningful, clean and

precise.

Extracting the determinants of health and wellness is a very challenging task that

requires more than simply collecting and persisting personal data. Accordingly, dig-

ital health and wellness frameworks must include automatic intelligent mechanisms
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to process person-centric data and extract interpretable information and insights

for ensuring a personalized health and wellness support. Moreover, insights should

not only be gained from individual users but from the collectivity. Thus, another

important requirement consists in the application of advanced techniques to process

information in “de-identified” form to enable population management and deeper

insights into cause and effect. These insights can be particularly leveraged by health

and wellness care systems to extend, adapt and evolve the knowledge provided by

human domain experts.

Health and wellness information and knowledge are principally devoted to support

advanced care services. Mechanisms such as alerts, recommendations or guidelines

are particularly used as services to catalyze both information and knowledge to be

delivered in a human-understandable fashion to users and stakeholders in general.

However, most digital health and wellness systems only support general services that

do not differentiate among people particular needs or interests. Therefore, an im-

portant requirement is to provide services that operate on a person-centric manner.

To do so, expert systems are required, for example, to precisely map user needs to

the best possible recommendations, personalize the recommendations explanation

or customize the mechanisms for the communication of these recommendations.

Users of health and wellness systems may be of a very diverse nature and play

different roles. For example, busy patients may require to get a quick glimpse of their

health conditions, fitness enthusiasts wish to observe a detailed description of their

vitals and clinical experts be interested in an “in-depth” description of both health

and wellness outcomes of multiple people. Accordingly, user interfaces need to be

customized to the needs of each particular subject. Similarly, the user experience

is of worth consideration. Users perceptions of system aspects such as utility, ease

of use and efficiency should be taken into account to provide the most personalized

experience. In fact, the user experience is dynamic as it is constantly modified over

time due to the person changing circumstances. Thus, user responses and behavior

need to be continuously tracked to support a sufficient level of personalization that

helps guarantee adoption and engagement.

Finally, as it may be obvious, but unfortunately not often considered, all the

aforementioned requirements need to be neatly accommodated to user security and

privacy principles. The necessity of privacy and security is crucial for systems that

build over sensitive information, and further augmented when data and services

are shared by multiple entities in a distributed way. Data ownership, malicious

data usage, as well as regulatory and legal policies are important hindrances in the

widespread use and acceptance of health and wellness care systems. Therefore, it

is of utmost importance to neatly adequate privacy, security, protection and risk

management measures to all the processes concerned in a digital health and wellness

framework.

3 Mining Minds Architecture
In the light of the aforementioned requirements we present here “Mining Minds”, a

novel framework aimed at comprehensively mining human’s daily life data generated

from heterogeneous resources for producing personalized health and wellness sup-

port. Mining Minds philosophy revolves around the concepts of data, information,
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knowledge and service curation, which refer to the discovery, processing, adaptation

and evolution of both contents and mechanisms for the provision of high quality sup-

port services. Motivated by these concepts, a multilayer architecture is particularly

devised for Mining Minds (Figure 1). In a nutshell, the Data Curation Layer (DCL)

is in charge of processing and persisting the data obtained from the Multimodal

Data Sources (MDS), which abstractly defines the possible sources of user health

and wellness data. This includes, but is not limited to, data from social networks,

questionnaires, wearable biomedical devices or ambient intelligence systems. The

data processed by DCL is primarily used by the Information Curation Layer (ICL)

to infer low-level and high-level person-centric information. This information mainly

describes the user context and behavior, and, to some extent, their physical, mental

and social state. The information extracted by ICL is leveraged by the Knowledge

Curation Layer (KCL) to nurture and evolve the health and wellness knowledge

primarily created by human experts. Data, information and knowledge are used by

the Service Curation Layer (SCL) to create intelligent health and wellness support

services, mostly in the form of smart coaching and support recommendations. All

the contents and processes are accommodated in terms of security and privacy by

the Supporting Layer (SL), which also provides analysis of user experience, feedback

and trends to guarantee the highest personalization.

3.1 Data Curation Layer

DCL is responsible for acquiring, curating and persisting the data obtained from

MDS so it can be processed for higher level understanding. To that end DCL relies

on two main modules, Sensory Data Processing and Curation, and Big Data Storage.

Within the former, Data Acquisition supports the acquisition and synchronization

of raw sensory data obtained from diverse sources, both in real-time and offline

manner, as generic data streams. Due to the heterogeneous nature of the data, it is

acquired asynchronously in real-time and temporarily cached in data buffers. These

data buffers are initialized depending upon the number of data sources, i.e., each

data source has a data buffer in the Data Acquisition component. All the data

buffers are synchronized and communicated to ICL for the determination of the

associated low and high-level contexts. In parallel, this synchronized data is stored

in Big Data Storage for non-volatile persistence.

Upon receiving the context information determined by ICL, the context instances

are curated by the Representation and Mapping component as a time-based log

registering the detected human behaviors. This time-based log is termed as user Life-

Log or simply Life-Log and persisted in the Intermediate Database for shareability

with other layers and applications. The stream of life-log instances is analyzed by

a monitoring component called Life-Log Monitor (LLM). The responsibility of the

LLM is to perform time-based monitoring of the different attributes and variables

hosted in the Life-Log, and support trigger-based mechanisms to notify SCL for the

occurrence of an abnormal or special event related to a given user. These abnormal

events normally represent risky or unhealthy behaviors and are here defined as

“situation events” or “situations” in general, which are described through diverse

constraints -e.g., age, gender, medical conditions- and monitorable variables -e.g.,

intensity of a particular activity and its duration-. Situation events can be generated

both statically at design-time and dynamically at run-time upon request from KCL.
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The life-log data persisted in the Intermediate Database is regularly synchronized

with the Big Data Storage. Big Data Storage also provides read access to raw

sensory and life-log data. In case of historic data required by SL for analytics or

KCL for data-driven rule generation, Big Data Storage provides queries for data

streaming and intermediate data generation. These queries can be customized on

request and return the data based on the attributes selected by KCL and SL.

Security and privacy components from SL are further involved in these processes to

request authentication and data stream encryption before its persistence or sharing.

3.2 Information Curation Layer

ICL represents the Mining Minds core for the inference and modeling of the user

context [25]. ICL is composed by two main modules, namely, Low Level Context

Awareness (LLCA) and High Level Context Awareness (HLCA). LLCA is in charge

of converting the wide-spectrum of data obtained from the user interaction with the

real and cyber-world, into abstract concepts or categories, such as physical activities,

emotional states, locations and social patterns. These categories are intelligently

combined and processed at HLCA in order to identify more meaningful semantic

representations of the user context.

LLCA is composed by four key components, respectively, Activity Recognizer,

Emotion Recognizer, Location Detector and SNS Analyzer. The identification of

the user physical actions is performed through the Activity Recognizer. This com-

ponent may build on several sensing modalities as they happen to be available to the

user, such as wearable inertial sensors, video and audio. The output of this compo-

nent corresponds to elementary activity categories such as “sitting” or “walking”.

The Emotion Recognizer is defined to infer user emotional states, such as “sur-

prise” or “sadness”, by using video and audio data as well as more sophisticated

sources exploring human physiological variations and responses. The user situation

is determined by the Location Detector, which essentially builds on the data col-

lected through indoor and outdoor positioning sensors, such as video and GPS, to

specify the exact location of the user. The SNS Analyzer is in charge of processing

the information generated by the user during their interactions in regular social

networks, including posts, mentions, traces and even global social trends, in the

form of both text and multimedia data. From here, personal and general interests,

conducts and sentiments may be determined. All these components require compat-

ible multimodal sensory data to operate. The provisioning of the necessary data is

performed through the Input Adapter, which receives and routes the data curated

by DCL to each LLCA component depending on its nature. Once new low-level

context categories are identified after the analysis of this data, the Output Adapter

serves them to DCL for persistence and to HLCA for further processing.

HLCA makes use of two components, namely, High-Level Context Builder and

High-Level Context Reasoner, to represent, verify, classify and categorize the user

high-level context. The context representation and verification is performed through

ontologies, adopted in the past as a unified conceptual backbone for modeling con-

text, while its classification and categorization is done through ontological inference

and reasoning. Whenever new information is received from LLCA, a new ontologi-

cal instance is created by the High-Level Context Builder and categorized into one
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of the considered high-level contexts by the High-Level Context Reasoner. Thus

for example, based on the actual time (e.g., midday), location (e.g., restaurant)

and inferred activities (e.g., sitting), this component can determine the precise user

context (e.g., lunch).

3.3 Knowledge Curation Layer

KCL is devised to enable the creation and evolution of both health and wellness

knowledge. The knowledge is created either by the domain expert or knowledge engi-

neer, by using expert-driven or data-driven approaches. The Expert-Driven module

provides a set of rule authoring components to allow specialists to describe in a log-

ical form causes or premises and effects or conclusions, e.g., “if gender is male and

age lower than 65 then activity level should be moderate”. The authoring process is

further supported through evidence materials and domain vocabularies to confirm

the viability of the rules and facilitate their elaboration. The Data-Driven module

leverages the contents of the life-log for the automatic generation of rules. To that

end, a data broker interface is defined to glean the contents of interest from the

data persisted in DCL based on the features or factors established by the expert,

e.g., “gender, emotional state and activity level”. The process is automated by se-

lecting and learning diverse mining models to discover and represent the underlying

relationship among the considered health and wellness factors.

In both expert-driven and data-driven cases the generated rules are verified in

terms of consistency and validated to avoid potential violations or redundancy with

existing rules prior to be stored into the Knowledge Bases. KCL rules are not only

persisted in traditional knowledge bases but also indexed according to salient con-

ditions of these rules, also called “causes” or “situations”. These situations refer to

particular attributes of the rules than can be monitored by the platform and used

for triggering the execution of specific rules. Accordingly, during the rule creation

process the expert can select these condition attributes for their particular mon-

itoring at DCL as explained in Section 3.1. The categorization of the knowledge

bases through these indexes is particularly considered to enhance the performance

of the reasoning processes hosted in SCL. In fact, once a situation is detected only

its associated rules are shared with SCL upon request of this layer.

The evolution of the knowledge is procured through two main mechanisms. On

the one hand, the expert creation process can be considered as a sort of maintenance

per se. In that view, rules may be dynamically updated or replaced based on new

health and wellness findings from experts. On the other hand, rules can be added,

replaced or modified through the data-driven approach while using new life-log

contents collected from different users.

3.4 Service Curation Layer

SCL provides the means to transform the data, information and knowledge curated

by DCL, ICL and KCL into actual health and wellness support services. The ser-

vices are managed by the Service Orchestrator, in charge of attending the potential

requests, invoking the necessary services and coordinating the processes involved in

the curation of the services. The requests may be of various types, i.e., scheduled

on time (e.g, “every day at 8 am”), triggered by direct user queries (“suggest me
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an exercise plan for today’s workout”) or based on events (e.g., “user arrives at

home”). The last type of request particularly relates to the concept of situation,

already described in previous sections. The idea is that the LLM component from

DCL triggers SCL once a situation event is identified in order to generate a new

recommendation for the user.

The services needed to satisfy a given request are invoked from an extensible cata-

log containing reference and auxiliary services. A major reference service is devised

for this architecture for the generation of personalized health and wellness recom-

mendations. This service consists of two parts. First, generalized recommendations

are developed by the Recommendation Builder component through reasoning on

the user profile and life-log data provided by DCL and the knowledge facilitated by

KCL for the specific domain of the service. In the case of handling a request de-

rived from a situation detection the indexed rules hosted by KCL are particularly

employed. Second, the recommendations undergo a personalization process through

the Recommendation Interpreter component in order to deliver the one that best

fits the user interests and demands. In here, all the potential recommendations are

filtered based on the user preferences, conditions and possessions, as well as their

actual context. Thus, for example, when the objective of the recommendation is to

encourage the user to exercise, cycling would be avoided if the user does not own

a bike, or a visit to the regular gym omitted in case the person is on a business

trip. Prior to be communicated to the user, the recommendation is refined to be

easily interpreted, for example, including multimedia contents to increase the inter-

pretability and also incorporating motivational and engagement strategies to foster

the user interest and attention.

3.5 Supporting Layer

The role of SL is to enrich the overall Mining Minds functionalities through advanced

analytics, interactive and personalized UI/UX, implicit and explicit feedback anal-

ysis, and adequate privacy and security mechanisms.

The Analytics module is in charge of mining in a multi-dimensional and retro-

spective manner the data sets collected and curated from multiple users to reveal

population health and wellness associations, patterns and trends. These trends may

refer to current facts as well as expected or future tendencies. The exploration of

present trends is performed through the Descriptive Analytics, which employs sta-

tistical techniques to relate explanatory variables of the persisted data. Thus for

example, based on the analysis of the inferred people lifestyles, it can be found that

there is a growing use of hot beverages among adolescents, which further relates

to a dramatic increase of stress patterns. The discovery of potential future facts

is carried out by the Predictive Analytics, which develops on the outcomes of the

Descriptive Analytics to make forecasts by using regression and machine learning

models. Descriptive and predictive analytics contents are organized by the Visual-

ization Enabler, which adjusts the style of the information to be communicated to

the users based on their expertise and role.

Evaluating the services supported by Mining Minds requires feedback from the

users, which is here powered by the Feedback Analysis component. The sources

of feedback may be of a diverse nature, ranging from explicit feedback provided
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by the user, for example, through questionnaires, to implicit feedback obtained

from the user behavioral responses. Analyzing implicit and explicit feedback from

the users is motivated by the aspects of functionality, content, and presentation.

Functionality-based feedback refers to the findings obtained while comparing, for

example, the system recommendations and the behavioral reaction of the user to

those recommendations. Content-based feedback measures the user satisfaction with

respect to the specific information provided as part of the delivered services. Finally,

presentation-based feedback measures the human-computer interaction with respect

to the user interface (UI), which is of particular utility to understand the user

experience (UX). All these types of feedback are devised to help assessing the level

of interest and adherence of users to the services provided through Mining Minds

as well as to evolve and maintain the internal contents and processes handled by

the platform.

Considering user preferences, habits or mood, the UI/UX module enables the end-

user applications interface to be adapted accordingly. This adaptation is needed to

adjust the human-computer interaction experience with respect to font size, theme,

or audio levels, among other characteristics. Two main components are involved in

this process. First, the UI Interaction Tracker collects the data from the interaction

between the person and the application to analyze the user’s ability to understand

and use the system, e.g., the readability of the contents or the perceptibility of

the controls. Then, the UX component measures the satisfaction level based on the

analysis of the collected data. The immediate result is a dynamic adaptation of the

UI based on the measurements extracted from the evaluation of the UX.

Given the sensitivity of the collected user data, privacy and security need to be

assured and exhibited, not only for storage, but also during the processing and

delivery of services. To that end, state-of-the-art cryptographic primitives along

with indigenous protocols are considered. For secure storage, the AES standard is

particularly used, whereas for oblivious processing, homomorphic encryption and

private matching is used. Considering the intensive data flow between end-user

applications and Mining Minds, data randomization techniques are used to ensure

a high entropy for minimal leakage of information. An authorized model ensures

the legitimate disclosure of personal data and services with users. Slow processing

of information is a common byproduct of the encryption; thus, to assist partial

swiftness to Mining Minds, sensitive and non-sensitive information is decoupled

where required. Anonymization procedures are also considered to enable the use of

the collected and mined users data by third party agents, e.g., for research purposes.

4 Mining Minds Implementation
An initial implementation of the proposed framework particularly oriented to pro-

mote healthy lifestyles and physical activity management is described here. Mining

Minds is a distributed platform where the cloud environment plays a key role for

supporting both persistence and limitless computational power. The Mining Minds

implementation has been deployed over a hybrid cloud including Microsoft Azure

public cloud environment [26] and a Xen private cloud [27] the for big data storage,

which runs over Hadoop File System with MapReduce [28]. For better scalability

and performance each layer is deployed over a separate virtual instance on Mi-

crosoft Azure. DCL, ICL, KCL and SCL are hosted on standard Microsoft Azure
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instances with Windows Server 2012 R2 as guest operating system [29], while SL

functionalities partake of the others. The cloud-based deployment of layers allows

the encapsulation of their responsibilities as well as the re-usability of their fea-

tures through an inter-layer communication. This communication is implemented

by establishing service contracts among the layers, which communicate by means of

RESTful web services [30] and high performance sockets [31]. Communication be-

tween MDS and DCL is real-time and asynchnorous in nature. The most important

service contracts are supported by DCL RESTful web services, which serve a data

model with the structure of the Intermediate Database, here hosted by Microsoft

SQL Server [32]. This data model is shared among the layers as an object model

of service contract. The required data and information is populated by DCL and

provided as responses to the upper layers. A high performance socket-based imple-

mentation is particularly used for DCL-ICL communication for the transference of

sensory data and context determination in real-time, and communication between

DCL and the big data storage on private cloud.

To support active lifestyle services in this version ICL only implements the Ac-

tivity Recognizer. This component consists of various steps that mainly combine

signal processing and machine learning techniques to define a specific human activ-

ity recognition model, here capable of distinguishing among various commonplace

activities [33]. The main input of this model is body motion data, namely, accel-

eration, which can be broadly obtained from smartphones and wearable inertial

sensors. Acceleration is preferentially used here since it is the most prevalent sen-

sor modality in standard activity recognition approaches [34]. A non-overlapping

sliding window of three seconds is used for the data segmentation [35], and time

and frequency features extracted for their discrimination potential [36]. The imple-

mented model combines Support Vector Machines and Gaussian Mixture Models

for the classification process, which have been demonstrated of particular utility

in this domain [37, 38]. The developed Activity Recognizer further supports two

operation modes depending on the available data registered from the user. Specif-

ically, a hierarchical approach is developed so that the model can determine the

user activity based only on the inertial data collected through the smartphone or a

combination of smartphone and smartwatch data if the latter is available.

Health and wellness knowledge is defined by medical experts and hosted in the

Knowledge Bases of KCL. To that end, a simple rule authoring tool [39] is considered

for the rule creation. Evidences and domain vocabularies are particularized to the

definition of physical management and activity promotion plans [40]. SCL processes

the contents generated by DCL, ICL and KCL for the generation of personalized

activity recommendations. After a request is processed by the service orchestrator,

generalized recommendations are produced by applying rule-based reasoning [41]

on the existing knowledge and user data. User health and wellness data is trans-

formed into a proper input query by using auxiliary services hosted in the service

catalog. Similarly, auxiliary services are implemented for user goal discovery, e.g.,

ideal weight and calories to be burned per day [42]. During the reasoning, the in-

terpreter analyzes each rule in the knowledge bases and fires the appropriate rules

using a forward chaining procedure [43]. Recommendations are personalized by us-

ing content-based filtration techniques [44] employing user personal activity level

and preferred physical activities.
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Security and privacy components of SL are distributed among the different lay-

ers. Encryption techniques are employed to withstand any compromise on data

storage facility or its unauthorized acquisition, as well as to make health-related

data processing and evaluation HIPAA compliant. Concretely, AES [45], private

matching [46] and anonymization [47] have been chosen to support the encryption.

Moreover, since the systems are deployed on public clouds, processing over direct

encryption without losing accuracy is required. The indigenously proposed system

of oblivious term matching [48] is considered to that end.

5 Health and Wellness Promotion Services
Various exemplary applications and tools have been developed to showcase some of

the potential health and wellness services supported by Mining Minds (Figure 2).

Personalized weight management is procured through an application that promotes

activity routines customized to the user characteristics and preferences in order to

attain a healthy weight. The app further provides the person with valuable informa-

tion regarding their physical behavior, energy expenditure and weight loss patterns.

Behavior change and healthy lifestyle promotion is intended through a personal

coaching application which delivers action recommendations and educational facts

upon detection of unhealthy physical conducts. Conversely to other digital health

and wellness systems and platforms, Mining Minds is not only devised to support

regular users or patients but also specialists. Medical experts are facilitated with a

comprehensive tool to inspect users behavior, engagement and satisfaction in a con-

tinuous and retrospective manner. Apart from diverse statistics reporting personal

goals, achievements and physical activity patterns, the tool allows the specialist to

check the specific information and recommendations delivered by the platform to

each particular user. Finally, an intuitive rule authoring tool has also been devel-

oped to enable the creation and management of the health and wellness knowledge

exploited by Mining Minds. The main features and utilities of these applications

and tools are described next.

5.1 Personalized Weight Management App

A poor estimation of calories and activities as well as an unrealistic definition of

milestones represent two of the most common reasons for failure in most weight

loss programs. Accordingly, the main objective of this service is to empower people

in the control of their weight through a continuous track of exercise and energy

consumption and a personalized physical routine promotion to achieve the expendi-

ture goals. Users are initially requested to sign up into the application by entering

their personal information such as demographics -age, gender, weight and height-,

preferences in terms of activities and exercise level -sedentary, moderate or intense-.

All this information is securely stored and processed by the Mining Minds platform

to calculate the user physical state, ideal weight, as well as the calories to be burned

every day, all displayed for simple access on the app main dashboard (Figure 3.a).

The amount of calories burned by the user on the present day is also displayed in

this view. This value is estimated by the platform by analyzing the user activity

patterns. To determine these patterns, Mining Minds elaborates on the acceleration

data measured by the user smartphone, which is timely streamed through WiFi
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or 4G to the platform. To promote the user activity to achieve the daily calorie

goal, exercise recommendations are given in an easy-to-understand manner. The

recommendations contain precise indications on the duration of the activity and its

execution style as well as motivational statements for the sake of encouragement.

The recommended activities, their duration and intensity are personalized to each

individual based on their profile. The evolution of the user actual weight with re-

spect to the planned one is presented in a different frame (Figure 3.b). Here the

user can easily self-report their current weight upon timely request of the platform.

Other supportive features of the application provide the user with statistical anal-

ysis of burned calories and activity patterns (Figure 3.c) and a calendar view of

the user comportment (Figure 3.d), specifically devised to support users in their

self-monitoring and control.

5.2 Physical Lifestyle Coaching App

Behavior change and healthy lifestyle promotion constitute central objectives in

public health interventions. The service defined here explores sophisticated coaching

mechanisms to raise people’s health awareness while inducing wholesome activity

habits, changing unhealthy routines, and educating on healthier physical lifestyles.

To that end the developed application continuously captures the user’s body motion

data registered through the inertial sensors of the smartwatch and smartphone. The

data is then streamed to Mining Minds which processes it to infer the user behavior

and determine potential risk or unhealthy situations. After an unhealthy behav-

ior is detected (e.g., “one hour of continuous sitting”) the platform automatically

generates a personalized physical recommendation or healthy educational fact (e.g.,

“stretch your legs, arms and back”). Recommendations and facts are conveniently

delivered according to the user context and availability, and displayed on the appli-

cation main screen in a timeline view (Figure 4). Both recommendations and facts

are also accompanied by multimedia contents -video, images and audio- to instruct

the user on how to follow them as well as to attract and increase their interest and

understanding. Moreover, users can value the delivered recommendations and facts

according to their experience -“likes”/“dislikes”- and also provide comments on

them -e.g., “I cannot carry out the recommended stretching exercises” or “My back

hurts when I bend my waist”-. This information constitutes a key source of feedback

for experts and Mining Minds itself to realize the comprehensiveness, applicability

and impact of the services delivered by the platform.

5.3 Behavior Inspection Tool

Intelligent monitoring and smart coaching mechanisms are not planned to replace

the role of specialists but rather complement it. In fact, the idea is that not only

patients but also medical experts can benefit from the data, information, knowledge

and services handled by Mining Minds. The expert inspection tool developed here

is particularly devised to facilitate and expedite the task of health and wellness

counseling specialists. The tool (Figure 5) presents in an intuitive yet comprehen-

sive fashion some of the most prominent user-centric information managed by the

platform. On the left side of this expert view the specialist can check the recommen-

dations and facts delivered by Mining Minds to the user, the reason behind these
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suggestions as well as the feedback provided on them. On the right side, diverse

sort of analytics describing the physical achievements of the user, their behavioral

patterns and their rating of recommendations and facts are shown. Energy expen-

diture achievements and physical activity patterns are displayed in a daily, weekly

and monthly basis, thus providing the expert with a detailed view of the user past

and present status. The user feedback analytics is of particular interest to help ex-

perts identify what kind of recommendations and facts are more positively valued

and which ones may not be accepted. The tool is also incorporated with a feature

that allows the specialist to directly communicate with the user through the apps

by sending comments in the form of notifications. By using this tool experts can in

principle deal with more users while reducing the time required for the assessment

of their progresses and evolution.

5.4 Rule Authoring Tool

Health and wellness experts are not only consumers of the services supported by

Mining Minds but also content producers. The creation and management of Min-

ing Minds health and wellness knowledge is handled by the specialists through an

advanced rule authoring tool (Figure 6). This rule authoring tool is an adapted ver-

sion of a prior one first introduced in [39]. The rule authoring tool provides domain

experts with an easy to use dashboard to manage the existing rules, thus making

possible their addition, update or deletion. An intuitive environment is provided for

the creation of new rules and associated meta-information. The rule authoring tool

incorporates a sophisticated physical activity wellness model which incorporates

multiple domain concepts and vocabularies that facilitates the rule creation task.

The tool is also equipped with intellisense technology to expedite the rule creation

process and reduce the chance of errors. After the rule is created, the expert can

simply save it, thus making it available for its use in Mining Minds.

6 Evaluation and Discussion
A preliminary evaluation of the implemented version of the platform and services

is performed here. An important asset of the platform refers to the curation and

persistence of sensory data by DCL. Most health applications delete sensory data

after processing it; however, persisting this information is of worth for generating

datasets that can be used to evolve the knowledge models or learn new ones. To

benchmark DCL capabilities, the accuracy and performance of the platform in the

collection, processing and storage of the sensory data is measured here. To that

end, continuous data service calls over the period of 24 hours are generated and

evaluated. The accuracy is measured by the rate of missing data packets, here

summarized in Table 1. The results show a very low error, 0.06% in average, which

means that practically all the sensory data sent to the platform is safely processed.

The performance, depicted in Figure 7, measures the capacity of the system to

store the data packets into the Intermediate Database. The stress test shows a high

consistency with the increasing usage of the system, which is capable of writing 2.2

requests or packets per second in average, each one composed by 7800 records of

sensory data.

ICL capability of inferring user activities presents important advantages with

respect to other wellness systems, which frequently rely on simple step counting
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for activity tracking. For example, it permits to derive more precisely the user

energy expenditure based on the cost of each performed activity, specially for those

that do not entail any ambulation. To evaluate the potential of the implemented

activity recognition model ten volunteers aging from 23 to 37 years were requested

to perform the supported activities: “walk”, “jog”, “rest”, “ride the bus” and “take

the subway”. The performance of the model is evaluated by comparing both actual

and detected activities. The results, shown in Table 2, prove notable recognition

capabilities, yielding a 94% accuracy in overall, although misclassification of some

activities can be experienced.

A initial user-centric analysis is also performed in terms of adherence to the pro-

vided recommendations. Ten volunteers aging 26 and 38 years were asked to use the

developed applications during a couple of weeks to measure the response time to

recommendations. This time accounts for the period elapsed since the user receives

a recommendation and follows it. The average number of recommendations per day

were 9, ranging from 5 to 14. The subjects response time varied from 1 minute to

1 hour, with average values shown in Table 3. These results may give some clues

about the interest shown in the use of these services, although further analysis, in-

cluding more subjects and longer time spans, is required to obtain solid conclusions

and determine their foundation.

Finally, the effectiveness and usability of the developed expert tools is also as-

sessed. To that end, different aspects of the tools were evaluated by 6 medical

experts -two nutritionists, two fitness instructors and two nurses- from an indepen-

dent health and wellness counseling company from South Korea. The experts were

instructed on how to use the tools and then provided with a set of questionnaires to

evaluate their look and feel, interface layout complexity, time required to access a

given resource or create a new rule, as well as the understandability and correctness

of the concepts and contents facilitated by these tools. The results of the evaluation

prove a satisfaction level greater than 75% in average. The aspects that were more

highly rated correspond to the simple and easy accessibility to the diverse health

and wellness related concepts as well as the organization of the information. For

the behavior inspection tool the experts particularly valued the benefit of having a

user-centric description of the behavioral patterns plus the possibility of identifying

the acceptability of the delivered recommendations through the feedback report.

For the rule authoring tool the specialists especially considered the benefits pro-

vided by the health and wellness models although they were unsatisfied with the

amount of time required to write a given rule.

All these apps and tools have been designed as end-user interfaces to the contents

and services curated by Mining Minds, thus presenting important advantages for

the customers, such as an effective reduction of the resources consumption - mainly

in terms of storage, computation and battery -, no need of regular updates of the

client application, shareability of contents among diverse systems and applications,

as well as a more dynamic and interactive experience. Mining Minds builds on the

assumption that, in the short-term, most mobile devices and systems of the Internet

of Things will be fully and seamlessly connected. However,... Although most trends

predict this, meanwhile temporary local storage and offline data transmission might

be required to overcome current internet disconnections.
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Applications such as the one presented here operate over WiFi and 4G interfaces.

While the use of WiFi presents no economic burden, some users could be concerned

about using their data plans when huge amounts of data need to be transferred. For

example, this application transmits around 500kB/min to communicate the sensory

data to the platform, which translates into approximately 30GB/month when used

nonstop. With the advent of 5G communications, flat-rate data plans are expected

to be a must, and accordingly, help reduce the possible burden for the end-user.

In either case, the use of compressed sensing techniques [49] is particularly envi-

sioned to make the data transmission more efficient. These mechanisms and other

sophisticated strategies are also worth considering to reduce battery consumption,

for example, by interrupting the transmission of sensory data during periods of user

inactivity.

7 Conclusions
This work has presented Mining Minds, a novel digital framework for personalized

healthcare and wellness support. The framework has been neatly designed taking

into account crucial requirements of the digital health and wellness paradigm. This

work has also described a unique architecture defined to provide the necessary

functionality to enable curation and mining of data, information, knowledge and

services for personalized health and wellness support. An initial realization of the

key architectural components, as well as an exemplary application that showcases

some of the benefits provided by Mining Minds, have also been presented. The work

is ongoing to complete the implementation of the devised architecture with new

additional components as well as to evaluate its services on a large scale testbed.
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Figure 1: Mining Minds Framework Architecture and Operational diagram.
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Figure 2: Mining Minds health and wellness service scenario.

Table 1: Accuracy of the data curation process
No. of service calls No. of Missed data packets Error (%)

30,000 6 0.02
60,000 22 0.04
90,000 39 0.04
120,000 55 0.05
150,000 96 0.06
180,000 308 0.17
Average 0.06

Table 2: Activity recognition performance. Each metric correspond to sensitivity

(SE), specificity (SP), positive predictive value (PPV), negative predictive value

(NPV) and F-score.

Activity SE SP PPV NPV F-score
Eating 0.89 1.00 0.88 1.00 0.88
Running 0.97 1.00 0.99 1.00 0.98
Sitting 0.95 0.98 0.94 0.98 0.95
Standing 0.91 0.99 0.95 0.98 0.93
Walking 0.99 0.99 0.98 1.00 0.99
Jogging 0.98 1.00 0.98 1.00 0.98

Stretching 0.97 0.99 0.92 1.00 0.94
Sweeping 0.94 1.00 0.94 1.00 0.94
Lying down 0.90 1.00 0.93 1.00 0.92

Table 3: Average user response time (in minutes) to recommendations
User 1 2 3 4 5 6 7 8 9 10

Avg response time 24.47 34.44 3.42 5.38 40.44 7.21 28.29 13.99 8.56 36.84
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Figure 3: Personalized weight management app.
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Figure 4: Physical lifestyle coaching app.
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Figure 5: Behavior inspection tool.

Figure 6: Rule authoring tool.
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Figure 7: Performance of the data persistence process.
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Evolution of Mining Minds
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/History of Mining Minds
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/History of Mining Minds

Big Data (only persistence) & Lifelog (representation and mapping) 

Smartphone + Smartwatch-based Activity Recognition (8 activities)

Rule-authoring tool (no executable knowledge)

Situation-triggered Personalized Recommendations (local knowledge)

Expert Inspection Tool (single/multi-user stats)

Real time activities monitoring (low level and corresponding high level)

Data driven knowledge acquisition (utilizing big data approach)

MM V2.0

Dec 2015

/Mining Minds Evolution
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Mining Minds V2.5 Service Scenario
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/Mining Minds Platform and Services
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/Cold Service Scenario-[2/2]
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/Warm Service Scenario-[2/4]
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/Warm Service Scenario-[4/4]

Light food with good fiber amount is recommended for
your health in dinner, as you have taken cholesterol
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/Habituation-MMV2.5
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/Personalized Recommendation-Context aware

“you are recommended 5 minutes 
running to relax and improve your 
health ”

O
ff

ic
e 

Lo
ca

ti
o

n

In-Active

“You have been sitting for 30 min, 
you are recommended 5 minutes 
running to relax and improve your 
health ”

“You have been sitting for 30 min, 
please take a walk and refresh your 
mind for at least 10 minutes”

You have been sitting for 30 min,
please take a walk and refresh your
mind for at least 10 minutes

Office Work

/Personalized Recommendation-MMV2.5

Personalized well-being and 

health-care Platform

Generate

Recommendations

Activity data

User  Information

Nutrition data

Preferences

Demographics

Risk Factors

Feedback

“You have spent whole day in office, 
please enjoy your favorite exercise 
cycling for about 25 minutes to relax 
and improve you’re your muscles 
health ”

Situation aware2

“Today weather is not suitable, Kindly take 
exercise in Gym for 30 minutes”

Context
Environ-
mental

Special 
Conditions 

Existing

well-being Platforms

Personalization

36



/Personalized Recommendation-Environmental Context

“Today weather is not suitable,
Kindly take exercise in Gym for 30
minutes”

Low fat (chicken soup) is
recommended

“You have spent whole day in office, 
please enjoy your favorite exercise 
cycling for about 25 minutes to relax 
and improve your muscles health ”

“Today weather is not suitable, Kindly 
take exercise in Gym for 30 minutes”

Low fat food (vegetable rice)  is 
recommended 

Low fat (chicken soup) recommended

W
ea

th
er

 C
o

n
d

it
io

n

Food

Activity

/Personalized Recommendation-MMV2.5
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/Personalized Recommendation-Special Condition
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/Descriptive Analytics 2.5
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/Privacy and Security -MMV2.5
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/Privacy -MMV2.5
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Mining Minds V2.5 Architecture

/Software Engineering Principles

Agile Software Development Process
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/MMv2.5: Architecture

Delivers timely and accurate personalized 
cross-domain recommendation based on 
domain knowledge and users 
preferences/context 

Creates and maintains health and wellness 
knowledge using expert-driven and data-
driven approaches

Provides real-time data acquisition from 
multimodal data sources and its 
persistence using big data technologies. 
Context data are mapped for life-logging 
and personalized predictions from life-log

Facilitates information to 
the users in the most 
intuitive manner, in a 

secure environment 
reflecting their personal 

needs and preferences

Converts the data obtained from the user 
interaction with the real and cyberworld, 
into abstract concepts or categories, such 
as physical activities, emotional states, 
locations and social patterns, which are 
intelligently combined to determine and 
track context and behavior

/MMv2.5: Operation Flow
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/MMv2.5: Distributed Database Model
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/Overall Technical Uniqueness
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Situation based 

Knowledge 

Maintenance 

User 

Experience 

Quantification 

Multi level 

recommendation 

interpretations 

SNS & Lifelog 

based Big Data 

Analytics

Data Curation Layer

Information Curation Layer

Knowledge  Curation Layer

Services Curation Layer

Supporting Layer

Automatic High 

Level Context 

Awareness

Knowledge 

based 

Recommendations

Shareable 

Knowledge 

Creation

/Technical Contribution

Data Curation Layer Information Curation Layer Knowledge  Curation Layer Services Curation Layer Supporting Layer

Multimodal, 
Multidimensional 
and Multilevel 
Context Inference

Machine-learning-
driven 
Activity, Location 
and Emotion 
Recognition

Ontology-based 
High-Level Context 
Identification

Situation-based 
Knowledge 
Acquisition and 
Reasoning

Data-driven 
Knowledge 
Acquisition from 
LifeLog
Big Data

Real-time Life-log 
Monitoring with 
Dynamic Situations

Big Data Storage 
with Active/Passive 
Reads for Analytics 
and Data-Driven 
Knowledge Learning

Cross-context 
Interpreted 
Personalized 
Recommendations

Lifelog & SNS 
Analysis with 
Push-based Expert 
Notifications

UX Analytics Tool for 
UI Adaptation
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Mining Minds Versions Microdemos

/Real-time Life-log Monitoring with Dynamic SituationsDCL
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/
Big Data Storage with Active and Passive Reads for 
Analytics and Data-Driven Knowledge Model Learning

DCL

/
Multimodal, Multidimensional and Multilevel 
Context Inference

10 subjects 

12 activities

8 locations

4 emotions

98 sensor 

signals

>2GB 

of data

ICL
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/
Machine-learning-driven 
Activity, Location and Emotion Recognition

ICL

/Ontology-based High-Level Context IdentificationICL
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/Situation-based Knowledge Acquisition and ReasoningKCL

/
Data-driven Knowledge Acquisition from LifeLog
Big Data

KCL
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/SCL
Cross-context Interpreted Personalized 
Recommendations

/
Lifelog & SNS Analysis with 
Push-based Expert Notifications

SL

51



/UX Analytics Tool for UI AdaptationSL

Comparison with Existing Systems
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/

Applications

Platforms

Comparison with Existing Systems

FEATURES 
CATEGORIZATIONS sto

rage &
 

Secu
rity

 Google Fit
 Samsung S Health
 Microsoft Health
 Apple Health Kit
 Open mHealth

 NoomCoach
 Fitbit
 Argus
 Runtastic
 RunKeeper
 ZombieRun

1. Sensory Data
2. User profile
3. IOT
4. Other apps
5. Clinical data
6. Social media

Data Soruce

1. User device storage
2. Cloud  storage
3. Bigdata storage
4. Encrypted data storage
5. Anonymized access

Storage  & Security

1. Open knowledge
2. Knowledge acquisition 
3. Knowledge evolution

Knowledge Maintenace

1. With other apps
2. Social media sharing
3. Other users (authorized circle)

Information Sharing

1. Activity Recognition
2. Expert Services
3. Wellness services
4. Personalized recommendations
5. Clinical services
6. SDK/API

Services

1. User Experience
2. User Modelling
3. Adaptation of UI

UI/UX

/
Data Source Storage & Security UI/UX Services

Information 
Sharing

Knowledge 
Maintenance
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se
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Google Fit
                         

Samsung S health
                         

Microsoft health
                         

Apple healthkit
                         

Open mhealth
                         

Fitbit
                         

NoomCoach
                         

Argus
                         

Runtastic
                         

Runkeeper
                         

Zombie Run
                         

Mining Minds
                         
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https://developers.google.com/fit/overview
http://kr-shealth.samsung.com/websvc/intro/intro.do
https://www.microsoft.com/microsoft-health/en-us
http://mobihealthnews.com/37340/38-more-health-and-wellness-apps-that-connect-to-apples-healthkit
http://www.openmhealth.org/
https://us.noom.com/
MM Master Presentation May 2016 V2.pptx
http://www.azumio.com/s/argus/index.html
https://www.runtastic.com/en/apps/runtastic
runkeeper.com/
https://www.zombiesrungame.com/


Future Plan

/Future Plan: MM V3.0 Milestones 

May 
2016

June 
2016

July 
2016

Aug 
2016

Sep 
2016

Oct 
2016

V 2.5

V 3.0

Nov 
2016

Dec 
2016

Physical Activities and Nutrition based 

MM V2.5 Finalization

MM V3.0 - Chronic Disease Scenario 

Requirements Analysis 

MM V3.0 – Platform Features Evolution 

Analysis

MM V3.0 – Chronic Disease Scenario 

based System Design

MM V3.0 – Chronic Disease Scenario 

based System Design

MM V3.0 - Chronic Disease Scenario 

Finalization

MM V3.0 – Chronic Disease Scenario 

Implementation

MM V3.0 – Chronic Disease Scenario 

Testing and Integration
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/Future Plan: MMv3.0 Roles

Infrastructure

Level

Data Curation Layer

Information Curation Layer

Knowledge Curation Layer

Service Curation Layer Su
p

p
o

rtin
g Laye

rPlatform

Level

Services

Level

/Conclusion

V3.0 (Dec 2016)

Physical Activity + 
Nutrition + Chronic 

Disease scenario
Demonstrated                       

platform-oriented and layer-
wise technical contributions

Established overall 
uniqueness compared to 
similar existing systems

Evolution of Mining Minds 
platform from V1.0-1.5 

(Physical Activities) & V2.0-2.5 
(Physical Activities & Nutrition)

Developed the infrastructure 
to support current and future 

services
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Section 3 
 

Mining Minds Features Evolution 
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Feature Evolution
Mining Minds Version 2.5

DATA CURATION LAYER
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Challenges and solutions (MMv2.5-DCL) 
1. Communication

V1. SOAP-based Web services Performance bottleneck

Benefit Limitation

Faster Implementation 

1. Communication

V1. SOAP-based Web services Performance bottleneck

V1.5 Sockets + Restful Services Performance Scalability (Blocking Communication)

Benefit Limitation

Faster Implementation







Challenges and solutions (MMv2.5-DCL) 
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1. Communication

V1. SOAP-based Web services Performance bottleneck

V1.5 Sockets + Restful Services Performance Scalability (Blocking Communication)

V2 Sockets + Restful Services Performance

Benefit Limitation

Faster Implementation









Challenges and solutions (MMv2.5-DCL) 

Scalability (Blocking Communication)

1. Communication

V1. SOAP-based Web services Performance bottleneck

V1.5 Sockets + Restful Services Performance Scalability (Blocking Communication)

V2 Sockets + Restful Services Performance

Benefit Limitation

Faster Implementation









Challenges and solutions (MMv2.5-DCL) 

Scalability (Blocking Communication)

V2.5 Node.js + Restful Services Performance + Non-blocking Communication
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1. Communication

Challenges and solutions (MMv2.5-DCL) 

Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

V2.5 Node.js + Restful Services

Performance + Non-blocking Communication



2. Big Data + Intermediate DB

V1. Only Intermediate DB Intermediate DB Stress (Performance Bottleneck)

Benefit Limitation

Faster Implementation 

Challenges and solutions (MMv2.5-DCL) 

Intermediate Database

User 
Profiles

Life-log
Data

SOAP Web-service

ICL

SCL

SL

raw 

sensory 

data

raw 

sensory 

data

activities,

profile

activities,

life-log,

profile

CRUD
Object 
Model

61



2. Big Data + Intermediate DB

V1. Only Intermediate DB Intermediate DB Stress (Performance Bottleneck)

V1.5 Big Data For Sensory Data
Write

Performance No Analytics on Sensory Data + No Data for Training

Benefit Limitation

Faster Implementation







Challenges and solutions (MMv2.5-DCL) 

Intermediate Database

User 
Profiles

Life-log
Data

Restful Web-service

ICL

SCL

SL

raw 

sensory 

data

raw 

sensory 

data

activities,

profile
activities,

life-log,

profile

DCL Socket
Server

Big Data

low 

level 

activities

raw 

sensory data

low 

level 

activities

CRUD
Object 
Model

2. Big Data + Intermediate DB

V1. Only Intermediate DB Intermediate DB Stress (Performance Bottleneck)

V1.5 Big Data For Sensory Data
Write

Performance No Analytics on Sensory Data + No Data for Training

V2 Big Data For Sensory Data
Read + Write

Analytics + Data for Training

Benefit Limitation

Faster Implementation









Challenges and solutions (MMv2.5-DCL) 

 No Periodic Backups for Life-log data 

Intermediate Database

User 
Profiles

Life-log
Data

ICL
SCL

SL

raw 

sensory 

data

raw 

sensory 

data

activities,

profile
activities,

life-log,

profile

DCL Socket
Server

Big Data

low 

level 

activities

raw 

sensory data

low 

level 

activities

sensory

data for

analytics

KCL

sensory

data for

training

High Level 
Context

Context 
Ontology

Restful Web-service

CRUD
Object 
Model
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2. Big Data + Intermediate DB

V1. Only Intermediate DB Intermediate DB Stress (Performance Bottleneck)

V1.5 Big Data For Sensory Data
Write

Performance No Analytics on Sensory Data + No Data for Training

V2 Big Data For Sensory Data
Read + Write

Analytics + Data for Training

Benefit Limitation

Faster Implementation









Challenges and solutions (MMv2.5-DCL) 

 No Periodic Backups for Life-log data 

V2.5 Big Data For Sensory Data
Read + Write + life-log

Analytics + Data for Training +  Life-log Backups

Intermediate Database

User 
Profiles

Life-log
Data

ICL
SCL

SL

raw 

sensory 

data

raw 

sensory 

data

activities,

profile
activities,

life-log,

profile

DCL Socket
Server

Big Data

low 

level 

activities

raw 

sensory data

low 

level 

activities

sensory

data for

analytics

KCL

sensory

data for

training

High Level 
Context

Context 
Ontology

Restful Web-service

CRUD
Object 
Model

2. Big Data + Intermediate DB

Challenges and solutions (MMv2.5-DCL) 

V2.5 Big Data For Sensory Data
Read + Write + life-log

Analytics + Data for Training +  Life-log Backups



Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data
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3. Life-log Representation and Mapping

V1. Object Model No Inference (No High Level Context in ICL)

Benefit Limitation

Performance 

Challenges and solutions (MMv2.5-DCL) 

3. Life-log Representation and Mapping

V1. Object Model No Inference (No High Level Context in ICL)

V1.5 Object Model Performance No Inference (No High Level Context in ICL)

Benefit Limitation

Performance







Challenges and solutions (MMv2.5-DCL) 
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3. Life-log Representation and Mapping

V1. Object Model No Inference (No High Level Context in ICL)

V1.5 Object Model Performance No Inference (No High Level Context in ICL)

V2.x Object Oriented Life-log + 
Ontology for High Level
Context at ICL

Performance + Inference

Benefit Limitation

Performance









Challenges and solutions (MMv2.5-DCL) 

Intermediate Database

User 
Profiles

Life-log
Data

ICL
SCL

SL

raw 

sensory 

data

raw 

sensory 

data

activities,

profile
activities,

life-log,

profile

DCL Socket
Server

Big Data

low 

level 

activities

raw 

sensory data

low 

level 

activities

sensory

data for

analytics

KCL

sensory

data for

training

High Level 
Context

Context 
Ontology

Restful Web-service

CRUD
Object 
Model

3. Life-log Representation and Mapping

Challenges and solutions (MMv2.5-DCL) 

Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

V2.x Object Oriented Life-log + 
Ontology for High Level
Context at ICL

Performance + Inference


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4. Life-log Monitoring and Prediction

V1. NA No trigger/situation based recommendations

Benefit Limitation

NA 

Challenges and solutions (MMv2.5-DCL) 

4. Life-log Monitoring and Prediction

V1. NA No trigger/situation based recommendations

V1.5 Life-log Monitoring (LLM) Trigger-based 
recommendation 
generation

Design-time static situations

Benefit Limitation

NA







Challenges and solutions (MMv2.5-DCL) 
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4. Life-log Monitoring and Prediction

V1. NA No trigger/situation based recommendations

V1.5 Life-log Monitoring (LLM)

V2 Life-log Monitoring (LLM)

Benefit Limitation

NA







Trigger-based 
recommendation 
generation

Design-time static situations

Dynamic situations with
runtime-invocation

Challenges and solutions (MMv2.5-DCL) 

 Only Physical Activities monitoring

4. Life-log Monitoring and Prediction

V1. NA No trigger/situation based recommendations

V1.5 Life-log Monitoring (LLM)

V2 Life-log Monitoring (LLM)

Benefit Limitation

NA







Trigger-based recommendation 
generation

Design-time static situations

Dynamic situations with
runtime-invocation

Challenges and solutions (MMv2.5-DCL) 

 Only Physical Activities monitoring

V2.5 Life-log Monitoring (LLM)
 Physical Activities and Nutrition Based Monitoring
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4. Life-log Monitoring and Prediction

Challenges and solutions (MMv2.5-DCL) 

V2.5 Life-log Monitoring (LLM)



Physical Activities and Nutrition Based Monitoring

Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

Information Curation 
Layer (ICL)
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Challenges and solutions (MMv2.5-ICL) 
1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

Benefit Limitation

High accuracy 

Activity RecognizerInput Adapter

3D-ACC + GPS 

Data Acquisition
Segmentation

Feature 

Extraction

Output 

AdapterClassification

Challenges and solutions (MMv2.5-ICL) 
1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

Benefit Limitation

High accuracy





 Poor recognition performance for
some activities (e.g., “eating”)

Activity RecognizerInput Adapter

3D-ACC + 3D-GYR

Data Acquisition
Segmentation

Feature 

Extraction

3D-ACC + 3D-GYR

Data Acquisition
Segmentation

Feature 

Extraction F
e
a
tu

re
 F

u
si

o
n

C
la

ss
if

ic
a
ti

o
n

O
u
tp

u
t 

A
d
a
p
te

r
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1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

V2 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

High accuracy with 
the support of 
different sensor Confidence level: Medium

Benefit Limitation

High accuracy







 Poor recognition performance for
some activities (e.g., “eating”)

Activity RecognizerInput Adapter

3D-ACC + 3D-GYR + 

3D-MAG

Data Acquisition
Segmentation

Feature 

Extraction

3D-ACC + 3D-GYR + 

3D-MAG

Data Acquisition
Segmentation

Feature 

Extraction

D
e
c
is

io
n
 F

u
si

o
n

O
u
tp

u
t 

A
d
a
p
te

r

3D-POS Skeleton 

Data Acquisition

Classification

Classification

Segmentation
Feature 

Extraction
Classification

Challenges and solutions (MMv2.5-ICL) 

1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

V2 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

High accuracy with 
the support of 
different sensor

Confidence level: Medium

Benefit Limitation

High accuracy







 Poor recognition performance for
some activities (e.g., “eating”)

Challenges and solutions (MMv2.5-ICL) 

Reduce activities (8) for
high accuracy & detailed 
eating motions


V2.5 Smartphone, Wearable and Video-based AR 

(multisensor fusion)

Poor recognition performance for
some activities (e.g., “eating”)


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1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

V2 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

High accuracy with 
the support of 
different sensor

Confidence level: Medium

Benefit Limitation

High accuracy







 Poor recognition performance for
some activities (e.g., “eating”)

Challenges and solutions (MMv2.5-ICL) 

Reduce activities (8) for
high accuracy & detailed 
eating motions


V2.5 Smartphone, Wearable and Video-based AR 

(multisensor fusion)

 Poor recognition performance for
some activities (e.g., “eating”)

2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking Confidence level: High



( )

( )

Benefit Limitation

( )





 ( )

Location DetectionInput Adapter

GPS

Data Acquisition

Coordinates 

Extraction
Geo-mapping

Output 

AdapterPOI detection

Challenges and solutions (MMv2.5-ICL) 
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2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking

Confidence level: High



( )

( )

Benefit Limitation

( )





 ( )

Challenges and solutions (MMv2.5-ICL) 

V2.5 Outdoor location detection New location can 
be added anytime



 Location can only be set at 
the stage of user registration

2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking Confidence level: High



( )

( )

Benefit Limitation

( )





 ( )

Challenges and solutions (MMv2.5-ICL) 
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2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

Confidence level: High

( )

( )

Benefit Limitation

( )





 ( )

Challenges and solutions (MMv2.5-ICL) 

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking



V2.5 Outdoor location detection New location can 
be added anytime



 Location can only be set at 
the stage of user registration

3. Emotion Recognition (ER)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Audio-based ER Identification of the 
user emotional 
states for a holistic 
description of the 
people behavior

Confidence level: 
Low-Medium



( )

( )

Benefit Limitation

( )





 ( )

Activity RecognizerInput Adapter

Audio (phone-calls)  

Data Acquisition
Segmentation

Feature 

Extraction

Output 

AdapterClassification

Challenges and solutions (MMv2.5-ICL) 
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3. Emotion Recognition (ER)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Audio-based ER Identification of the 
user emotional 
states for a holistic 
description of the 
people behavior

Confidence level: 
Low-Medium



( )

( )

Benefit Limitation

( )





 ( )

Challenges and solutions (MMv2.5-ICL) 

Challenges and solutions (MMv2.5-ICL) 
4. High-Level Context Awareness (HLCA)

V1.    (Not considered) 

V1.5 (Not considered)

V2 High-Level Context Inference Enrichment of the user behavior description. 
Physical Activity based services.



( )

( )

Benefit Limitation

( )





 ( )

V2.5 High-Level Context Inference 

 ( )

Enrichment of the user behavior description. 
Nutrient based services.
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Knowledge Curation Layer 
(KCL)

/

Knowledge Maintenance
(MCRDR)

Scope of Knowledge Curation Layer: Rule Creation Paths 36

Knowledge Acquisition

Knowledge Resources

Data-Driven
Expert Knowledge-

Driven
Algorithm Selection

Knowledge 
Acquisition Editor

Case Base Probabilistic Model

Rule Base
Cornerstone

Case Base

Guidelines Structured 
Knowledge 

1 2 3 4

1

2 3 4

1 Direct Rules Creation

2 Rules creation from Guidelines

4 Rules creation from unstructured resources

3 Rules creation from domain data

Descriptive Unstructured 
Knowledge (CNL)
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/ 37Knowledge Curation Layer Architecture

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Data-Driven
Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone

Case Base 

Model Translator

Model 
Conformance

1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KA 

V1.    (Not considered) ( )( ) 

Knowledge Curation Layer

Expert-Driven

Wellness 
Model

Domain 
Expert SCL

KB

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

MM Version

Rules

Challenges and solutions (MMv2.5-KCL) 
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1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KA 

V1.    (Not considered) ( )( ) 

V2.0: Rule Editor(Path-I) •Facilitate expert for knowledge 
creation

 • Creation without 
validation



Confidence level: 
Low-Medium

Challenges

Knowledge Curation Layer

Expert-Driven

Domain 
Expert

SCL

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

Guideline 
Manager

Knowledge Transformation Bridge

Knowledge Maintenance

Knowledge Builder Case InferencingInput Case Loader

Knowledgebase

MM Version

( )

( )

( )

Production Rules

DCL

Challenges and solutions (MMv2.5-KCL) 

1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KA 

V1.    (Not considered) ( )( ) 

V2.0: Rule Editor(Path-I) •Facilitate expert for knowledge 
creation

 • Creation without 
validation



Confidence level: 
Low-Medium

Challenges

Knowledge Curation Layer

Expert-Driven

Domain 
Expert

SCL

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

Guideline 
Manager

Knowledge Transformation Bridge

Knowledge Maintenance

Knowledge Builder Case InferencingInput Case Loader

Knowledgebase

MM Version

( )

( )

( )

Production Rules

V2.5: Rule Editor with validation (Path-I)
Domain Model Manager

•Facilitate expert for knowledge 
creation and validation
•Facilitate expert to create domain 

model

 • Domain model 
Creation without 
validation

( )

Challenges and solutions (MMv2.5-KCL) 
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1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KA 

V1.    (Not considered) ( )( ) 

V2.0: Situation Handling •Situation Definition
• Situation based rules creation

 • Common format 
definition



Confidence level: 
Low-Medium

Challenges

Knowledge Curation Layer

Expert-Driven

Domain 
Expert

SCL

Knowledge Acquisition Tool

Production Rules

Knowledge Maintenance

Knowledge Builder Case InferencingInput Case Loader KB

MM Version

( )

( )

( )

Situation 
Handler

Domain Model 
Manager

Rule 
Editor

Guideline 
Manager

Knowledge Transformation Bridge

Situation

SCL

DCL

V2.5: Situation sharing with DCL •DCL will monitor situation in lifelog • Common format 
definition


( )

Challenges and solutions (MMv2.5-KCL) 

2. Data Driven Knowledge Acquisition

V1.5: (Not considered) 
( ) 

V1:    (Not considered) ( )( ) 

( )

V2.0: Creating classification model using 
life log data (Path-III)


•DTs from lifelog data



•Overall accuracy depends
on available data

•Big data handling

Confidence level: 
Low-Medium

Knowledge Creation & Evolution 

Data-Driven Knowledge Acquisition

Feature Model 
Manager

Dynamic Algorithm Selection 
Model Creator

Preprocessor Algorithm Selector

Machine Learning Algorithms

Model Learner

DCL

Benefits Limitations ChallengesMM Version

 ( )

 ( )

 ( )

Classification 
Model

Challenges and solutions (MMv2.5-KCL) 
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Challenges and solutions (MMv2.5-KCL) 
2. Data Driven Knowledge Acquisition

V1.5: (Not considered) ( ) 

V1:    (Not considered) ( )( ) 

( )

V2.0: Creating classification model using 
life log data (Path-III) 

•DTs from lifelog data 

•Overall accuracy depends
on available data

•Big data handling

Confidence level: 
Low-Medium

Knowledge Creation & Evolution 

Data-Driven Knowledge Acquisition

Feature Model 
Manager

Automatic Algorithm Selection 
Model Creator

Preprocessor Algorithm Selector

Model Learner

Expert-Driven
Knowledge Acquisition

Knowledge Acquisition Tool

DCL

Benefits Limitations ChallengesMM Version

 ( )

 ( )

 ( )

V2.5: Creating classification model using 
automatic algorithm selection (Path-III) 

•Accurate Algorithm Selection
•DTs conformance with domain expert 

•Algorithm selection accuracy
•Rule extraction from model

 ( )

Machine Learning Algorithms Model Translator

Service Curation Layer 
(SCL)
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MMv2.5-SCL Architecture

Service Curation Layer

Service 
Orchestrator

Recommendation Manager

Input/output 
Adapter

Event Handler

Recommendation Interpreter

Context Interpreter Content Interpreter

Explanation Manager

Content Filterer

SNS Trends Identifier

Context Selector

Context Interpreter

Explanation Generator

Education Support

Data Manager

Data Fetcher

Data Preparation

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern Matcher

Conflict Resolver Result Generator

Utility Library

Data Fetcher

Rules Loader

Challenges and solutions (MMv2.5-SCL) 

1. Reasoning
Benefit Limitation

V1. Rule-based Reasoning
(Reasoner and Predictor)

1. Less flexible
2. Service and Data Management
3. No Automatic Rules Retrieval
4. Handcrafted Rules (not scalable)

 

Recommendation 
Manager

KB

Reasoner and 
Predictor

Rules
SOAP Web-

service

DCL
• Profile 
• Activity

Service 
Curation Layer

SL

Request

Multi-level RBR

1. Granular 
personalization
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Challenges and solutions (MMv2.5-SCL) 

1. Reasoning
Benefit Limitation

V1. Rule-based Reasoning
(Reasoner and Predictor)

 

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL
• Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

V1.5. Rule-based Reasoning
(Recommendation Builder)

1. Partial Automatic Rules (authoring tool)
2. No Unified Interface with KCL
3. Low precision

1. Flexibility 
2. Improved data & 

service communication
 

• Preferences
• Interests

Request

SL

R
ec

o
m

m
en

d
at

io
n

1. Less flexible
2. Service and Data Management
3. Handcrafted Rules (not scalable)
4. No Automatic Rules Retrieval

1. Granular 
personalization

RBR Framework

KB

Rules

Data Loading Interface

Challenges and solutions (MMv2.5-SCL) 
1. Reasoning

Benefit Limitation

V1. Rule-based Reasoning
(Reasoner and Predictor)

 

Recommendation 
Interpreter

Recommendation 
Builder

Rules

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

V1.5. Rule-based Reasoning
(Recommendation Builder)

 

Rule-based Reasoner

V2. RBR
(Recommendation Builder)

Challenges:
1. Interfacing with KCL 
2. Design & development of extensible reasoning 

framework

1. Preciseness
2. Scalability
3. Unified knowledge interface

 

• Preferences
• Interests

KCL

Request

SL

R
ec

o
m

m
en

d
at

io
n

1. Partial Automatic Rules (authoring tool)
2. No Unified Interface with KCL

1. Flexibility 
2. Improved data & service 

communication

1. Less flexible
2. Service and Data Management
3. Handcrafted Rules (not scalable)
4. No Automatic Rules Retrieval

1. Granular 
personalization

Knowledge loading 
Interface

Data Loading Interface

V2.5 RBR forward chaining & 
conflict resolution
(Recommendation Builder)

Challenges:
1. Rules Conflicts resolution

1. Accuracy
2. Non-conflicting 

recommendation




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Challenges and solutions (MMv2.5-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1. Content Filtration
(Recommendation Manager)

1. Lack of understandability 
2. No context interpretation
3. No explanation

• Preference-based 
Personalization

 

Recommendation 
Manager

KB

Reasoner and 
Predictor

Rules
SOAP Web-

service

DCL
• Profile 
• Activity

Service 
Curation Layer

SL

Request

Multi-level RBR
Content 

Filtration

• Preferences
• Interests

Challenges and solutions (MMv2.5-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1. Content Filtration
(Recommendation Manager)

 

• User context
• Schedule

V1.5. Context Interpretation
(Recommendation Interpreter)

1. Limited and static explanation

1. Understandable
2. Contextually (time-

based) interpreted reco
 

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL
• Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

• Preferences
• Interests

Request

SL

R
ec

o
m

m
en

d
at

io
n

KB

Rules

Content Filtration

Context 
Interpretation

Flexible RBR Framework

Data Loading Interface

1. Lack of understandability 
2. No context interpretation
3. No explanation

1. Preference-based 
Personalization
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Challenges and solutions (MMv2.5-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1.0 Content Filtration
(Recommendation Manager)

 

V1.5. Context Interpretation
(Recommendation Interpreter)

 

V2.0 Explanation
Challenges:  
1. Cross-Context Interpretations
2. Dynamic Explanations

1. Situation-aware 
Explanation

2. Education Support




• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Rules/Cases

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

Hybrid Reasoner

• Preferences
• Interests

KCL

Request

SL

R
ec

o
m

m
en

d
at

io
n

Unified Knowledge 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

1. Limited explanation
2. Static explanation

1. Understandable
2. Contextually (time-based) 

interpreted rec

1. Lack of understandability 
2. No context interpretation
3. No explanation

1. Preference-based 
Personalization

Challenges and solutions (MMv2.5-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1.0 Content Filtration
(Recommendation Manager)

 

V1.5. Context Interpretation
(Recommendation Interpreter)

 

V2.0 Explanation
Challenges:  
1. Cross-Context Interpretations
2. Dynamic Explanations

1. Situation-aware 
Explanation

2. Education Support
3. Social Trends




• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Rules/Cases

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

Hybrid Reasoner

• Preferences
• Interests

KCL

Request

SL

R
ec

o
m

m
en

d
at

io
n

Unified Knowledge 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

1. Limited explanation
2. Static explanation

1. Understandable
2. Contextually (time-based) 

interpreted rec

1. Lack of understandability 
2. No context interpretation
3. No explanation

1. Preference-based 
Personalization

V2.5  Social Trends
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Challenges and solutions (MMv2.5-SCL) 
3. Services Scope and Types

Benefit Limitation

Recommendation 
Manager

Reasoner and 
Predictor

Rules
SOAP Web-

service

DCL
• Profile 
• Activity

Service 
Curation Layer

SL

Request

Multi-level RBR
Content 

Filtration

• Preferences
• Interests

Services

Benefit Limitation

• V1. Physical Activity Recommendations
(Calories Based)

1. Less practical in 
terms of user 
understandability

1. User encouragement 
for phy. activity rec. 
using goal and award-
based services

 

Personalized Exercise Encouragement 
Recommendation

Goal Recommendations

Weight Status Recommendation

Awards-based Motivations

Services

KB

Challenges and solutions (MMv2.5-SCL) 
3. Services Scope and Types

Benefit Limitation

• User context
• Schedule

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL
• Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

• Preferences
• Interests

Request

SL

R
ec

o
m

m
en

d
at

io
n

Content Filtration

Context 
Interpretation

RBR Framework

Data Loading Interface

Services

• V1.5 Physical Activity Recommendations

and Educational Facts

1. Static situation handling
2. Limited context-awareness

1. Physical actv. rec
2. Avoiding abnormal 

sedentary behaviors

 

Personalized Exercise 
Encouragement Recommendation

Healthy Habits Induction 

User Education

Daily Achievements

 

• V1. Physical Activity Recommendations
(Calories Based)

1. Less practical in 
terms of user 
understandability

1. User encouragement for 
phy. activity rec. using goal 
and award-based services

KB
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Challenges and solutions (MMv2.5-SCL) 
3. Services Scope and Types

Benefit Limitation

• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL • Profile 
• Lifelog

Service Curation Layer

Service 
Orchestrator

Rule-based Reasoner

• Preferences
• Interests

KCL

Request

SL

R
ec

o
m

m
en

d
at

io
n

Knowledge Loading 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

Services

• V2.0 Physical Activity Recommendations

and Educational Facts

• V2.5 Nutrition Recommendations

Challenges:
1. Increased Service 

dependencies management
2. Integration of food and 

physical activity services

1. Avoiding abnormal sedentary 
behaviors

2. User education
3. Food-integrated phy. act. 

Recommendations
4. Social Trends




1. Avoiding abnormal 
sedentary behaviors

2. User education




• V1. Physical Activity Recommendations
(Calories Based) 



1. Less practical in 
terms of user 
understandability

1. User encouragement for phy. 
activity rec. using goal and 
award-based services

• V1.5 Physical Activity Recommendations

and Educational Facts
1. Static situation handling
2. Limited context-awareness

Personalized Exercise Encouragement 
Recommendation

Healthy Habits Induction 

User Education

Nutrition Services with Social Trends

Supporting Layer (SL)
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DCL

Challenges and solutions (MMv2.5-SL) 
1. User Interface and User Experience

SOAP Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

V1. User Interfaces Static UI

Benefit Limitation

Services User Interface 

• User interfaces for 
Calories based Weight 
Management Scenario

• Admin view for 
monitoring the 
activities of the users 
and system

Supporting Layer

User Interface 

Application Layer

GUI

Life-log,user profile,
recommendations

user authentication,
update profile

Challenges and solutions (MMv2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces 

Benefit Limitation

Services User Interface 

V1.5 User Interfaces + Feedback Services User Interface 

Static UI

Static UI

• User interfaces for 
educational and facts 
based Weight 
Management Scenario

• Expert view for 
monitoring user 
behavior and feedback 
provision

DCL

Restful Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

Supporting Layer

User Interface 

Application Layer

GUI

Life-log,user profile,
recommendations

user authentication,
user feedback, 
update profile

Feedback 
collector
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Challenges and solutions (MMv2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces Static UI

Benefit Limitation

Services User Interface 

V1.5 User Interfaces + Feedback Services User Interface Static UI 

V2 Adaptive UI + User Experience Adaptive UI based on UX

• User interfaces for 
weight management 
scenario

• Adaptive User Interface 
based on user profile, 
device and 

Supporting Layer

Adaptive UI User Experience 

Application Layer

Adaptation Layer

Modeling Layer

UX Measurement

Performance Metrics

DCL
Restful Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

Life-log,user profile,
recommendations

update profile

Challenges and solutions (MMv2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces Static UI

Benefit Limitation

Services User Interface 

V1.5 User Interfaces + Feedback Services User Interface Static UI 

V2 Adaptive UI + User behavior analytics Adaptive UI based on UX

• User experience 
quantification based on 
user behavior data along 
with self-reported data

• User feedback collection 
and its data analysis

• Evaluation of user 
experience

Supporting Layer

Adaptive UI User Experience 
Application Layer

Adaptation Layer

Modeling Layer

UX Measurement

User Satisfaction Model

Personalized Info Evolution

DCL
Restful Web Service

Intermediate Database

Life-log Data
User 

Profiles

Life-log,user profile,
recommendations update profile

V2.5 Adaptive UI + User Experience User Experience Quantifications

User Experience Quantification
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Challenges and solutions (MMv2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces Static

Benefit Limitation

Services User Interface 

V1.5 User Interfaces + Feedback Services User Interface Static
 

V2 Adaptive UI + User Experience AdaptiveUI based on UX

UI/UX Authoring Tool

Feedback Manager

Adaptive UI User Experience

Feedback Collector Feedback Analyzer

Security and Privacy

Access Validator Data Anonymizer

Oblivious Evaluator
Information Modification 

& Reply Detection

Credentials & 
Authorized Storage

Analytics

Visualization Adapter

Descriptive Analytics

Query Creation 
Interface

Data 
Transformation

Trend Analyzer Data Store Interface

Application Layer

Intermediate Data

MM V 1.0 & V 1.5

Adaptation Layer

UX Measurement

MM V 2.0

Adaptive UI

Modeling Layer

User Experience

User Satisfaction

Personalized Info 
Evolution

User Experience 
Quantification



V2.5 Adaptive UI + User Experience User Experience Quantifications
MM V 2.5

Challenges and solutions (MMv2.5-SL) 

DCL

Soap Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

2. Analytics Benefit Limitation

V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

System usage visualization 
and data correlation 
between layers

• Admin view for monitoring work 
flow and trigger points of the 
sensory data

• System Usage only from 
intermediate data base

Supporting Layer

Visualization

System Usage flow, Real time view

request data

Data Query 
Manager

Query Creation Interface

Query 
Library

Data Store Interface

IDB Interface

Visualization 
Enabler
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Challenges and solutions (MMv2.5-SL) 
2. Analytics

V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities 
and system usage 
visualization

Limited features due to intermediate 
data schema and size

Benefit Limitation

System usage visualization 
and data correlation 
between layers









• Expert view for visualizing user 
activities and feedback for 
recommendations

• System Usage only from intermediate 
data base

DCL

Restful Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

Supporting Layer

Visualization

activities, lifelog, user profile

request data

Data Query 
Manager

Query Creation Interface

Query 
Library

Data Store Interface

IDB Interface

Visualization 
Enabler

Challenges and solutions (MMv2.5-SL) 

V2 Big data analytics
Users feedback, activities  and 
facts analytics.
Insights into big data from 
sensory data from system 
usage perspective.



V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities 
and system usage 
visualization

Limited features due to intermediate 
data schema and size

Benefit Limitation

System usage visualization 
and data correlation 
between layers









• Analytics based on statistics, clustering 
and association

• Insights from the big data repository and 
communication between both 
repositories

• Query library for the big data repository

2. Analytics

Supporting Layer

Analytics

Trend Analyzer

Data View 
Model

Query Creation Interface

Data Store Interface

Visualization 
Enabler

Model Transformation 
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Challenges and solutions (MMv2.5-SL) 

V2 Big data analytics Users feedback, activities  and facts 
analytics.
Insights into big data from sensory data 
from system usage perspective.



V1. Admin View Not intuitive and performance inefficient due to high 
volume in Intermediate DB

V1.5 Expert View Users feedback, activities and 
system usage visualization

Limited features due to intermediate data schema 
and size

Benefit Limitation

System usage visualization and data 
correlation between layers









2. Analytics

No SNS for experts and for users and analytics limited to activity data

V2.5 Big data/SNS analytics
SNS trends for food, Users nutrition 
trends, activities  and facts analytics. 
SNS trends for users and experts.



• Nutrition trends and analytics for expert panel and user 
through service curation layer

• SNS gateway for SNS trends
• Analytics based on statistics, clustering and association

• Insights from the big data repository and communication 
between both repositories

• Query library for the big data repository

Challenges and solutions (MMv2.5-SL) 

UI/UX Authoring Tool

Feedback Manager

Adaptive UI User Experience

Feedback Collector Feedback Analyzer

Security and Privacy

Access Validator Data Anonymizer

Oblivious Evaluator
Information Modification 

& Reply Detection

Credentials & 
Authorized Storage

Analytics

Visualization Adapter

Descriptive Analytics

Query Creation 
Interface

Data 
Transformation

Trend Analyzer Data Store Interface

V2 Big data analytics
Users feedback, activities  and facts 
analytics.
Insights into big data from sensory data 
from system usage perspective.



V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities and system 
usage visualization

Limited features due to intermediate data 
schema and size

Benefit Limitation

System usage visualization and data 
correlation between layers









2. Analytics

Visualization Enabler

Query Creation 
Interface

Data Store Interface

Intermediate Data

MM V 1.0 & V 1.5

Trend Analyzer

Model 
Transformation

Big Data

MM V 2.0

V2.5 Big data analytics SNS trends for food, Users nutrition trends, activities  and 
facts analytics. SNS trends for users and experts.

No SNS for experts and for users and 
analytics limited to activity data




MM V 2.5

SNS Connector
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Challenges and solutions (MMv2.5-SL) 

3. Security

V1.0 Expert View Authentication User Authentication Lacking encrypted data storage

Benefit Limitation

 

Supporting Layer 
(security and Privacy)

Restful Web Service

DCL

Authentication ResponseUser Authentication

Challenges and solutions (MMv2.5-SL) 

3. Security

V1.5 Secure data storage Acquisition of data security 
through encryption

No secure communication between 
databases and mobile application

Benefit Limitation

 

Supporting Layer 
(security and Privacy)

Restful Web Service

DCL

Authentication ResponseUser Authentication

V1.0 Expert View Authentication User Authentication Lacking encrypted data storage

* * *

Encryption /  
decryption

Encryption/ decryption
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Challenges and solutions (MMv2.5-SL) 

3. Security

V1.5 Secure data storage Acquisition of data security 
through encryption

No secure communication between 
databases and mobile application

Benefit Limitation

V1.0 Expert View Authentication User Authentication Lacking encrypted data storage

V2.0 Communication between 
user application and data 
repositories

Replay Detection implementation 
for secure communication.

 Missing security for the modified 
replay attack (man in the middle)



Supporting Layer 
(security and Privacy)

Restful Web Service

DCL

Authentication ResponseUser Authentication

* * *

Encryption /  
decryption

Encryption/ decryption

Message dispatch

Message 
authentication

Challenges and solutions (MMv2.5-SL) 

3. Security

V1.5 Secure data storage Acquisition of data security 
through encryption

No secure communication between 
databases and mobile application

Benefit Limitation

V1.0 Expert View Authentication User Authentication Lacking encrypted data storage

V2.0 Communication between 
user application and data 
repositories

Replay Detection implementation 
for secure communication.

 

Missing security for the modified 
replay attack (man in the middle)

V2.5 replay attack with modified 
information i.e., man in the 
middle attack using message 
digest

Detection of modified messages
Resilience against the inference attack

Missing security for the modified 
replay attack (man in the middle)

Supporting Layer 
(security and Privacy)

Restful Web Service

DCL

Authentication ResponseUser Authentication

* * *

Encryption /  
decryption

Encryption/ decryption

Message dispatch

Message 
authentication

Domain expert
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Introduction 

MMv2.5 is the 4rth significant integration for Mining Minds Platform, constituting upon 

the duration of 6 months, i.e., (Dec 2015 – May 2016). MMv2.5 utilizes the analysis, 

design and implementation efforts of previous versions, i.e., MMv1.0, MMv1.5, MMv2.0, 

and MMv2.5, for its benefit and builds on the top of already identified layered 

abstractions and primary components. The overall architecture of MMv2.5 is similar to 

previous iterations; however, components have been added to incorporate newer 

requirements. 

At Data level, Data Curation Layer of MMv2.5 (DCL 2.5), is incorporating not only 

activity data from smartphone and smartwatch but also acquiring video stream from a 

camera, making the data input more heterogeneous per user. Furthermore, to support 

nutrition based data, DCL 2.5 also incorporates the acquisition of images of meals with 

tags. This data acquisition is purely in real-time with asynchronous, non-blocking 

communication from the data source to the DCL 2.5. Moreover, acquired data is 

monitored in real-time for user-based anomaly detection; thus contributing to push-

based services of MMv2.5. DCL 2.5 is also providing the read access to sensory data 

persisted in big data storage for data-driven knowledge acquisition, descriptive analytics, 

and visualization. 

At Information level, Information Curation Layer of MMV2 (ICL 2), is incorporating new 

low-level context awareness mechanisms for the identification of the user location, 

emotion apart from their physical activities. Moreover, this version also includes high-

level context awareness for a reliable and comprehensive determination of the user’s 

context. The communication between DCL 2 and ICL 2 has also been updated in MMV2 

as a buffer is introduced between DCL 2 and ICL 2 for incoming sensory data, such that 

ICL 2 is not stressed by strong influx of data from DCL 2. Furthermore, ICL 2 only 

communicates with DCL 2 in response when the context of the user changes, reducing 

the communication overhead. 

Knowledge curation, introduced in MMv1.5 is evolved in MMv2.5 as Knowledge 

Curation Layer (KCL 2.5). For data driven knowledge acquisition, this layer now 

incorporates features selection, data preprocessing, and creation of classification model 

directly from the data persisted as life-log in the big data storage. After model creation, it 

extracts the rules from model and shares them with domain expert to conform each 

extracted rule. For expert driven knowledge acquisition, KCL 2.5 provides production 

rules for service curation components and derive situations to be hosted at DCL 2.5 and 

serviced at high-level service curation. Additionally, this version implements the 

knowledge base validation for duplication and conflict of new rules with existing rules. 

Furthermore, KCL 2.5 facilitates the experts to create and maintain the wellness model 

using a user-friendly interface. 
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At service level, Service Curation Layer (SCL 2.5) is dealing with service request 

handling, recommendation generation, recommendation interpretations, and service 

response delivering. It receives service requests from service requester directly or 

through a trigger based on the events identified in life-log of a user, SCL 2.5 builds the 

recommendations based on user profile, life-log data, and production rules. Based on 

the context, user characteristics, and environment variables, the recommendation are 

interpreted, explained, extended with nutrition related social trends and are delivered to 

the Supporting Layer i.e. SL 2.5 in order to serve the service requester. 

Supporting layer (SL 2.5) deals with providing services to every other layer of MMv2.5. 

It is responsible to provide personalized recommendations, trend analytics through 

adaptive user interface with added services of privacy and security. The user 

experience is quantified to give the user better experience and to evolve the mobile 

application. SL 2.5 provides security services for securing the communication among 

different layers in MMv2.5. SL 2.5  handles the recommendations from SCL 2.5 and 

stores the feedback of the user in DCL 2.5. Also, for analysis of the data stored as big 

data, SL 2.5 provides services of analytics by communicating with DCL 2.5. The 

timeline of all the individual users can be seen with nutrition and physical activity trends 

in the expert view. Different analytics and user behavior pattern is highlighted. The 

trends and analytics are shown for grouped users with similar traits and also according 

to the expert query. 

  

This document provides requirement specifications for MMv2.5 with high-level use 

cases, sequence, and collaboration diagrams for the implemented platform. 
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Abstract Architecture 
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Functional Requirements (FR) 

FR ID# Description 

MM-FR-01 The platform shall read the raw sensory data of the user from 

his/her data source 

MM-FR-02 The platform shall provide permanent persistence to the user 

generated raw sensory data 

MM-FR-03 The platform shall provide raw sensory data for context 

determination of the user 

MM-FR-04 The platform shall maintain user profile data 

MM-FR-05 The platform shall maintain user timeline as a life-log of daily 

behaviors 

MM-FR-06 The platform shall provide read, write, delete, and update access 

to the subscribers of life-log data 

MM-FR-07 The platform shall provide read access to the subscribers of raw 

sensory data 

MM-FR-08 The platform shall monitor the life-log of a user for notify-able 

situations  

MM-FR-09 The platform shall persist user feedback regarding generated 

recommendations and identified context 

MM-FR-10 The platform shall provide each low-level context recognizer with 

the appropriate raw sensory data for recognition 

MM-FR-11 The platform shall identify the user’s low-level context 

MM-FR-12 The platform shall identify the user’s high-level context 

MM-FR-13 The platform shall provide low-level context information for the 

generation of the life-log 

MM-FR-14 The platform shall provide high-level context information for the 

generation of the life-log 

MM-FR-15 The data-driven knowledge acquisition shall know schema detail 

of life-log and user profile data in order to load the data and 

extract feature model 

MM-FR-16 The data-driven knowledge acquisition shall load all related life log 

and user profile data according to feature model. The loaded life 

log and user profile data will be used for classification model 
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creation 

MM-FR-17 The expert-driven knowledge acquisition shall share the 

production rules for enabling recommendation services 

MM-FR-18 The expert-driven environment shall create “Situations” and share 

its configuration and its associated rules for monitoring and 

handling it 

MM-FR-19 The platform shall receive the service request from user 

application, third party application, or mining mind platform 

generated events 

MM-FR-20 The platform shall retrieve data from intermediate database (user 

profile, life-log, and environmental variables) 

MM-FR-21 The platform shall retrieve production knowledge from knowledge 

base 

MM-FR-23 The platform shall deliver the results to the service requester and 

to corresponding layer of mining mind for persistence 

MM-FR-24 The platform shall read and display the recommendations 

generated according to user capabilities, context of use, and 

device characteristics 

MM-FR-25 The platform shall retrieve the user profile information, context of 

use and device information for adaptation of the user interface 

MM-FR-26 The platform shall collect the user data such as user feedback and 

user observational data for the enhancement of user interface 

MM-FR-27 The platform shall utilize the user profile data, life-log and raw 

sensory data for analytics 

MM-FR-28 The platform shall persist nutrition data for food intake monitoring 

of the user 

MM-FR-29 The platform shall utilize the SNS trends according to 

personalized user profile and behavior. 
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Non-functional Requirements (NFR) 

FR ID# Description 

MM-NFR-01 The platform shall read the raw sensory data of the user from 

his/her personal device in real-time with delay no later than 3 

seconds 

MM-NFR-02 The platform shall provide raw sensory data for low level activities 

determination in real-time with delay no later than 3 seconds 

MM-NFR-03 The platform shall only read the raw sensory data from verified 

personal device 

MM-NFR-04 The platform shall maintain the consistency, integrity, and 

reliability of raw sensory data in non-volatile storage 

MM-NFR-05 Overall low-level context recognition accuracy of the platform shall 

be be greater than or equal to 80% 

MM-NFR-06 Overall high-level context inference accuracy of the platform shall 

be greater than or equal to 73% 

MM-NFR-07 The platform shall persist only verified and validated rules into 

knowledge base. 

MM-NFR-08 The platform shall ensure consistency of distributed copies of 

knowledge base. 

MM-NFR-09 The user application and the platform shall have high speed 

internet available. 

MM-NFR-10 The platform shall provide user interface that is easy to use and 

intuitive 

MM-NFR-11 The platform response time from big data shall be within 30 

seconds 
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Specification Terms and Definition 

 

Term Definition 

DCL Data Curation Layer 

ICL Information Curation Layer 

KCL Knowledge Curation Layer 

SCL Service Curation Layer 

SL Supporting Layer 

Life-log Information associated to the user’s life-events over time 

Life-log schema Life-log Schema represents the structure and associated 

semantics of user profile and life log data. 

User profile Information describing the user characteristics (i.e., age, 

gender, etc.) 

Data source User devices sending the required data, i.e., 

smartphone, video camera 

Raw sensory data Numerical values describing a physical phenomenon 

such as human body motion (e.g., acceleration) and 

photos depicting user meal in-take 

Sensory metadata Information that describes, at least, the source of data 

(e.g., video), the user to which the raw sensory data 

belongs (e.g., user ID) and the time in which the raw 

sensory data was registered (e.g., timestamp) 

Sensory data Raw sensory data plus sensory metadata 

SNS data Data from social networks (i.e., twitter, Facebook) 

Environmental variables Information representing non-human factors (i.e., 

weather, time, season etc.) 

Low-level context Information describing the user activities (e.g., sitting), 

user locations (e.g., restaurant) and user emotions (e.g., 

happy) 

High-level context Information describing the situation of the user (e.g., 

lunch) 

Context General concept to refer either to low-level context 
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and/or high-level context 

Situation An abnormal status of a subject caused by unhealthy 

behaviors 

Production rule Production rule is ultimate and shareable rule which is 

used in reasoning to produce recommendation 

Domain expert Domain expert is an actor who will interact with system 

to create knowledge base 

Rule verification and 

validation 

Verification ensures that rule created is consistent with 

requirements and validation ensures that the rule created 

is correctly working on real data 

Unresolved case A new case for which the existing knowledge is 

insufficient to solve 

Recommendation An actionable statement provided to the subject for 

healthy habit induction 

Fact An informative statement provided to the subject for 

education 

Interpreted 

recommendation 

The recommendation processed on the basis of user 

context, user characteristics, and environmental 

variables. 

Context of use Environmental variables and low level context (location) 

Device characteristics Screen size, resolution, memory, and battery 

UI adaptation The changes in user interface 

Observational data User interaction data with the user interface 

User experience User perception, satisfaction about the user interfaces 

Query library A set of predefined queries 

Nutrition Data Nutrition-based variables (e.g. Calories, Proteins, 

Carbohydrates, Fats) 
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High Level Use cases 

Data Curation Layer Ver. 2.5 (DCL 2.5) 

Use case List 

Use case ID# Name 

DCL2.5-UC-01 Receive and persist raw sensory data and environmental 

variables from the data source 

DCL2.5-UC-02 Provide raw sensory data for context determination 

DCL2.5-UC-03 Get user profile and life-log data (offline process) 

DCL2.5-UC-04 Get raw sensory, life-log, and user profile data (online process) 

DCL2.5-UC-05 Get device information, life-log and user profile data 

DCL2.5-UC-06 Provide life-log and user profile data (trigger) for notify-able 

situation 

DCL2.5-UC-07 Get life-log and user profile data 

DCL2.5-UC-08 Get environmental variables data of the user 

DCL2.5-UC-09 Persist the recommendation in life-log 
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Use case Diagram 

 
  

Data Curation Layer (DCL) Ver. 2.5

Recv. and persist 
raw sensory and 

env. data

Get raw sensory,  
data

Get device 
information

<extends>

Get life-log and 
user profile data

<extends>

Provide raw sensory 
data for context 
determination

Get user life-log

Get user profile

<uses>

<uses>

Maintain life-log 
data as per 
feedback

Provide life-log and 
user profile for 

notifiable situation

<uses>

<uses>

Data source

ICL 2.5

KCL 2.5

SCL 2.5

Persist 
recommendations

Get env.variables

SL 2.5
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Detailed Use case 

Use Case ID: DCL2.5-UC-01 

Use Case Name: Receive and persist raw sensory data and 

environmental variables from the data source 

FR ID: MM-FR-01, MM-FR-02, MM-FR-04 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 Apr 2016 

Actors: Data Source, SL 2.5 

Description: DCL 2.5 receives raw sensory data with environmental 

variables and persists this data in non-volatile data 

storage.   

Trigger: User activity of at least 3 seconds 

Pre-conditions: User is a registered client of MM platform 

Post-conditions: 1. Raw sensory data with environmental variables 

is received by the DCL 2.5 

2. Raw sensory data with environmental variables 

is persisted in a non-volatile storage by the DCL 

2.5 

Normal Flow: 1. DCL 2.5 receives the accumulated raw sensory 

data with environmental variables (e.g., 

temperature, weather, etc.) sent from the data 

source 

2. DCL 2.5 authenticates the sensory data source 

3. DCL 2.5 buffers the received sensory data for 

low level context determination 

4. Received sensory data with environmental 

variables is persisted in a non-volatile storage 

Alternative Flows: NA 

Exceptions: 2a.  In step 2 of the normal flow, if the user is detected 

to be un-authorized 

1. DCL 2.5 destroys the received sensory data 

and environmental variables 

2. Un-authorized user message is sent to the raw 

sensory data source 

105



 

Includes: NA 

Frequency of Use: Very frequent: every 3 seconds 

NFR ID: MM-NFR-01, MM-NFR-03, MM-NFR-04 

Assumptions: Communication between the data source and DCL 2.5 

is secure 

Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: DCL2.5-UC-02 

Use Case Name: Provide raw sensory data for context determination 

FR ID: MM-FR-03, MM-FR-04 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 Apr 2016 

Actors: DCL 2.5, ICL 2.5 
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Description: Received sensory data from data source is 

communicated with ICL 2.5 for context determination. 

Determined context is added as life-log instances. 

Trigger: User activity of at least 3 seconds 

Pre-conditions: Raw sensory data has been buffered by DCL 2.5 

Post-conditions: 1. Context have been received by DCL 2.5 

2. Life-log has been updated 

Normal Flow: 1. DCL 2.5 reads the buffered raw sensory data 

and sends it to ICL 2.5 

2. ICL 2.5 returns the determined context 

3. Life-log instance of the user for received context 

is created 

4. Life-log is updated 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Very frequent: every 3 seconds 

NFR ID: MM-NFR-02, MM-NFR-04 

Assumptions: Raw sensory data buffer can be updated and read in 

parallel 

Notes and Issues: N/A 

Sequence Diagram: 
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Use Case ID: DCL2.5-UC-03 

Use Case Name: Get user profile and life-log data (offline process) 

FR ID: MM-FR-04, MM-FR-05 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 Apr 2016 

Actors: KCL 2.5 

Description: DCL 2.5 gets user profile and life-log data for the 

learning of classification models in KCL 2.5 

Trigger: Data request from KCL 2.5 (offline) 

Pre-conditions: 1. Life-log data is available 
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2. Raw sensory data has been persisted in a non-

volatile storage 

Post-conditions: Required user profile and life-log data is provided to 

the KCL 2.5 

Normal Flow: 1. DCL 2.5 receives request for user profile and 

life-log data from KCL 

2. DCL 2.5 reads life-log data from the storage 

depending upon the attributes provided by KCL 

2.5 

3. DCL 2.5 creates data message 

4. Message is sent to KCL 2.5 as a response 

Alternative Flows: 2a. If KCL 2 requires data from non-volatile storage 

1. DCL 2 queries non-volatile storage for life-log 

data depending upon the attributes provided by 

KCL 2 

2. DCL 2 creates data message 

3. Message is sent to KCL 2 as a response 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less Frequent: offline process may be executed just 

once 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and KCL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: DCL2.5-UC-04 

Use Case Name: Get raw sensory, life-log, and user profile data (online 

process) 

FR ID: MM-FR-03, MM-FR-04, MM-FR-05 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: SL 2.5 

Description: DCL 2.5 provides raw sensory, life-log, and user 

profile data for descriptive analytics 

Trigger: Request for descriptive analytics is received 

Pre-conditions: 1. Context data is persisted as Life-log instances 

2. Raw sensory data is persisted in non-volatile 
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storage 

Post-conditions: Required life-log instance and user sensory data is 

sent to SL 2.5 

Normal Flow: 1. DCL 2.5 receives request for Life-log instances, 

user profile, and persisted raw sensory data 

from SL 2.5 

2. DCL 2.5 reads data from non-volatile storage 

depending upon the attributes provided by SL 

2.5 

3. DCL 2.5 reads associated user life-log 

instances 

4. DCL 2.5 reads user profile data 

5. DCL 2.5 creates a message containing raw 

sensory data, Life-log instances, and user 

profile 

6. Message is sent to SL 2.5 as a response 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: request by SL 2.5 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: DCL2.5-UC-05 

Use Case Name: Get device information, life-log and user profile data 

FR ID: MM-FR-04, MM-FR-05 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: SL 2.5 

Description: DCL 2.5 provides device information, user profile and 

life-log data for adaption of UI 

Trigger: Request by SL 2.5 

Pre-conditions: Device information, user profile and life-log data is 

available 

Post-conditions: Device information, user profile and life-log data is 

sent to SL 2.5 

Normal Flow: 1. DCL 2.5 receives request for user device 

information, user profile, and life-log data 

2. DCL 2.5 reads life-log data 

3. DCL 2.5 reads user-profile 

4. DCL 2.5 creates message by accumulating life-
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log data with user profile and device information 

5. Message is sent to SCL 2.5 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: request by SL 2.5 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: DCL2.5-UC-06 

Use Case Name: Provide life-log and user profile data (trigger) for notify-

able situation 

FR ID: MM-FR-04, MM-FR-05, MM-FR-08 

Created By: Bilal Amin Last Updated By: Bilal Amin 
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Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: DCL 2.5, SCL 2.5 

Description: DCL 2.5 detects a situation over life-log data and 

triggers SCL 2.5 for recommendation generation 

Trigger: Situation detected over Life-log data 

Pre-conditions: Context data is persisted as Life-log instances 

Post-conditions: Required life-log instance and user profile is sent to 

SCL 2.5 

Normal Flow: 1. DCL 2.5 performs continuous monitoring of life-

log data 

2. DCL 2.5 detects situation over life-log data 

3. DCL 2.5 creates message by accumulating 

related life-log data and user profile 

4. Message is sent to SCL 2.5 as a trigger 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: implicit invocation of recommendation 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SCL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: DCL2.5-UC-07 

Use Case Name: Get life-log and user profile data 

FR ID: MM-FR-04, MM-FR-05 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: SCL 2.5 

Description: DCL 2.5 provides life-log and user profile data to SCL 

2.5 for recommendation generation 

Trigger: Request for recommendation generation by SCL 2.5 

Pre-conditions: Context data is persisted as Life-log instances 

Post-conditions: Required life-log instance and user profile is sent to 

115



 

SCL 2.5 

Normal Flow: 1. DCL 2.5 receives request for life-log and user 

profile data from SCL 2.5 

2. DCL 2.5 creates message by accumulating 

related life-log data and user profile 

3. Message is sent to SCL 2.5 as a response 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: implicit invocation of recommendation 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SCL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: DCL2.5-UC-08 

Use Case Name: Get environmental variables data of the user 

FR ID: MM-FR-04 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: SCL 2.5 

Description: DCL 2.5 retrieves the environmental variables 

persisted for a user according to timestamp 

Trigger: Recommendation needs to be generated 

Pre-conditions: Recommendations are available for generation 

Post-conditions: Environmental variables are sent to SCL 2.5 

Normal Flow: 1. DCL 2.5 receives request from SCL 2.5 for 

environmental variables 

2. DCL 2.5 retrieves environmental variables 

based on timestamp from user profile 

3. DCL 2.5 sends the environmental variables as 

a message to SCL 2.5 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: as a response to a recommendation or 

identified context 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SCL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: DCL2.5-UC-09 

Use Case Name: Persist the recommendation in life-log 

FR ID: MM-FR-05 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: SCL 2.5 

Description: DCL 2.5 updates the life-log instance with the 

recommendations provided to the user 

Trigger: Generated recommendations need to be persisted 

Pre-conditions: Recommendation has been generated 

Post-conditions: Life-log instances are updated with recommendations 

Normal Flow: 1. DCL 2.5 receives generated recommendations 

from the SCL 2.5 

2. DCL 2.5 updates the associated life-log 

instance(s) 

3. DCL 2.5 acknowledges the update to SLC 2.5 

Alternative Flows: NA 
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Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: as a response to a recommendation 

generation 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SCL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: DCL2.5-UC-10 

Use Case Name: Maintain (update/delete) life-log entries as per user 

feedback 

FR ID: MM-FR-09 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 06 July 2015 Last Revision Date: 10 April 2016 

Actors: SL 2.5 
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Description: DCL 2.5 updates the life-log instance from the 

feedback provided by user 

Trigger: User provide feedback on a generated 

recommendation or identified context 

Pre-conditions: 1. Activities data is persisted as Life-log 

instance(s) 

2. Recommendations are available 

Post-conditions: Life-log instances are updated 

Normal Flow: 1. DCL 2.5 receives feedback from the SL 2.5 

2. DCL 2.5 updates the associated life-log 

instance(s) 

3. DCL 2.5 acknowledges the update to SL 2.5 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less Frequent: as a response to a recommendation or 

identified context 

NFR ID: MM-NFR-04 

Assumptions: Service contract between DCL 2.5 and SL 2.5 is 

defined 

Notes and Issues: NA 

Sequence Diagram: 
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Information Curation Layer Ver. 2.5 (ICL 2.5) 

Use case List 

Use case ID# Name 

ICL2.5-UC-01 Route raw sensory data for the low-level context identification 

ICL2.5-UC-02 Recognize low-level context from raw sensory data 

ICL2.5-UC-03 Infer high-level context from low-level context 
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Use case Diagram 

 
  

 uc ICL2.5 Use Cases

ICL2.5

Route sensor data for low-lev el 

context

Recognize low-lev el context

Infer high-lev el context

«actor»

DCL2.5

«invokes»

«invokes»
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Detailed Use case 

Use Case ID: ICL2.5-UC-01 

Use Case Name: Route raw sensory data for the low-level context 

identification 

FR ID: MM-FR-10 

Created By: Oresti Banos Last Updated By: Wajahat Ali 

Khan 

Date Created: 06 July 2015 Last Revision Date: 14 April 2016 

Actors: DCL 2.5 

Description: Sensory data is received from DCL 2.5 and it is 

distributed to the corresponding low-level context 

recognizer based on the data type(s). 

Trigger: Receive sensory data send by DCL 2.5 to ICL 2.5 

Pre-conditions: DCL 2.5 sends sensory data, i.e., raw sensory data 

including metadata (e.g., data type, time stamp and 

user ID) 

Post-conditions: The adequate raw sensory data is sent to each low-

level context recognizer in order to perform the 

recognition process 

Normal Flow: 1. Receive sensory data 

2. Analyze the data type(s) 

3. Identify the low-level context recognizer(s) that 

require this sensory data 

4. Create copies with the data required for each 

low-level context recognizer 

5. Distribute the data to each corresponding low-

level context recognizer(s) 

Alternative Flows: NA 

Exceptions: 3a. If data type is unknown or not of the type 

processible by the actual low-level context 

recognizer(s) 

1. Reject the unknown sensory data 

Includes: NA 

Frequency of Use: Very frequent: determined by the rate of sensory data 
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reception from DCL 2.5 

NFR ID: NA 

Assumptions: 1. There is an established communication 

between DCL 2.5 and ICL 2.5 

2. The communication channel between the DCL 

2.5 and the ICL 2.5 is secure  

3. Incoming sensory data is already preprocessed 

(i.e., without missing samples and with 

synchronized streams)  

Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: ICL2.5-UC-02 

Use Case Name: Recognize low-level context from raw sensory data 

FR ID: MM-FR-11, MM-FR-13 

 sd ICL2.5-UC-01

DCL 2.5 ICL 2.5

alt 

[if data type is unknown]

[else]

sensory data()

analyze sensory data types()

identify target recognizers()

create copy compatible sensory data()

distribute sensory data to recognizers()

reject unknown sensory data()
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Created By: Oresti Banos Last Updated By: Wajahat Ali 

Khan 

Date Created: 06 July 2015 Last Revision Date: 14 April 2016 

Actors: ICL 2.5, DCL 2.5 

Description: Low-level contexts are recognized for a given user 

based on the received sensory data. The identified 

contexts are served for the high-level context inference 

and also communicated to DCL 2.5 for the generation 

of the life-log. 

Trigger: Receive compatible sensory data 

Pre-conditions: Compatible sensory data is sent to the low-level 

context recognizer 

Post-conditions: 1. The recognized low-level context(s) are served 

for the identification of the high-level context(s) 

2. The recognized low-level context(s) including 

metadata (e.g., time stamp and user ID) are 

sent to DCL 2.5 

Normal Flow: 1. Sensory data is received by a given low-level 

context recognizer 

2. The raw sensory data is extracted and the 

sensory metadata (i.e., time stamp and user ID) 

temporarily stored  

3. The raw sensory data is processed and the 

corresponding low-level context(s) are 

recognized 

4. A new low-level context instance is created, 

including the cashed sensory metadata (i.e., 

time stamp and user ID) 

5. The instance is served for high-level context 

inference 

6. The instance is sent to DCL 2.5 for the 

generation of the life-log 

Alternative Flows: 4a. If the identified low-level context is equal to the 

previous one 

1. Disregard low-level context 

Exceptions: NA 
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Includes: NA 

Frequency of Use: Frequent: at every reception of sensory data 

NFR ID: MM-NFR-05 

Assumptions: Only compatible sensory data is received by each 

corresponding low-level context recognizer 

Notes and Issues: N/A 

Sequence Diagram: 

 

 sd ICL2.5-UC-02

ICL 2.5 DCL 2.5

alt 

[if recognized low-level context is equal to the previous one]

[else]

receive sensory data()

extract raw sensory data and store sensory metadata()

process raw sensory data to recognize low-level context()

create low-level context instance()

serve instance for high-level context inference()

send instance()

disregard context()
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Use Case ID: ICL2.5-UC-03 

Use Case Name: Infer high-level context from low-level context 

FR ID: MM-FR-12, MM-FR-14 

Created By: Oresti Banos Last Updated By: Wajahat Ali 

Khan 

Date Created: 06 July 2015 Last Revision Date: 14 April 2016 

Actors: ICL 2.5, DCL 2.5 

Description: High-level contexts are recognized for a given user 

based on the identified low-level contexts. High-level 

context(s) are communicated to DCL 2.5 for the 

generation of the life-log. 

Trigger: Receive low-level context 

Pre-conditions: 3. A new low-level context instance is served to 

the high-level context inferrer  

Post-conditions: 3. The inferred high-level context(s) including 

metadata (e.g., time stamp and user ID) are 

sent to DCL 2.5 

Normal Flow: 1. A low-level context instance is received 

2. An unknown high-level context instance is 

created 

3. The type of high-level context instance is 

inferred 

4. The inferred high-level context is communicated 

to DCL 2.5 for the generation of the life-log 

Alternative Flows: 4a. If the high-level context is equal to the previous 

one 

1. Disregard high-level context 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: whenever a new low-level context is 

recognized 

NFR ID: MM-NFR-06 
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Assumptions: Low-level contexts are interpretable 

Notes and Issues: NA 

Sequence Diagram: 

 

 sd ICL2.5-UC-03

ICL 2.5 DCL 2.5

alt 

[if inferred high-level context is equal to the previous one]

[else]

receive low-level context()

create high-level context instance()

infer high-level context()

send instance()

disregard context()
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Knowledge Curation Layer ver. 2.5 (KCL 2.5) 

Use case List 

Use case ID# Name 

KCL2.5-UC-01 Retrieve lifelog and user profile schema from DCL 2.5 to create 

meta feature model and load lifelog and user profile data. 

KCL2.5-UC-02 Retrieve lifelog and user profile data in accordance to feature 

model selected by domain expert for generating classification 

model. 

KCL2.5-UC-03 Share the newly/updated knowledge with SCL 2.5 for final 

reasoning. 

KCL2.5-UC-04 Create “Situation” and shared its configuration with SCL 2.5 and 

DCL 2.5. Furthermore, share all associated rules with SCL 2.5 for 

handling the created situation. 
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Use case Diagram 

 

  

uc Primary Use Cases

Knowledge Curation Layer (KCL2.5)

Retriev e User Profile and 

LifeLogSchema

Retriev e User Profile and 

Lifelog data

Transfer Production Rules

Create Situation

«actor»

Data Curation Layer (DCL2.5)

(from ActorsInterLayer)

«actor»

Serv ice Curation Layer (SCL2.5)

(from ActorsInterLayer)

Domain Expert

(from 

ActorsInterLayer)

«invokes»
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Detailed Use cases 

 

Use Case ID: KCL2.5-UC-01 

Use Case Name: Retrieve User Profile and LifeLog Schema 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 03-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert ,DCL 2.5 

Description: In domain engineering, features modeling enables domain experts to 
capture variability in a domain. Lifelog and user profile schema 
retrieval help domain expert to select important features/attributes for 
generating high quality of knowledge and reusability.  

Trigger: Prior to classification model creation needed for required domain 

Preconditions:  KCL 2.5 has access through service interface to retrieve lifelog and user 
profile schema from DCL 2.5 

 KCL 2.5 and DCL 2.5 has agreement on common schema representation 
format 

 DCL 2.5 has capability to share lifelog and user profile schema in secure 
environment. 

Postconditions: KCL 2.5 will receive lifelog and user profile schema conform to its 
representation scheme.  

Normal Flow: 1. KCL 2.5 connects to DCL 2.5 via unified service interface and 
sends request for lifelog and user profile schema. 

2. DCL 2.5 retrieves lifelog and user profile schema, transform into 
common representation format and sends to KCL 2.5. 

3. KCL 2.5 receives lifelog and user profile schema and verifies its 
conformance and sends received acknowledgement to DCL 2.5. 

4. Domain expert plots the schema and saves it after verification, for 
further process.  

Alternative 
Flows: 

N/A 

Exceptions: 1a. KCL 2.5 unable to connect to DCL 2.5 
a. KCL 2.5 connection is failed during retrieving lifelog and 

user profile schema 
b. KCL 2.5 hold and will retry after sometime to connect to 

DCL 2.5 and retrieve the lifelog and user profile schema 
3a. KCL 2.5 unable to verify lifelog and user profile schema 

conformance 
a. KCL 2.5 fail to conform the schema representation from 
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DCL 2.5 
b. KCL 2.5 will send message to DCL 2.5 about 

incompatible schema format 

Includes: N/A 

Frequency of 
Use: 

When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and 
Issues: 

If DCL 2.5 is unable to send lifelog and user profile schema in required 
format, then alternate strategy has to be considered. 

Sequence 
Diagram: 

 

 

 
 
  

sd Retriev eLifeLogSchema

Knowledge Curation

Layer (KCL2.5)

:Domain Expert

Data Curation Layer

(DCL2.5)

requestUserProfileAndLifeLogSchema()

requestUserProfileAndLifeLogSchema()

returnUserProfileAndLifeLogSchema()

verifyUserProfileLifeLogSchema()

plotUserProfileAndLifeLogSchema()

saveUserProfileAndLifeLogSchema()
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Use Case ID: KCL2.5-UC-02 

Use Case Name: Retrieve User Profile and LifeLog data 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 03-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert, DCL 2.5 

Description: Lifelog and user profile data has hidden knowledge and it is important 
to load the life-log information for exploring the hidden knowledge. 
Furthermore, lifelog and user profile data are used for model learning 
to explore the hidden knowledge. 

Trigger: Prior to classification model creation needed for required domain 

Preconditions:  KCL 2.5 has access through service interface to retrieve lifelog and user 
profile data from DCL 2.5 

 DCL 2.5 has capability to share lifelog and user profile data in secure 
environment. 

 KCL 2.5 has already loaded the previously imported lifelog and user profile 
schema 

Postconditions: KCL 2.5 will receive lifelog and user profile data based on selected 
schema 

Normal Flow: 1. Domain expert selects the required features of lifelog and user 
profile schema from whole DCL 2.5 provided schema 

2. KCL 2.5 connects to DCL 2.5 via unified service interface and 
sends request for lifelog and user profile data based on 
selected features of schema. 

3. DCL 2.5 retrieves lifelog and user profile data and sends to 
KCL 2.5. 

4. KCL 2.5 receives lifelog and user profile data for further 
processing and sends received acknowledgement to DCL 2.5. 

Alternative 
Flows: 

 

Exceptions: 2a. KCL 2.5 unable to connect to DCL 2.5 
a. KCL 2.5 connection is failed during retrieving lifelog and 

user profile data 
b. KCL 2.5 hold and will retry after sometime to connect to 

DCL 2.5 and retrieve the lifelog and user profile data 
3a. KCL 2.5 receives irrelevant data 

a. KCL 2.5 detects the irrelevant data sent by DCL 2.5. 
b. KCL 2.5 request again DCL 2.5 to make sure that data 

received is according to feature selected. 
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Includes: N/A 

Frequency of 
Use: 

When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and 
Issues: 

If DCL 2.5 is unable to send data based on dynamic feature selection 
from schema, then alternate strategy has to be considered. 

Sequence 
Diagram: 

 

 
  

sd Retriev eLifeLogData

:Domain Expert

Data Curation Layer

(DCL2.5)

Knowledge Curation

Layer (KCL2.5)

loadUserProfileAndLifeLogSchema()

selectUserProfileAndLifeLogFeatures(Features:f)

requestUserProfileAndLifeLogData(Features:f)

UserProfileAndLifelogData()

verifyUserProfileAndLifeLogDataForProcessing(data)

verifyUserProfileAndLifeLogData()
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Use Case ID: KCL2.5-UC-03 

Use Case Name: Transfer Production Rules 

Created By: Maqbool Hussain Last Updated By: Maqbool Hussain 

Date Created: 03-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert ,SCL 2.5 

Description: Transfer Production Rules use case transfer final production rules to 
SCL 2.5. SCL 2.5 integrate these rules to support recommendations 
for different services. 

Trigger:  New rule creation 

 Update existing rule 

Preconditions: SCL 2.5 and KCL 2.5 should agree on common rule representation for 
final reasoning process 

Postconditions: SCL 2.5 will have latest knowledge from KCL 2.5 

Normal Flow: 1. Domain expert using KCL 2.5 authoring tool to create rule(s) 
a. Using guidelines or 
b. Using classification model obtained from data-driven 

approach or 
c. Using directly rule editor (such as situation based rule) 

2. The created rule(s) is/are transformed by KCL 2.5 into 
production rule(s) representation scheme 

3. The transform production rule(s) is/are stored by KCL 2.5 for 
maintaining knowledge base and establish connection with SCL 
2.5 for sharing the production rule(s). 

4. The production rule(s) is/are transferred to SCL 2.5. 
5. SCL 2.5 receive the production rule(s) and acknowledge with 

updated knowledge at SCL 2.5. 

Alternative 
Flows: 

1a. Domain expert modify existing rule(s) using KCL 2.5 authoring 
tool 

a. Updated rule(s) is/are transformed by KCL 2.5 into 
production rule(s) representation scheme 

b. Step 2-5 of normal flow is used by indicating updated 
rule(s) in step 4 to SCL 2.5. 

 

Exceptions: 3a. KCL 2.5 unable to connect to SCL 2.5 
a. KCL 2.5 connection is failed during sharing production 

rule(s) 
b. KCL 2.5 hold and will retry after sometime to connect to 

SCL 2.5 and transfer the production rule(s) 
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Includes: N/A 

Frequency of 
Use: 

Once per change in knowledge base 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and 
Issues: 

Common knowledge representation scheme is challenging to 
implement. 

Sequence 
Diagram: 

 

 
 
  

sd Interaction

Domain Expert

Knowledge

Curation Layer

(KCL2.5)

Service Curation

Layer (SCL2.5)

loop 

[repeateForEachNewOrUpdatedRule]

transformRuleIntoProductionRules()createRule()

sendProductionRule()

acknowledge()
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Use Case ID: KCL2.5-UC-04 

Use Case Name: Create Situation Event 

Created By: Maqbool Hussain Last Updated By: Maqbool Hussain 

Date Created: 03-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert, DCL 2.5 and SCL 2.5 

Description: Situation is important features of mining mind which includes set of 
associated recommendation rules. Moreover, situation configurations 
are needed to be shared with DCL 2.5 to take care and notify SCL 2.5 
to handle it if situation is observed. SCL 2.5 handle the situation and 
use KCL 2.5 production rule(s) to provide appropriate 
recommendations. 

Trigger: Situation is identified by domain expert 

Preconditions: KCL 2.5, DCL 2.5 and SCL 2.5 should agree on common 
representation of sharing Situation configuration 

Postconditions:  KCL 2.5 has configured situation, shared with DCL 2.5 and  

 all associated rules are created and shared with SCL 2.5 

Normal Flow: 1. Domain expert uses authoring tool of KCL 2.5 and create 
situation. 

2. KCL 2.5 connect to DCL 2.5 and send the newly created 
situation in common configuration format. 

3. DCL 2.5 receives the situation configuration and respond with 
acknowledgement message. 

4. Domain expert creates all associate rules and apply following 
steps; 

 shares situation configuration with SCL 2.5 

 performs step 2-5 of Transfer Production Rules by 
transferring the production rule(s) to SCL 2.5. 

Alternative 
Flows: 

N/A 

Exceptions: 2a. KCL 2.5 unable to connect to SCL 2.5 
a. KCL 2.5 connection is failed during sharing production 

rule(s) 
b. KCL 2.5 hold and will retry after sometime to connect to 

SCL 2.5 and transfer the production rule(s) 

Includes: Transfer Production Rules 

Frequency of Invoked per situation creation 
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Use: 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and 
Issues: 

Common configuration format is challenging task. 

Sequence 
Diagram: 

 

 
 
 
 
 
 
 

 

 

 

 
 

sd CreateSituationSD

Knowledge

Curation Layer

(KCL2.5)Domain Expert

Data Curation

Layer (DCL2.5)

Service Curation

Layer (SCL2.5)

assert 

[DCL and SCL must have situation: s]

loop 

[repeateForEachSituationRule]

createSituation(s)

sendSituation(situationConfig)

sendSituation(situationConfig)

situationCreated()

createRules(associatedSituation:s)

transformRuleIntoProductionRules()

sendProductionRule()

acknowledge()
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Service Curation Layer ver. 2.5 (SCL 2.5) 

Use case List 

Use case ID# Name 

SCL2.5-UC-01 Receive service request from user application or mining mind 

generated events 

SCL2.5-UC-02 Retrieve user profile and life-log data from intermediate database 

for reasoning 

SCL2.5-UC-03 Retrieve Production Knowledge from the knowledge base of 

knowledge curation layer 

SCL2.5-UC-04 Retrieve contextual data from intermediate database for 

interpretations 

SCL2.5-UC-05 Retrieve SNS trends supporting layer through information gateway 

SCL2.5-UC-06 Deliver service results to service requester and to intermediate 

database for persistence 
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Use case Diagram 
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Detailed Use cases 

Use Case ID: SCL2.5-UC-01 

Use Case Name: Receive service request from user application or 

mining mind generated events 

FR ID: MM-FR-19 

Created By: Muhammad 

Afzal 

Last Updated By: Muhammad 

Afzal 

Date Created: 12 April 2016 Last Revision Date: 15 April 2016 

Actors: User Application, DCL 2.5 

Description: SCL 2.5 allows to receive request from the user 

application, or DCL 2.5 for a service. SCL 2.5 parses 

the request and invokes the required service hosted by 

Mining Mind to respond. 

Trigger: At the time of a request from the user application, or 

from mining mind generated events 

Pre-conditions: User is registered with Mining Mind 

Post-conditions: The request is received and handled by SCL 2.5 

Normal Flow: 1. SCL 2.5 receives the service request from user 

application  

2. SCL 2.5 parses the request 

3. SCL 2.5 identifies the service requirements 

4. SCL 2.5 passes the message to invoked the 

service in SCL 2.5 

Alternative Flows: 1.a SCL 2.5 receives the request as an interrupt from 

DCL 2.5 whenever a situation occurs 

4.a  SCL 2.5 passes the message to invoke the 

service in SL 2.5 

Exceptions: NA 

Includes: NA 

Frequency of Use: Very frequent: at every service request 

NFR ID: MM-NFR-09 

Assumptions: SCL 2.5 and SL 2.5/DCL 2.5 contract is agreed. 
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Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: SCL2.5-UC-02 

Use Case Name: Retrieve user profile/life-log data from user life-log 

FR ID: MM-FR-20 

Created By: Muhammad 

Afzal 

Last Updated By: Muhammad 

Afzal 

Date Created: 12 April 2016 Last Revision Date: 15 April 2016 

Actors: SCL 2.5, DCL 2.5 

Description: Retrieving user profile and life-log data is required for 

reasoning over knowledge. Since the data resides in 

DCL 2.5, so SCL 2.5 as a primary actor originates the 

request to DCL 2.5 for data in order to fulfill the 

reasoning process. 

Trigger: At service request time 

Pre-conditions: User profile and life-log data is available in user life-log 

sd SCL2.5-UC-01

SCL 2.5DCL 2.5

alt 

User Application

service request()

service request()

parse request()

identifies service provider component()

activate service provider component()
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Post-conditions: User profile and life-log data is successfully retrieved 

and readily available for SCL 2.5 to process. 

Normal Flow: 1. SCL 2.5 prepares the data request 

2. SCL 2.5 sends the request to DCL 2.5 for user 

profile and life-log data as per the service 

contract 

3. SCL 2.5 receives the response and make it part 

of SCL 2.5 internal process 

Alternative Flows: NA 

Exceptions: NA 

Includes: SCL2.5-UC-01 

Frequency of Use: Very frequent: at every service request 

NFR ID: MM-NFR-09 

Assumptions: SCL 2.5 and DCL 2.5 contract is agreed. 

Notes and Issues:  

Sequence Diagram: 

 

 

Use Case ID: SCL2.5-UC-03 

Use Case Name: Receive Production Knowledge from knowledge 

curation layer 

sd SCL2.5-UC-02

SCL 2.5 DCL 2.5

seq SCL2.5-UC-01

prepare data()

sends request for user profile and lifelog data()

user profile and lifelog()
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FR ID: MM-FR-21 

Created By: Muhammad 

Afzal 

Last Updated By: Muhammad 

Afzal 

Date Created: 12 April 2016 Last Revision Date: 15 April 2016 

Actors: KCL 2.5, SCL 2.5 

Description: The knowledge is originated by KCL 2.5 and is transfer 

to SCL 2.5 to keep a local copy of the production 

knowledge. 

Trigger: At knowledge creation/update time 

Pre-conditions: SCL 2.5 and KCL 2.5 has a common representation 

agreement 

Post-conditions: The SCL 2.5 copy of knowledge is updated and is 

synchronized with KCL 2.5 

Normal Flow: 1. SCL 2.5 receives interrupt from KCL 2.5 

2. SCL 2.5 verifies the knowledge 

3. SCL 2.5 make a local of the received 

knowledge 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less frequent: at knowledge creation/update time 

NFR ID: MM-NFR-09 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: SCL2.5-UC-04 

Use Case Name: Retrieve contextual data from intermediate database 

FR ID: MM-FR-20 

Created By: Muhammad 

Afzal 

Last Updated By: Muhammad 

Afzal 

Date Created: 12 April 2016 Last Revision Date: 15 April 2016 

Actors: SCL 2.5, DCL 2.5 

Description: Retrieving contextual data is required by 

Recommendation Interpreter component to perform its 

interpretations. Since the data resides in DCL 2.5, so 

SCL 2.5 as a primary actor originates the request to 

DCL 2.5 for data in order to fulfill the interpretation 

process. 

Trigger: After the generation of recommendations 

Pre-conditions: Recommendation has been generated. 

Post-conditions: Contextual information is successfully retrieved and is 

readily available for SCL 2.5 to process. 

Normal Flow: 1. SCL 2.5 generates the recommendations 

2. SCL 2.5 prepare the information request 

3. SCL 2.5 sends the request to DCL 2.5 for 

sd SCL2.5-UC-03

SCL 2.5 KCL 2.5

request rules()

:production rules

process rule to find data requirements()
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contextual data 

4. SCL 2.5 receives the response and make it part 

of SCL internal process 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Very frequent: every recommendation service 

NFR ID: MM-NFR-09 

Assumptions: SCL and DCL service contract is already agreed. 

Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: SCL2.5-UC-05 

Use Case Name: Retrieve SNS Trends from Supporting Layer 

FR ID: MM-FR-28 

Created By: Muhammad 

Afzal 

Last Updated By: Muhammad 

Afzal 

Date Created: 12 April 2016 Last Revision Date: 15 April 2016 

Actors: SCL 2.5, SL 2.5 

sd SCL2.5-UC-04

SCL 2.5 DCL 2.5

generate recommendations()

prepare context data request()

sends contextual data request()

:contextual data
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Description: Retrieving SNS trends is required by Recommendation 

Interpreter component to identify the top trends in 

order to extend the recommendation with SNS trends. 

Since SL 2.5 is connected to outer world SNS service, 

so SCL 2.5 as a primary actor originates the request to 

SL 2.5 for social trends data in order to fulfill the SNS 

trends requirements. 

Trigger: After contextual interpretation of recommendations  

Pre-conditions: Recommendation has been interpreted. 

Post-conditions: SNS trends data is successfully retrieved and is 

readily available for SCL 2.5 to process. 

Normal Flow: 1. SCL 2.5 interprets the recommendations 

2. SCL 2.5 prepare the SNS trends request 

3. SCL 2.5 sends the request to SL 2.5 for SNS 

trends data 

4. SCL 2.5 receives the response and make it part 

of SCL 2.5 internal process. 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Very frequent: every recommendation service 

NFR ID:  

Assumptions: SCL 2.5 and SL 2.5 service contract is already agreed. 

Notes and Issues: NA 

Sequence Diagram: 

148



 

 

 

 

Use Case ID: SCL2.5-UC-06 

Use Case Name: Deliver service results to service requester and to 

intermediate database for persistence 

FR ID: MM-FR-23 

Created By: Muhammad 

Afzal 

Last Updated By: Muhammad 

Afzal 

Date Created: 12 April 2016 Last Revision Date: 15 April 2016 

Actors: SCL 2.5, SL2, DCL 2.5 

Description: It is required to send response to the service 

requester. SCL prepares the recommendation and 

interprets according to the context and delivers to the 

requester. 

Trigger: At the time of completion of interpretations 

Pre-conditions: Service results are completed 

Post-conditions: Service results are successfully delivered in SL 2.5 

and DCL 2.5 

sd SCL2.5-UC-05

SCL 2.5 SL 2.5

interprete recommendations on context()

extract keywords from the recommendation()

send keywords()

:SNS Trends

process the trends()
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Normal Flow: 1. SCL 2.5 prepares the recommendation output 

2. SCL 2.5 sends the output to DCL for storage 

3. SCL 2.5 receives the acknowledgement 

4. SCL 2.5 sends the output to SL 

5. SCL 2.5 receives the acknowledgement 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Very frequent: at every service request 

NFR ID: MM-NFR-09 

Assumptions: SCL 2.5 has the agreed contract with SL 2.5 and DCL 

2.5 

Notes and Issues: NA 

Sequence Diagram: 

 

  

sd SCL2.5-UC-06

SCL 2.5 DCL 2.5 SL 2.5

prepare the service response()

sends service response()

ack()

sends service response()

ack()
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Supporting Layer ver. 2.5 (SL 2.5) 

Use case List 

Use case ID# Description 

SL2.5-UC-01 Acquire Recommendations for displaying to end user 

SL2.5-UC-02 Retrieve Capabilities for user interface adaption 

SL2.5-UC-03 Collect user profile data for user satisfaction 

SL2.5-UC-04 Get user profile, life-log and sensory data for analytics 

SL2.5-UC-05 Get SNS trends from Tapacross to SCL 

SL2.5-UC-06 Receive user credentials and verifies 

SL2.5-UC-07 Receive user queries over authorized data 

SL2.5-UC-08 Write data   

SL2.5-UC-09 Inference Detector (The system shall maintain query logs to 

analyze the pattern of user accessing the system)   

SL2.5-UC-10 Integrity Check for tempered recommendations 
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Use case Diagram 

 
  

uc Use Case Model for v ersion 2.5

MM Supporting Layer 2.5

Acquire 

recommendations

retriev e Capabilities 

Get user profile

End User

Display 

Recommendations

«actor»

Serv ice Curation 

Layer (SCL 2.5)

«actor»

SL 2.5

Get sensory data 

Prov ide analyticsExpert

«actor»

Data Curation Layer 

(DCL 2.5)

Get life-log 

information

Prov ide SNS Trends

«include»

«include»

«include»

«include»
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Detailed Use cases 

Use Case ID: SL2.5-UC-01 

Use Case Name: Acquire Recommendations for displaying to end user 

FR ID: MM-FR-24 

Created By: Jamil Hussain Last Updated By: Jamil 

Hussain 

Date Created: 06 July 2015 Last Revision Date: 15 April 2016 

Actors: End-user, SCL 2.5, DCL 2.5 

Description: This use case collects the recommendations 

generated by SCL 2.5 and displays it on the user 

interface for the end users. The provided 

recommendations are displayed according to user 

capabilities, context of use, and device characteristics. 

This information is obtained from the DCL 2.5. 

Trigger: SCL 2.5 push the recommendations to the App or  

end-user send request for recommendations 

Pre-conditions: End-user subscribes to particular services 

Post-conditions: All recommendations are successfully displayed 

according to user capabilities, context, and device 

characteristics. 

Normal Flow: 1. SCL 2.5 generate the recommendations and 

provide it to user interface 

2. The SCL 2.5 recommendations are acquired by 

the SL 2.5 

3. SL 2.5 investigates the user capabilities, 

context of use, and device characteristics by 

obtaining from DCL 2.5 

4. The recommendation are displayed in graphical 

user interface based on collected capabilities of 

user, context and device information. 

Alternative Flows: 2a. In step 2. The SCL 2.5 recommendations are 

acquired by the SL 2.5 

1. user request for recommendations (pull 

method)  
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2b. In step 2. The SCL 2.5 recommendations are 

acquired by the SL 

1. SL 2.5 push recommendations to App based on 

situations 

Exceptions: 2a.  In step 2 of the normal flow, if the user is detected 

to be un-authorized 

1. DCL 2.5 destroys the received sensory data 

and environmental variables 

2. Un-authorized user message is sent to the raw 

sensory data source 

Includes: NA 

Frequency of Use: Less Frequent: whenever the recommendations are 

generated by SCL 2.5 

NFR ID: MM-NFR-10 

Assumptions: The user profile data and context information should 

exist in the DCL 2.5 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: SL2.5-UC-02 

Use Case Name: Retrieve Capabilities for user interface adaptation 

FR ID: MM-FR-25 

Created By: Jamil Hussain Last Updated By: Jamil 

Hussain 

Date Created: 06 July 2015 Last Revision Date: 15 April 2016 

Actors: SL 2.5, DCL 2.5 

Description: This use case focuses on the retrieval of the 

capabilities for user interface adaptation. The 

capabilities include user profile information, context 

information and device information. It is utilized for 

adaptation based on changes or observational data. 
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Trigger: SL 

Pre-conditions: The DCL 2.5 provide the access to required 

information 

Post-conditions: All required capabilities are successfully collected. 

Normal Flow: 1. SL 2.5 generates request for user, device, and 

context information collection from DCL 2.5 

1. This information is utilized for the adaptation of 

the user interfaces 

2. The adaptation is based on changes in user 

profile, context information or collected 

observational data 

Alternative Flows: NA 

Exceptions: If there is not capabilities information then the default 

user interfaces will be displayed. 

Includes: NA 

Frequency of Use: Very Frequent. always when the application is running 

NFR ID: NA 

Assumptions: The capabilities information should be available with 

the DCL 2.5. 

Notes and Issues: N/A 

Sequence Diagram: 
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Use Case ID: SL2.5-UC-03 

Use Case Name: Collect user profile data for user satisfaction 

FR ID: MM-FR-26 

Created By: Jamil Hussain Last Updated By: Jamil 

Hussain 

Date Created: 06 July 2015 Last Revision Date: 15 April 2016 

Actors: SL 2.5, DCL 2.5 

Description: This use case focuses on the collection of user data 

such as user feedback and user observational data for 

enhancement of user interface. The user satisfaction 

level is calculated based on collected information for 

adaptability of user interface. The whole process finds 

the user experience based on the user satisfaction. 

Trigger: End-user, SL 2.5 
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Pre-conditions: User should be login and observational tracker are 

installed 

Post-conditions: User profile update successfully. 

Normal Flow: 1. The user utilizes user interfaces and enters 

feedback as response 

2. The SL sends the feedback collected for user 

interaction analysis to DCL for persistence 

3. SL analyzes the feedback stored in DCL 

4. SL collects the observational data based on 

user interaction 

5. The collected observational data is analyzed for 

user satisfaction calculation 

6. SL sends the user profile information to DCL for 

persistence 

Alternative Flows: NA 

Exceptions: If the feedback fails then acknowledgment message 

shall be displayed to user. 

Includes: NA 

Frequency of Use: 1. Very Frequent, When the user interacts with the 

system 

2. Less Frequent, When the user wants to provide 

feedback on particular services 

NFR ID: NA 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: SL2.5-UC-04 

Use Case Name: Get user profile, life-log and sensory data for analytics 

FR ID: MM-FR-27 

Created By: Shujaat 

Hussain 

Last Updated By: Shujaat 

Hussain 

Date Created: 06 July 2015 Last Revision Date: 16 April 2016 

Actors: Domain Expert, DCL 2.5 

Description: This use case focuses on getting the user profile, life-

log and raw sensory data from DCL for processing to 

show analytics. 

Trigger: The request from the expert panel for analytics 

Pre-conditions: A predefined query library for retrieving the big data 
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Post-conditions: 1. The data reaches the expert panel in a specific 

format for processing. 

2. Facts and analytics are displayed based on the 

data 

Normal Flow: 1. The expert requests the analytics for a specific 

context. 

2. Query is sent through the restful web service to 

the data curation layer. 

3. The social and personal data is obtained from 

the Data Curation Layer 

4. After performing analytics the transformed data 

is provided to the experts 

Alternative Flows: 2a. In step 2 of the normal flow, if there is delay in 

response time 

1. The timeout message is occurred on the web 

interface 

2. The request is again sent and normal flow 

resumes from step 1. 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less Frequent, This use case can be used by the 

domain expert about 5-10 times based on the volume 

of data 

NFR ID: MM-NFR-11 

Assumptions: Queries are pre-built 

Notes and Issues: 1. What is the maximum response time 

acceptable? 

2. How many queries are there in the query 

library? 

Sequence Diagram: 
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sd GetContextSD

Expert

SL 2.5 DCL 2.5

alt 

[Response Timeout]

DataRequest(parameters)

selectquery(parameters)

DataCall(Query,Parameters)

DataCallResponse(object)

DataCall(Query,Parameters)

timeout()

DataCall(Query,Parameters)

DataCallResponse(object)

ProcessData(object)

DisplayAnalytics()
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Use Case ID: SL2.5-UC-05 

Use Case Name: Get SNS trends from Tapacross to SCL 2.5 

FR ID: MM-FR-28 

Created By: Shujaat 

Hussain 

Last Updated By: Shujaat 

Hussain 

Date Created: 14 April  2015 Last Revision Date: 14 April  

2015 

Actors: SL2.5, SCL 2.5 

Description: This use case focuses on getting the SNS trends from 

SCL 2.5 to SL 2.5 

Trigger: The request from the SCL 2.5 will be given to SL 2.5 

Pre-conditions: A keyword is sent from SCL 2.5 to SL 2.5 

Post-conditions: 1. SCL 2.5 gets the SNS trends of the keyword 

categories with the trend value. 

Normal Flow: 1. SCL 2.5 sends keyword to the SL 2.5 

communication gateway. 

2. The gateway then calls the SNS connector to 

get the SNS trends from tapascross 

3. Tapacross sends the trends according to the 

data and keywords 

4. The keywords and the trends are sent back to 

SCL 2.5 from SL 2.5 

Alternative Flows: 2a. In step 2 of the normal flow, if there is delay in 

response time 

1. The timeout message is occurred on the web 

interface 

2. The request is again sent and normal flow 

resumes from step 1. 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less Frequent, This use case can be used by the 

domain expert about 5-10 times based on the volume 

of data 
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NFR ID:  

Assumptions: Keywords are pre-defined 

Notes and Issues: 1. What is the maximum response time 

acceptable? 

 

Sequence Diagram: 

 

 

Use Case ID: SL2.5-UC-06 

Use Case Name: Receive user credentials and verifies  

FR ID: MM-FR-01 

Created By: Mahmood 

Ahmad 

Last Updated By: Mahmood 

Ahmad 

Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016 

Actors: User Application, DCL 2.5 

Description: SL 2.5 allows a user to login into the MM with authorized 
credentials which are verified by engaging DCL 2.5 

Trigger: User initiating a request to login into the system 

sd Details Component

SCL2.5 SL2.5 Tapacross

getSNStrends(keywords)

setDate(lastweek)

setmedia(twitter)

mapKeywordstoID()

SNSservice(media,keywordid,date)

returnResult(json)

parsekeywords()

sendSNStrends()
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Pre-conditions: User is registered with Mining Mind 

Post-conditions: The request is received and handled by SL 2.5 

Normal Flow: 1. SL 2.5 receives the login request from user 

application  

2. SL 2.5 verifies the credentials by passing it to the 

DCL 

3. Dashboard appears with successful login 

Alternative Flows: NA 

Exceptions: Invalid login credentials 

Includes: Credentials verification 

Frequency of Use: User dependent 

NFR ID: MM-NFR-01, MM-NFR-02 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 

 

sd SL2-UC-01

End User

SL DCLObject1

login credentials (id, pwd)

Verfigy Credentils(id,pwd)

VerifyCredentisl()

sendResponse()

displayLoginSuccessMsg()
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Use Case ID: SL2.5-UC-07 

Use Case Name: Receive user queries over authorized data  

FR ID: MM-FR-02 

Created By: Mahmood 

Ahmad 

Last Updated By: Mahmood 

Ahmad 

Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016 

Actors: User Application, SCL 2.5 

Description: SL 2.5 allows a user to forward queries to MM after 
authorization by engaging SCL 2.5 

Trigger: User initiating a query request to the system 

Pre-conditions: Active Session (User is logged in ) 

Post-conditions: User request ends up in appropriate response 

Normal Flow: 1. SL 2.5 receives the user query  

2. SL 2.5 forwards the query to SCL 2.5 

3. Query response is fetched through SCL  2.5 

Alternative Flows: NA 

Exceptions: Query for unauthorized resource 

Includes: NA 

Frequency of Use: Infrequent  

NFR ID: MM-NFR-01, MM-NFR-02 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: SL2.5-UC-08 

Use Case Name: Write data   

FR ID: MM-FR-03 

Created By: Mahmood 

Ahmad 

Last Updated By: Mahmood 

Ahmad 

Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016 

Actors: User Application, DCL 2.5 

Description: SL 2.5 allows a user and DCL 2.5 to write data into MM  

Trigger: User data, data generating devices 

Pre-conditions: Active Session (User is logged in ) 

Post-conditions: NA 

Normal Flow: 1. SL 2.5 receives data from user or DCL (sensory data)  

2. SL 2.5 forwards the data to DCL 2.5 

3. DCL perform the data preservence    

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

sd SL2-UC-02

End User

SL SCL

sendQuery(query parameter)

forwardsQuery()

FetchResponse()

deliverResponse()

Response()
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Frequency of Use: Frequent  

NFR ID: MM-NFR-02 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 

 

 

Use Case ID: SL2.5-UC-09 

Use Case Name: Inference Detector (The system shall maintain query logs to 

analyze the pattern of user accessing the system)   

FR ID: MM-FR-04 

Created By: Mahmood 

Ahmad 

Last Updated By: Mahmood 

Ahmad 

Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016 

Actors: User Application, DCL 2.5, SCL 2.5 

Description: SL 2 preserves the individual identity against inference attacks  

Trigger: Successive queries by a user 

Pre-conditions: Active Session (User is logged in ) 

Post-conditions: Avoid inference attack with decoy information  

sd SL2-UC-03

End User / DCL

SL dataPreservence()

writeData(data)

dataDelivery()
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Normal Flow: 1. SL 2.5 receives user successive queries  

2. Queries are logged at DCL 2.5 

3. Analysis of queries and response helps SL 2.5 to 

activate the inclusion of decoy information into the 

response as a mitigation strategy against inference 

attack    

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: rare 

NFR ID: MM-NFR-04 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 

 

 

sd SL2-UC-04

End User

SL DCL SCL

queryParameters()

queryLogging()

queryForwarding()

checkSuccessiveQueries()

addDecoyInformation()

deliverResponse()
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Use Case ID: SL2.5-UC-10 

Use Case Name: Integrity Check for tempered recommendations 

FR ID: MM-FR-05 

Created By: Mahmood 

Ahmad 

Last Updated By: Mahmood 

Ahmad 

Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016 

Actors: User Application, DCL 2 

Description: The recommendations generated by an expert and the 
recommendations that are received by an end user are 
compared for integrity compromise  

Trigger: Integrity violation on recommendations (generated and 
received) 

Pre-conditions: Active Session (User is logged in ) and DCL has received 02 

message digest from user and by an expert 

Post-conditions: Trigger password reset  

Normal Flow: 1. SL 2 forwards the recommendations generated by 

an expert and received by an end user to DCL 2 

respectively under the public key of MM 

2. DCL 2 stores the message digest received from step 

1 

3. In case of digest mismatch, an appropriate message 

(generate new recommendations to expert, and 

discard recommendation to the end user ) is 

forwarded 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: rare 

NFR ID: MM-NFR-05 

Assumptions: NA 

Notes and Issues: NA 
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Sequence Diagram: 

 
 

sd SL2-UC-05

User / Expert

SL DCL

recommDigest(msg,pk)

forwardMsg()

compareMsgDigest()

generateMsg()

Notify()
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Collaboration Diagram 
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Section 4-B 
 

Design Document 
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Data Curation Layer (DCL Ver. 2.5) 
System Level Use cases 
 

List of Use cases 

Use case ID# Name 

DCL2.5-SUC-01 Receive sensory and environmental data from data source 

DCL2.5-SUC-02 Receive video data stream from data source 

DCL2.5-SUC-03 Synchronize heterogeneous user data 

DCL2.5-SUC-04 Send data for context determination 

DCL2.5-SUC-05 Receive context data 

DCL2.5-SUC-06 Retrieve Life-log Information 

DCL2.5-SUC-07 Persist Life-log Information 

DCL2.5-SUC-08 Map Instances 

DCL2.5-SUC-09 Validate Instances 

DCL2.5-SUC-10 Situation Configuration 

DCL2.5-SUC-11 LLM configuration for target variables 

DCL2.5-SUC-12 LLM for situation detection 

DCL2.5-SUC-13 Retrieve sensory data from non-volatile storage (offline) 

DCL2.5-SUC-14 Retrieve sensory data from non-volatile storage (online) 

DCL2.5-SUC-15 Persist sensory data in non-volatile storage 
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 Use case Diagram 
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Use case Description 

Use Case ID: DCL2.5-SUC-01 

Use Case Name: Receive sensory and environmental data from data 
source 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: Data source 

Description: User sensory data and environmental is received and 
buffered from data source in real time 

Trigger: User activity of at least 3 seconds 

Pre-conditions: User is a registered client of MM platform 

Post-conditions: Sensory and environmental data is persisted in the buffer 

Normal Flow: 1. Sensory and environmental data is received by a 
data acquisition component 

2. Data source is authenticated and contents of the 
data are verified 

3. Data is temporary buffered for context 
determination 

Alternative Flows: N/A  

Exceptions: 2a.  In step 2 of the normal flow, if the user is detected to 
be un-authorized or contents are un-verifiable 

1. Data acquisition component destroys the data  

Includes: N/A 

Frequency of Use: Very frequent: every 3 second 

Assumptions: Communication contract is defined between data source 
and data acquisition component 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: DCL2.5-SUC-02 

Use Case Name: Receive video data stream from data source 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: Data source 

Description: User video data stream is received and buffered from 
data source in real time 

Trigger: Video camera is streaming user feed 

Pre-conditions: User is a registered client of MM platform 

Post-conditions: User video data stream is persisted in the video stream 
buffer 

Normal Flow: 1. Video data stream is received by a data 
acquisition component 

2. Data source is authenticated and contents of the 
data stream are verified 

3. Video data stream is temporary buffered for 
context determination 

Data Source Data Acquisition SL 2

raw sensory data,
environmental variables

auth token

ack
buffer received 
sensory data

loop (every 3 seconds)

alt (un-authorized user)

destroy received 
sensory data and 
environmental variablesun-authorized user

176



 

Alternative Flows: N/A  

Exceptions: 2a.  In step 2 of the normal flow, if the user is detected to 
be un-authorized or contents are un-verifiable 

2. Data acquisition component destroys the data  

Includes: N/A 

Frequency of Use: Less frequent: If video streaming based data source is 
available 

Assumptions: Video data streaming communication contract is defined 
between data source and data acquisition component 

Notes and Issues: NA 

Sequence Diagram: 

 
 
Use Case ID: DCL2.5-SUC-03 

Use Case Name: Synchronize heterogeneous user data 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: DCL 2.5 

Data Source Data Acquisition SL 2

video stream data auth token

ack
buffer video
stream dat

alt (un-authorized user)

destroy received 
video stream data

un-authorized user
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Description: User video data stream is synchronized with the 
corresponding sensory data 

Trigger: Video camera is streaming user feed 

Pre-conditions: Video data stream is persisted in the video stream buffer 

Post-conditions: Video data stream is synchronized with its corresponding 
sensory data 

Normal Flow: 1. Time stamp and user id of video data stream is 
read from the video stream buffer 

2. Sensory data is searched and retrieved from 
buffer based on the time stamp and user id  

3. Retrieved sensory data is concatenated with the 
video stream data and stored back in the sensory 
data buffer for context determination 

Alternative Flows: 2a.  In step 2 of the normal flow, if the sensory data is not 
found 

1. Data acquisition component deletes the video 
data stream from the video data stream buffer 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less frequent: If video streaming based data source is 
available 

Assumptions: 4. Video data streaming communication contract is 
defined between data source and data acquisition 
component 

Notes and Issues: NA 

Sequence Diagram: 
 
 
Use Case ID: DCL2.5-SUC-04 

Use Case Name: Send data for context determination 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: Context sender 
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Description: Sensory data buffer is sent to ICL 2.5 for context 
determination 

Trigger: Sensory data is available for context determination 

Pre-conditions: Sensory data is persisted in the buffer 

Post-conditions: Sensory data is sent for context determination 

Normal Flow: 1. Context sender reads sensory data from the 
sensory data buffer 

2. Context sender creates communication object by 
serialization 

3. Communication object is sent to the ICL 2.5 
server 

Alternative Flows: NA  

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: whenever context need to be determined 

NFR ID: Leave it blank 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram:  

 

Data Acquistion ICL 2 : Router

received sensory data

context

read received 
sensory data

identify context

loop (every 3 seconds)

create life-log instance

update life-log
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Use Case ID: DCL2.5-SUC-05 

Use Case Name: Receive context data 

Created By: Bilal Amin Last Updated By: Bilal Amin 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: ICL 2.5 server 

Description: After the determination by ICL 2.5, context is received 
by context receiver component and forwarded for non-
volatile storage 

Trigger: New context  or change in previous context is 
determined by ICL 2 

Pre-conditions: Context data is available  

Post-conditions: Context data is sent for non-volatile storage 

Normal Flow: 1. Context receiver receives context object 
2. Context receiver de-serializes context object 
3. Context object is sent for non-volatile persistence 

(async) 
4. Context object is sent for life-log mapping 

Alternative Flows: NA  

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: whenever context is determined 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram:  

 
Use Case ID: DCL2.5-SUC-06 

Use Case Name: Retrieve Life-log Information 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: SCL 2.5, KCL 2.5, SL 2.5 
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Description: Each actor needs information from life log for further 
processing. All actors shall request their related and 
desired Life-log information from physical storage. 

Trigger: On request of a particular actor to access required 
information 

Pre-conditions: The actor shall be authorized with full access on the 
Life-Log data. 

Post-conditions: Provide the required data to particular layer 

Normal Flow: 1. Actor sends request for desired Life-log 
information. 

2. The desired request shall be checked for 
information existence. If request is valid 

a. Prepare the query for desired information 
based on request 

b. Load the requested information from 
physical storage 

c. Send back the loaded information to the 
actor 

Alternative Flows: 2b. The desired data is not exist in the schema, invalid 
request 

1. Acknowledge the actor with exception of invalid 
request.  

Exceptions: NA 

Includes: NA 

Frequency of Use: Whenever Life-log information is required. 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram:  
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Use Case ID: DCL2.5-SUC-07 

Use Case Name: Persist Life-log Information 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: ICL 2.5 

Description: Each actor performed some specific operations on 
incoming data from external resources or on already 
existing information in Life-log repository. In both cases the 
information shall be updated and stored in Life-log 
repository. 

Trigger: On request of a particular actor to persist required 
information 

Pre-conditions: The actor shall be authorized with full access on the Life-
Log data. 

Post-conditions: Successfully stored the created Life-log information 

Normal Flow: 1. Actor sends request to persist new generated Life-
log information. 

2. Passes the new created information to check the 
appropriate hierarchical structure. 

sd Interaction

Actor

Retrieval Handler Life-Log physical
storage

Query Manager

alt 

[If request is valid then generate query]

[else alert with exception]

sendRequest(parameters) :dataset

checkSchemaForExistance(parameters) :bool

resultExistanceCheck(parameters) :boolean

generateQuery(parameters)

retrieveInformation(query) :dataset

retrieveData() :dataset

sendInformation() :dataset

alertOfInvalidRequest()
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3. The appropriate selected hierarchical structure with 
input information passes to find the information 
instances. 

4. Check the consistency among the records and their 
relationship. 

5. Store the validated and structured information into 
physical storage 

Alternative Flows: NA 

Exceptions: NA 

Includes: Map Instances, Validate Instances, save information to 
physical storage. 

Frequency of Use: Whenever new information is generated. 

Assumptions: NA 

Notes and Issues: Capability to process multiple actors requests for storage. 

Sequence Diagram: 

 
 
Use Case ID: DCL2.5-SUC-08 

Use Case Name: Map Instances 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: DCL2.5, ICL2.5, SCL2.5, SL2.5, and Life-Log physical 
storage 

sd Interaction

Actor

Persistance
Handler

Model Selector Instance Mapper Information
Validator

Life-Log Physical
Storage

sendPersistRequest(information)

selectAppropriateModel(information)
:Model

mapInstances(information,
model) :mappedData

validateInformation(information)
:validatedModel

saveInformation(information)

acknowledgement()

acknowledgement()
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Description: The information produced by each actor shall be mapped 
against the hierarchical structure of storage. 

Trigger: On request of a particular actor to persist required 
information 

Pre-conditions: The actor shall be authorized with full access on the Life-
Log data. 

Post-conditions: Successfully mapped the instances with correct Life-log 
information schema 

Normal Flow: 1. Actor sends request to persist new generated 
information. 

2. System searches each information records against 
hierarchical structure. 

3. System finds appropriate classes of the instances 
4. System extracts attributes in the instances. 
5. Find the relationship among the information 

records. 
6. Pass the annotated information for validation. 

Alternative Flows:   

Exceptions: NA 

Includes: NA 

Frequency of Use: Whenever new information is persist. 

Assumptions: NA 

Notes and Issues: Capability to process multiple actors requests for storage. 

Sequence Diagram: 
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Use Case ID: DCL2.5-SUC-09 

Use Case Name: Validate Instances 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: DCL2.5, ICL2.5, SCL2.5, SL2.5, and Life-Log physical 
storage 

Description: The mapped information in previous use case shall be 
checked for consistency among the existing information. 

Trigger: On request of a particular actor to persist required 
information 

Pre-conditions: The actor shall be authorized with full access on the Life-
Log data. 

Post-conditions: Successfully validate the instances with correct Life-log 
information schema 

Normal Flow: 1. Actor send request to persist new generated 
information. 

2. DCL passes the mapped information for validation 
of information and their relationships. 

3. The system checks the information according to the 
specific location in the hierarchy. 

4. The system checks and builds the relationship 

sd Interaction

Actor

Persistance
Handler

Instance Mapper

saveInformation(information)

mapInstances(information, model) :mappedData

mapClasses()

mapAttributes()

mapRelationships()

returnMappedData()
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among concepts. 
5. The verified information shall be passed for 

persistence. 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Whenever new information is persist. 

Assumptions: NA 

Notes and Issues: Capability to process multiple actors requests for storage. 

Sequence Diagram: 

  

 
Use Case ID: DCL2.5-SUC-10 

Use Case Name: Situation Configuration 

Created By: Bilal Ali Last Updated By: Bilal Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: KCL 2.5 

Description: Situation is determined by experts and is communicated 
to DCL 2.5 for monitoring the Life-log. 

sd Interaction

Actor

Persistance
Handler

Information
Validator

Life-Log Physical
Storage

saveInformation(information)

validateInformation(information) :validatedModel

validateLocation()

validateRelationships()

saveToPhysicalStorage()

acknowledgement()

acknowledgement()
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Trigger: Creation of new rule to capture a situation. 

Pre-conditions: KCL 2.5 and DCL 2.5 should agree on common 
representation of sharing information of Situation 
configuration 

Post-conditions: 1. Situation is stored against a specific category. 
2. Situation is available for monitoring the Life-log. 

Normal Flow: 1. KCL 2.5 connects to DCL 2.5 and send the newly 
created situation in common configuration format. 

2. DCL 2.5 evaluates the format of received 
situation configuration. 

3. DCL 2.5 responds with acknowledgement 
message. 

4. Situation will be parsed into components.  
5. Parsed components are updated in persistent 

storage as per categories. 

Alternative Flows: NA 

Exceptions: Format of situation is not according the agreement. 

Includes: NA 

Frequency of Use: Invoked per situation creation by the expert. 

Assumptions: Well defined schema is available to store situation 
persistently 

Notes and Issues: Standardize situation format is a challenging task 

Sequence Diagram: 
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Use Case ID: DCL2.5-SUC-11 

Use Case Name: LLM Configuration for target Variables  

Created By: Bilal Ali Last Updated By: Bilal Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

Actors: KCL2.5, Experts 

Description: Configure the Life-log monitor for the screening of the 
target variable from Life-log data.  

Trigger: On start of user’s monitored activity  

Pre-conditions: 1. Expert defines target variable in common 
configuration format. 

2. Access to Life-log. 

Post-conditions: Targeted log is retrieved from Life-log data as per target 
variable requirements.  

Normal Flow: 1. KCL 2.5 will share the target variables in common 
configured format created by expert. 

2. Life-log monitor is configured on the basis of the 
shared target variable. 

3. Life-log monitor retrieve log data from Life-log 
against the target variables. 

 sd situation configuration

KCL 2 Situation
Configurator

Format Evaluator Situation Storage

loop sendSituation(id, description)

checkFormat(situation)

evaluateFormat()

:Acknowledge

:Ack
save(id, description)

processUpdate(situation)

:Acknowledgement
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Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: On update of common configuration format. 

Assumptions:  

Notes and Issues: Real time accommodation of update in common 
configuration format is challenging task. 

Sequence Diagram: 

 
 
Use Case ID: DCL2.5-SUC-12 

Use Case Name: LLM for Situation Detection 

Created By: Bilal Ali Last Updated By: Bilal Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016 

 sd LLM Situation detector

KCL 2 Life-log Monitor
Configurator

Life-log Data

loop 

sendConfigurate(targetVariables)

updateTargetVariable()

searchLog(targetVariable)

processSearch()

:log
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Actors: Life-log Data, SCL 2.5, ICL 2.5 

Description: Identification of the existence of a condition in user 
activities to highlight the alarming situation as per 
experts’ understanding. 

Trigger: On start of user’s monitored activity  

Pre-conditions: 1. Activity is identified. 
2. Situation is configured. 
3. Access to Life-log. 

Post-conditions: Alarming situation is detected and triggered the SCL 2.5 
with situation and user.  

Normal Flow: 1. ICL 2.5 recognizes activity and sends to Life-log. 
2. Life-log monitor identify the target activity. 
3. Retrieve associated situation with the activity. 
4. Continuous access that activity log. 
5. Aggregate the interval/duration of activity. 
6. Remove the irregularity in activity as per 

situation. 
7. Evaluate the duration of activity against the 

situation. 
a. If situation condition meets then send 

message to SCL 2.5 to inform about the 
occurrence of a situation along with user 
information. 

b. If situation condition does not occur, don’t 
send message to SCL 2.5 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: For every activity with configured situation. 

Assumptions:  

Notes and Issues: Management of irregularity in activity is a challenging 
task. 

Sequence Diagram: 
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Use Case ID: DCL2.5-SUC-13 

Use Case Name: Retrieve sensory data from non-volatile storage for 
intermediate data generation (offline) 

Created By: Cho / Usman Last Updated By: Bilal Amin 

Date Created: 20 Apr 2016 Last Revision Date: 20 Apr 2016 

Actors: KCL 2.5 

Description: Request for Schema of the persisted data is received by 
the Passive Data Reader. Scanned and most updated 
schema from Non-volatile storage is returned to KCL.  

Trigger: KCL 2.5 requests the data 

Pre-conditions: 1. Relational IDB schema has already been 
described and shared 

2. The data exists in HDFS 

 sd Use Case Model

ICL 2 Life-Log Monitor Situation Storage Life-log Data Remove
Irregularity

Evaluation of Log SCL 2Aggregate Log

alt 

loop 

sendActivity(activityId)

serachSituation(ActivityID)

processRequest()

:situation

reteriveLifeLogData(activity ID)

readLog()

:LogData

aggregateLog(LogData)

:cumulativeValue

removeAnamoly(cumulative, SituationID)

processRequest()

:activity interval

compareLog(logValue, SituationLimit)

:True/False

responseTrue()
sendSituation(SituationID, PersonId, ActivityID)

responseFalse()
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Post-conditions: 1. The data has been transformed and exported to 
IDB 

2. The KCL 2.5 is informed 

Normal Flow: 1. DCL 2.5 receives requests from KCL and creates 
a Hive query 

2. Hive query is executed using on HDFS to retrieve 
the data 

3. Required data is returned as a result set to Data 
exporter 

4. Result-set is converted into data message and 
returned to KCL 
 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less frequent, offline process, may be executed once  

Assumptions: Hive query results are easy to transform to relational 
format 

Notes and Issues: NA 

Sequence Diagram: 

 

sd ResultSend()

KCL Passive Data
Reader

Non-Volatile
Persistance

Data ExporterQuery Library

DataRetrieveRequest()

queryparameter()

Scandatarequest()

UpdatedSchema()

ResultSet()
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Use Case ID: DCL2.5-SUC-14 

Use Case Name: Retrieve life-log data from active data reader for 
visualization and analytics (online) 

Created By: Usman Akhtar Last Updated By: Bilal Amin 

Date Created: 21 April 2016 Last Revision Date: 20 Apr 2016 

Actors: SL 2.5 

Description: Raw life-log data in HDFS is retrieved and provided to 
analytics component from active data reader component 
for visualization and analytics 

Trigger: Request for data from descriptive analytics is received 

Pre-conditions: Life-log data exists and persisted in HDFS (non-volatile 
storage) and access through Hive metastore.  

Post-conditions: 1. Required data is retrieved from HDFS 
2. Request is sent back to data exporter to 

appropriate format 
3. Required data is communicated to descriptive 

analytics in SL 2.5 directly (online) 

Normal Flow: 1. Descriptive analytics in SL 2.5 requests data 
2. Hive query is selected from Query Library and 

implicitly transformed into a MapReduce Job. 
3. MapReduce job is executed on HDFS and results 

are retrieved. 
4. Retrieved results are send to data exporter to 

adjust appropriate format 
5. Results are forwarded directly to descriptive 

analytics 

Alternative Flows: 1. Descriptive analytics requests not from the active 
data reader 

2. Active Data Reader receives but unable to run 
over the Hive 

3. Duplicate request results are directly forwarded to 
descriptive analytics 

4. First time requests follow the normal flow. 
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Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent requests from descriptive analytics in SL 

Assumptions: Request format contract already defined between 
SL(descriptive analytics) and DCL (Active Data Reader) 

Notes and Issues: NA 

Sequence Diagram: 

 
 
Use Case ID: DCL2.5-SUC-15 

Use Case Name: Life-log sync between intermediate database and Big 
Data 

Created By: Usman Akhtar Last Updated By: Bilal Amin 

Date Created: 21 April 2016 Last Revision Date: 21 April 2016 

Actors: DC 

Description: Receive and persist life-log data from intermediate 

sd inv okeHiv equery()

Query Library

SL

Active Data
Reader

Non-Volatile
Storage

Data Exporter

DataRetrieveRequest()

invokeHivequery()

ExecuteQueryonHDFS()

DataFormat()

ResultSend()

ResultSendToSL()
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database in to HDFS through Kafka Pipelines  

Trigger: Whenever the changes occurs in intermediate the 
trigger send to Big data storage for updates  

Pre-conditions: 1. Data storage structure, directory structure in 
HDFS defined 

2. File formats and data formats in HDFS known 
3. Life-log data is received from intermediate 

database 
4. Hive metastores and Big Data server is already 

running 

Post-conditions: 1. Life-log data is persisted in HDFS non-volatile 
storage 

2. Data is available for processing and access by 
SL and KCL 

Normal Flow: 1. Big Data server listening for data requests from 
intermediate database through Kafka pipelines 

2. Kafka push the data from intermediate and send 
to the data writer 

3. Write to the HDFS for non-volatile persistence 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: When data updates 

Assumptions: Data format and specifications already defined between 
intermediate and Big Data 

Notes and Issues: NA 

Sequence Diagram: 
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sd sendtodatawriter()

Big Data Storage Life-log
Synchronizer

Kafka Pipelines Intermediate
database

Data Writer

ConnecttoSynchronizer()

RequestData()

ConnectDB()

ExportData()

SendDataWriter()

uploadtoHDFS()
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Information Curation Layer (ICL Ver. 2.5) 
 

List of Use cases 

Use case ID# Name 

ICL2.5-SUC-01 Derive optimal low-level context recognizer 

ICL2.5-SUC-02 Create low-level context recognizers 

ICL2.5-SUC-03 Route sensory data for the low-level context identification 

ICL2.5-SUC-04 Recognize user low-level context 

ICL2.5-SUC-05 Recognize user activity based on inertial raw sensory data 

ICL2.5-SUC-06 Recognize user activity based on video raw sensory data 

ICL2.5-SUC-07 Recognize user location based on geopositioning raw sensory 
data 

ICL2.5-SUC-08 Recognize user emotion based on audio raw sensory data 

ICL2.5-SUC-09 Unify low-level contexts 

ICL2.5-SUC-10 Notify new low-level context 

ICL2.5-SUC-11 Create unclassified high-level context instance 

ICL2.5-SUC-12 Classify high-level context instance 

ICL2.5-SUC-13 Notify new high-level context 

ICL2.5-SUC-14 Load context ontology model 

ICL2.5-SUC-15 Store context instance 

ICL2.5-SUC-16 Retrieve context instance 

ICL2.5-SUC-17 Recognize emotion based on video data 

ICL2.5-SUC-18 Recognize nutrition based on image data 

ICL2.5-SUC-19 Evolve Ontology 

ICL2.5-SUC-20 High Level Physical Activity Context 

ICL2.5-SUC-21 High Level Nutrition Context 
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Use case Diagram 

 
  

 uc UseCase Diagram HLCA 2.5

Route sensory data for 
low-level context

LLCA

«actor»
DCL2.5

Recognize activity 
based on inertial data

Recognize activity 
based on video data

Recognize low-level 
context

Unify low-level 
context

Notify new low-level 
context

Recognize emotion 
based on audio data

Recognize location 
based on 

geopositioning data

Recognize nutrition 
based on image data

HLCA

Create unclassified 
high-level context Create ontology

Evolve Ontology
Classify unclassified 

high-level context

Notify new high-level 
context

High level physical 
activity context

High level nutrition 
context

Ontology engineer

ICL2.5

Recognize emotion 
based on v ideo data

invokes

invokes

invokes

invokes

usesinvokes

invokes

extend

uses
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Use case Description 

Use Case ID: ICL2.5-SUC-01 

Use Case Name: Derive optimal low-level context recognizer 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 22 July 2015 Last Revision Date: 24 July 2015 

Actors: Engineer 

Description: Create an optimal recognition model through the 
evaluation of multiple recognition model candidates 
(offline process). 

Trigger: Engineer initiates the process for creating an optimal 
recognition model 

Pre-conditions: 1. A human expert or engineer sets up the 
experimental setup for the evaluation process  

Post-conditions: 2. The optimal recognition model among 
considered is delivered to the expert 

3. A recognizer descriptor containing the 
characteristics of the optimal model is stored 

Normal Flow: 1. Load dataset 
2. For each combination of preprocessing 

methods, segmentation methods, feature sets, 
feature selection methods, and classification 
methods, the dataset is preprocessed (e.g., 
filtered) 

3. The preprocessed dataset is segmented (e.g., 
partitioned into windows) 

4. Features (e.g., mean, variance) are extracted 
from each segment of the dataset 

5. The best features are selected  
6. Cross validation is applied to the selected 

features 
a. The feature set is split into training and 

testing 
b. The classifier is trained using the training 

features 
c. The classifier is tested in order to 

199



 

determine the model performance 
7. The model performance is stored 
8. Once the model performance has been 

calculated for all the possible combinations, the 
optimal model is selected  

9. A recognizer descriptor is generated according 
to the characteristics of the model (e.g., median 
filtering, 3 sec window size, etc.) 

10. The generated recognizer descriptor is stored 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Infrequent  

NFR ID: MM-NFR-05 

Assumptions: NA 

Notes and Issues: Matlab and Weka tools will be used for this task. A 
multimodal dataset must be collected for the training 
and evaluation of the candidates models. 

Sequence Diagram: 

200



 

 
 
Use Case ID: ICL2.5-SUC-02 

Use Case Name: Create low-level context recognizers 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 22 July 2015 Last Revision Date: 24 July 2015 

Actors: DCL 2.5 

Description: Sensory data is received from DCL 2.5 and it is 
distributed to the corresponding low-level context 
recognizer based on the data type(s). 

Trigger: Receive userID and part of the user profile information 
send by DCL 2.5 to ICL2.5  

Pre-conditions: DCL 2.5 sends the userID and part of the user profile 
information to ICL 2.5 whenever a new user is 
registered in the platform 

sd Interaction

Data Mining Tool Offline Signal
Preprocessor

Offline Signal
Segmenter

Offline Feature
Extractor

Offline Classifier

Engineer

Collected Sensory
Dataset

Cross ValidatorOffline Feature
Selector

Recognizer
Description

Storage

loop 

[For preprocessingMethods x segmentationMethods x featureSets x featureSelectionMethods x ClassificationMethods]

createRecognitionModel()

loadDataset()

:dataset

preprocess(dataset, preprocessingMethod)

:preprocessedData

segment(preprocessedData, segmentationMethod)

:segmentedData

extractFeatures(segmentedData, featureSet)

:extractedFeatures

selectFeatures(extractedFeatures, featureSelectionMethod)

:selectedFeatures

crossValidate(selectedFeatures)

splitFeatureSet(selectedFeatures) :trainingFeatures,
testingFeatures

trainClassifier(trainingFeatures, classifierMethod)

:model

testClassifer(testingFeatures, model)

:modelPerformance

:model, modelPerformance

addToModelPerformanceList(model, modelPerformance) :performanceList

selectOptimalModel(performanceList) :optimalModel

:optimalModel

createRecognizerDescription(optimalModel) :recognizerDescription

storeRecognizerDescription(recognizerDescription)
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Post-conditions: Low-level context recognizers are generated for the 
new user for all context types 

Normal Flow: 1. Receive UserID and (part of the) user profile 
information 

2. Load the recognizer descriptions containing the 
low-level context model types (e.g., emotion 
recognizer) and characteristics (e.g., median 
filtering, 3 sec window size, etc.) 

3. Create a new recognizer for each recognizer 
description 

4. Create a recognizer identifier for the generated 
recognizer 

5. Save the recognizer identifier in a persistent 
storage 

Alternative Flows: NA 

Exceptions: NA  

Includes: NA 

Frequency of Use: Less frequent  

NFR ID: NA 

Assumptions: • DCL 2.5 will send the required user profile 
information together with the userID only the 
first time a user is registered 

• No user profile updates are considered in this 
version 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-03 

Use Case Name: Route sensory data for the low-level context 
identification 

FR ID: MM-FR-10 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 24 July 2015 

Actors: DCL 2.5, Low-Level Context Recognizer  

Description: Sensory data is received from DCL 2.5 and it is 
distributed to the corresponding low-level context 
recognizer based on the data type(s). 

Trigger: Receive sensory data send by DCL 2.5 to ICL2.5  

Pre-conditions: DCL 2.5 sends sensory data, i.e., raw sensory data 
plus sensory metadata (e.g., data type, time stamp, 
device ID, device type, and user ID) 

Post-conditions: The adequate raw sensory data is sent to each low-
level context recognizer in order to perform the 
recognition process 

 sd ICL2.5-SUC-02

DCL 2.5 Low-Level
Context Manager

Low-Level
Context

Recognizer

Recognizer
Description

Storage

loop 

[for each recognizerDescription]

createContextRecognizers(userID, profileInfo)

getRecognizerDescriptions()

:recognizerDescriptions

createNewRecognizer(recognizerDescription, profileInfo) :recognizerID

«create»

addRecognizer(recognizerID,
recognizerDescription)
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Normal Flow: 1. Receive sensory data 
2. Get the user identifier to which the sensory data 

belongs 
3. Load the low-level context recognizers 

identifiers for the given user 
4. For each low-level context recognizer identifier, 

get the sensory data type(s) it requires 
5. Match the received sensory data with the 

sensory data type(s) required by the low-level 
context recognizer 

6. Create a copy with the compatible data required 
by the low-level context recognizer 

7. Distribute the data to the corresponding low-
level context recognizer 

Alternative Flows: NA 

Exceptions: a. If no compatible data types are identified for the 
given low-level context recognizer 

            1. Go to step 3 

Includes: NA 

Frequency of Use: Very frequent: determined by the rate of sensory data 
reception from DCL 2.5 

NFR ID: NA 

Assumptions: • There is an established communication 
between DCL 2.5 and the Sensory Data Router 

• The communication channel between the DCL 
2.5 and the Sensory Data Router is secure  

• Incoming sensory data is already preprocessed 
(i.e., without missing samples and with 
synchronized streams) 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-04 

Use Case Name: Recognize user low-level context 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 20 July 2015 

Actors: Sensory Data Router, Low-Level Context Unifier 

Description: The low-level context associated to a given user is 
identified based on the received compatible sensory 
data. The low level context recognition may be of 
diverse nature depending upon the data types, thus 
this use case defines an abstract representation of the 
process to be followed. 

Trigger: Receive compatible sensory data 

Pre-conditions: Compatible sensory data is sent to a given low-level 
context recognizer 

Post-conditions: The recognized low-level context instance is provided 
to the Low-Level Context Unifier 

 sd ICL2.5-SUC-03

DCL 2.5 Sensory Data
Router

Low-Level Context
Recognizer

Low-Level
Context Manager

Recognizer
Description

Storage

loop 

[for each recognizerID]

alt 

[if boolean is true]

receive(sensoryData)

getUserID(sensoryData) :userID

requestUserRecognizers(userID)

requestUserRecognizers(userID)

:recognizerIDs, recognizerDescriptions

:recognizerIDs, recognizerDescriptions

getCompatibleSensoryDataTypes(recognizerDescription) :
recognizerSensoryDataTypes

matchSensoryDataTypes(sensoryData,recognizerSensoryDataTypes) :
boolean

createCopyCompatibleData(sensoryData,recognizerSensoryDataTypes) :
compatibleSensoryData

receive(compatibleSensoryData)
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Normal Flow: 1. Compatible sensory data is received by a given 
low-level context recognizer  

2. The raw sensory data is extracted from the 
sensory data 

3. The low-level context label is recognized 
4. The sensory metadata is extracted from the 

sensory data 
5. A low-level context instance is generated by 

combining the low-level context label and the 
sensory metadata 

6. The generated low-level context instance is 
provided to the Low-Level Context Unifier 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of sensory data 

NFR ID: MM-NFR-05 

Assumptions: Only compatible sensory data is received by each 
corresponding low-level context recognizer 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-05 

Use Case Name: Recognize user activity based on inertial raw sensory 
data 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 20 July 2015 

Actors: ICL2.5-SUC-04 

Description: Identification of the user physical activity (e.g., “sitting”) 
based on the processing of the body-motion raw 
sensory data collected from an inertial sensor. The 
body-motion raw sensory data consists of triaxial 
acceleration, triaxial rate of turn and triaxial magnetic 
field data. 

Trigger: Request for the recognition of the user activity based 
on a given inertial raw sensory data 

Pre-conditions: Raw sensory data is extracted from compatible 
sensory data (inertial sensory data) 

Post-conditions: A label corresponding to the recognized activity is 

 sd ICL2.5-SUC-04

Low-Level Context Recognizer Low-Level Context
Unifier

Sensory Data
Router

receive(compatibleSensoryData)

extractRawSensoryData(compatibleSensoryData) :rawSensoryData

recognizeLowLevelContext(rawSensoryData) :lowLevelContextLabel

extractSensoryMetadata(compatibleSensoryData) :sensoryMetadata

createLowLevelContextInstance(lowLevelContextLabel, sensoryMetadata) :
lowLevelContextInstance

receive(lowLevelContextInstance)
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generated 

Normal Flow: 1. Inertial raw sensory data is received for 
analysis 

2. The raw sensory data is preprocessed (e.g., 
filtered) 

3. The preprocessed raw sensory data is 
segmented (e.g., partitioned into windows) 

4. Features (e.g., mean, variance) are extracted 
from each segment of raw sensory data 

5. The extracted features are classified 
6. A label identifying the corresponding user 

activity is generated 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of inertial raw sensory 
data 

NFR ID: MM-NFR-05 

Assumptions: The raw sensory data is of the nature required by the 
inertial activity recognizer 

Notes and Issues: NA 

Sequence Diagram: 

 

 sd ICL2.5-SUC-05

Inertial Activity Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel
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Use Case ID: ICL2.5-SUC-06 

Use Case Name: Recognize user activity based on video raw sensory 
data 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 17 July 2015 Last Revision Date: 20 July 2015 

Actors: ICL2.5-SUC-04 

Description: Identification of the user physical activity (e.g., 
“standing”) based on the processing of the body-
motion raw sensory data collected through a video 
camera. The body-motion raw sensory data consists of 
RGB and depth video. 

Trigger: Request for the recognition of the user activity based 
on a given video raw sensory data 

Pre-conditions: Raw sensory data is extracted from compatible 
sensory data (video sensory data) 

Post-conditions: A label corresponding to the recognized activity is 
generated 

Normal Flow: 1. Video raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., 

filtered) 
3. The preprocessed raw sensory data is 

segmented (e.g., partitioned into windows) 
4. Features (e.g., SIFT, HOG) are extracted from 

each segment of raw sensory data 
5. The extracted features are classified 
6. A label identifying the corresponding user 

activity is generated 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of video raw sensory data 

NFR ID: MM-NFR-05 

209



 

Assumptions: The raw sensory data is of the nature required by the 
video activity recognizer 

Notes and Issues: NA 

Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-07 

Use Case Name: Recognize user location based on geopositioning raw 
sensory data 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 17 July 2015 Last Revision Date: 20 July 2015 

Actors: ICL2.5-SUC-04 

Description: Identification of the user location (e.g., “restaurant”) 
based on the processing of the geopositioning raw 
sensory data collected from a portable GPS sensor. 
The body-motion raw sensory data consists of latitude, 
longitude and speed data. 

Trigger: Request for the recognition of the user location based 
on a given geopositioning raw sensory data 

Pre-conditions: Raw sensory data is extracted from compatible 
sensory data (geopositioning sensory data) 

 sd ICL2.5-SUC-06

Video Activity Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel
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Post-conditions: A label corresponding to the recognized location is 
generated 

Normal Flow: 1. Geopositioning raw sensory data is received for 
analysis 

2. The geopositioning raw sensory data is 
compared with the predefined map coordinates  

3. A label identifying the corresponding user 
location is generated 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of geopositioning raw 
sensory data 

NFR ID: MM-NFR-05 

Assumptions: The raw sensory data is of the nature required by the 
geopositioning location recognizer 

Notes and Issues: NA 

Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-08 

Use Case Name: Recognize user emotion based on audio raw sensory 

 sd ICL2.5-SUC-07

Geopositioning Location
Recognizer

Location Mapper

recognizeLowLevelContext(rawSensoryData)

identifyUserLocation(rawSensoryData)

:locationLabel
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data 

FR ID: MM-FR-11 

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 17 July 2015 Last Revision Date: 20 July 2015 

Actors: ICL2.5-SUC-04 

Description: Identification of the user emotional state (e.g., “happy”) 
based on the processing of the audio raw sensory data 
collected from a microphone sensor. The audio raw 
sensory data consists of the user voice data. 

Trigger: Request for the recognition of the user emotion based 
on a given audio raw sensory data 

Pre-conditions: Raw sensory data is extracted from compatible 
sensory data (audio sensory data) 

Post-conditions: A label corresponding to the recognized emotion is 
generated 

Normal Flow: 1. Audio raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., 

filtered) 
3. The preprocessed raw sensory data is 

segmented (e.g., partitioned into windows) 
4. Features (e.g., LPC, MFCC) are extracted from 

each segment of raw sensory data 
5. The extracted features are classified 
6. A label identifying the corresponding user 

emotion is generated 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of inertial raw sensory 
data 

NFR ID: MM-NFR-05 

Assumptions: The raw sensory data is of the nature required by the 
audio emotion recognizer 

Notes and Issues: NA 

212



 

Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-09 

Use Case Name: Unify low-level contexts 

FR ID: MM-FR-11  

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 20 July 2015 Last Revision Date: 20 July 2015 

Actors: Low-Level Context Recognizer, Low-Level Context 
Notifier  

Description: Aggregation of multiple low-level context instances of 
the same context type (e.g., activity) corresponding to 
a similar period of time 

Trigger: Receive low-level context instance 

Pre-conditions: Low-level context instances are received from different 
recognizers of the same context type 

Post-conditions: A single low-level context instance is served for 
notification  

Normal Flow: 1. A low-level context instance is received 
2. Search for other low-level context instances of 

the same type valid at the same time 
3. Fuse the identified low-level context instances 

 sd ICL2.5-SUC-08

Audio Emotion Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel
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into a unified low-level context instance 
4. Serve the unified low-level context instance for 

notification 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of a low-level context 
label 

NFR ID: MM-NFR-05 

Assumptions: Identical labels are used to describe the same low-
level context for each recognizer of the same context 
type (e.g., inertial activity recognizer, video activity 
recognizer) 

Notes and Issues: NA 

Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-10 

Use Case Name: Notify new low-level context 

FR ID: MM-FR-13  

 sd ICL2.5-SUC-09

Low-Level
Context

Recognizer

Low-Level
Context Unifier

Low-Level
Context Notifier

receive(lowLevelContextInstance)

searchLowLevelContexts() :
lowLevelContextInstances

fuseLowLevelContexts(lowLevelContextInstances) :
unifiedLowLevelContextInstance

receive(unifiedLowLevelContextInstance)
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Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 20 July 2015 

Actors: Low-Level Context Unifier, High-Level Context Builder, 
DCL 2.5 

Description: Serve the newly recognized low-level context for the 
identification of high-level context and also 
communicate it to DCL 2.5 for persistence. 

Trigger: New low-level context is identified 

Pre-conditions: A unified low-level context instance is received 

Post-conditions: • The unified low-level context instance is served 
for the identification of the high-level context(s) 

• The unified low-level context instance is sent to 
DCL 2.5 

Normal Flow: 1. A low-level context instance is received from 
the low level context unifier   

2. The received instance is compared with the last 
low-level context instance 

3. The new low-level context instance is served for 
the identification of the high-level context 

4. The new low-level context instance is sent to 
DCL 2.5 

Alternative Flows: 3a. If the received instance contains the same low-
level context type as the previous one 

      1. Finalize 

Exceptions: NA 

Includes: NA 

Frequency of Use: Frequent: at every reception of a low-level context 
instance 

NFR ID: NA 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-11 

Use Case Name: Create unclassified high-level context instance 

FR ID: MM-FR-12 

Created By: Claudia 
Villalonga 

Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 20 July 2015 

Actors: Low-Level Context Notifier, High-Level Context 
Reasoner 

Description: Build a high-level context instance based on the 
identified low-level contexts 

Trigger: Receive low-level context instance (label plus 
metadata) 

Pre-conditions: A new low-level context instance is served to the high-
level context builder 

Post-conditions: The unclassified high-level context instance is created 

Normal Flow: 1. Map low-level context instance into ontological 
format  

2. Search for other low-level context instances of 
different type valid at the same time 

3. Create new unclassified high-level context 
instance which links to the available low-level 

 sd ICL2.5-SUC-10

Low-Level
Context Unifier

Low-Level
Context Notifier

High-Level
Context Builder

DCL 2.5

alt 

[if boolean is true]

receive(unifiedLowLevelContextInstance)

compareWithLastInstance(unifiedLowLevelContextInstance) :
boolean

receive(unifiedLowLevelContextInstance)

receive(unifiedLowLevelContextInstance)
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context instance(s) 
4. Assert on the unclassified high-level context 

instance that the missing low-level context 
instances do not exist 

Alternative Flows: NA 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less Frequent: whenever a new low-level context is 
recognized 

NFR ID: NA 

Assumptions: Low-level contexts are interpretable 

Notes and Issues: NA 

Sequence Diagram: 

 
 
 
Use Case ID: ICL2.5-SUC-12 

Use Case Name: Classify high-level context instance 

FR ID: MM-FR-12 

 sd ICL2.5-SUC-11

Low-Level
Context Notifier

High-Level
Context Builder

High-Level
Context Reasoner

Context Ontology
Manager

receive(unifiedLowLevelContextInstance)

mapIntoOntologicalFormat(unifiedlLowLevelContextInstance) :
ontologicalLowLevelContextInstance

storeContextInstance(ontologicalLowLevelContextInstance)
:ok

searchConcurrentLowLevelContexts(ontologicalLowLevelContextInstance) :
concurrentOntologicalLowLevelContextInstances

createRequestForConcurrentLowLevelContexts(ontologicalLowLevelContextInstance) :
requestForConcurrentLowLevelContexts

retrieveContextInstance(requestForConcurrentLowLevelContexts)

:concurrentOntologicalLowLevelContextInstances

createUnclassifiedHighLevelContext(ontologicalLowLevelContextInstance,
concurrentOntologicalLowLevelContextInstances) :
unclassifiedHighLevelContextInstance

assertMissingLowLevelContext(unclassifiedHighLevelContextInstance) :
unclassifiedHighLevelContextInstance

receive(unclassifiedHighLevelContextInstance)
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Created By: Claudia 
Villalonga 

Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 20 July 2015 

Actors: High-Level Context Builder, High-Level Context 
Notifier 

Description: Classify the unclassified high-level context instance 
into one of the high-level context categories 

Trigger: Creation of unclassified high-level context instance 

Pre-conditions: The unclassified high-level context instance is created 

Post-conditions: The classified high-level context instance is served for 
notification 

Normal Flow: 1. Verify the consistency of unclassified high-level 
context instance  

2. Reason on the unclassified high-level context 
instance to identify the context type to which it 
belongs 

3. Serve the classified high-level context for 
notification 

Alternative Flows: 1a. If the unclassified high-level context instance is 
not valid 

      1. Communicate unidentified context 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less Frequent: whenever an unclassified high-level 
context instance is created 

NFR ID: MM-NFR-06 

Assumptions: Low-level contexts and high-level contexts are 
interpretable 

Notes and Issues: NA 

Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-13 

Use Case Name: Notify new high-level context 

FR ID: MM-FR-14  

Created By: Oresti Banos Last Updated By: Oresti Banos 

Date Created: 14 July 2015 Last Revision Date: 20 July 2015 

Actors: High-Level Context Reasoner, DCL 2.5 

Description: Communicate the newly recognized high-level context 
to DCL 2.5 for persistence. 

Trigger: High-level context is identified 

Pre-conditions: A high-level context instance is received 

Post-conditions: The new high-level context instance is sent to DCL 2.5 

Normal Flow: 1. A high-level context instance is received from 
the high-level context classifier 

2. The received instance is compared with the last 
high-level context instance 

3. The new high-level context instance is sent to 
DCL 2.5 

 sd ICL2.5-SUC-12

High-Level
Context Builder

High-Level
Context Reasoner

High-Level
Context Notifier

alt 

[if boolean is true]

[else]

receive(unclassifiedHighLevelContextInstance)

verifyConsistency(unclassifiedHighLevelContextInstance) :
boolean

classify(unclassifiedHighLevelContextInstance) :
classifiedHighLevelContextInstance

receive(classifiedHighLevelContextInstance)

receive(unidentifiedHighLevelContextInstance)
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Alternative Flows: 2a. If the received instance contains the same 
high-level context type as the previous one 

      1. Finalize 

Exceptions: NA 

Includes: NA 

Frequency of Use: Less frequent: at every reception of a high-level 
context instance 

NFR ID: NA 

Assumptions: NA 

Notes and Issues: NA 

Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-14 
Use Case Name: Load context ontology model 
FR ID:  
Created By: Claudia 

Villalonga 
Last Updated By: Claudia 

Villalonga 
Date Created: 31 August 2015 Last Revision Date: 3 September 

2015 
Actors: Ontology Engineer 

 sd ICL2.5-SUC-13

High-Level
Context Reasoner

High-Level
Context Notifier

DCL 2.5Context Ontology
Manager

alt 

[if boolean is true]

receive(classifiedHighLevelContextInstance)

searchLastHighLevelContext(classifiedHighLevelContextInstance) :
lastHighLevelContextInstance

createRequestForLastHighLevelContext(classifiedHighLevelContextInstance) :
requestForLastHighLevelContext

retrieveContextInstance(requestForLastHighLevelContext)

:lastHighLevelContextInstance

storeContextInstance(classifiedHighLevelContextInstance)

:ok

compareInstances(classifiedHighLevelContextInstance,
lastHighLevelContextInstance) :boolean

receive(classifiedHighLevelContextInstance)
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Description: Load and store a context ontology model that 
describes high-level context and its relations to low-
level context into the system in order to enable the 
recognition of high-level context 

Trigger: The ontology engineer who has created a context 
ontology model loads it through the interface 

Pre-conditions: • A context ontology model that describes high-
level context and its relations to low-level 
context has been created 

Post-conditions: • The context ontology model is stored and 
available for the recognition of high-level 
context 

Normal Flow: 1. A context ontology model is received 
2. The context ontology model is analyzed for its 

consistency and validity 
3. The context ontology is stored in order to 

provide persistence 
4. Success is notified 

Alternative Flows: 2a. If the context ontology model is not valid or 
inconsistent 

1. Error is notified 
3a. If there is an error during storage 

1. Repeat step 3 
Exceptions: NA 
Includes: NA 
Frequency of Use: Infrequent 
NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-15 
Use Case Name: Store context instance 
FR ID:  
Created By: Claudia 

Villalonga 
Last Updated By: Claudia 

Villalonga 
Date Created: 31 August 2015 Last Revision Date: 4 September 

2015 
Actors: High-Level Context Builder and High-Level Context 

Notifier 
Description: Persist a context instance (high-level context instance 

or low-level context instance) into the system 
Trigger: A new context instance has been created or identified 
Pre-conditions: • A new context instance is received 
Post-conditions: • The context instance is stored 
Normal Flow: 1. Receive context instance 

2. Validate the context instance 
3. Store the context instance 
4. Notify success  

Alternative Flows: 2a. If the context instance is not valid 
1. Error is notified 

3a. If there is an error during storage 

 sd ICL2.5-SUC-14

Ontology Engineer

Context Ontology
Manager

alt 

[if boolean is true]

[else]

receive(contextOntologyModel)

analyzeConsistencyAndValidate(contextOntologyModel) :
boolean

storeContextModel(contextOntologyModel)

:ok

:error
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1. Repeat step 3 
Exceptions: NA 
Includes: NA 
Frequency of Use: Less Frequent: whenever a new low-level context 

instance is created, a new high-level context instance 
is created, or a high-level context instance is classified 

NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-16 
Use Case Name: Retrieve context instance 
FR ID:  
Created By: Claudia 

Villalonga 
Last Updated By: Claudia 

Villalonga 
Date Created: 31 August 2015 Last Revision Date: 4 September 

2015 
Actors: High-Level Context Builder and High-Level Context 

Notifier 
Description: Provide context instances (high-level context instances 

or low-level context instances) that match a given 
request 

Trigger: A requester retrieves context instances 
Pre-conditions: • A request for context instances is received  

 sd ICL2.5-SUC-15

Context Ontology
Manager

High-Level Context
Builder or

High-Level Context
Notifier

alt 

[if boolean is true]

[else]

storeContextInstance(contextInstance)

validateInstance(contextInstance) :boolean

storeContextInstance(contextInstance)

:ok

:error
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Post-conditions: • Matching context instances are provided to the 
requester 

Normal Flow: 1. Receive a request for a specific context 
2. Validate the request  
3. Generate the query associated to the request   
4. Match the query to the stored context instances 
5. Return the matching context instances  

Alternative Flows: 2.5a. If the request for context is not valid 
1. Return error message 

Exceptions: NA 
Includes: NA 
Frequency of Use: Less frequent: whenever context instances are 

required in order to generate a new high-level context 
instance or to verify the high-level context 

NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 
 
 

 sd ICL2.5-SUC-16

Context Ontology
Manager

High-Level Context
Builder or

High-Level Context
Notifier

alt 

[if boolean is true]

[else]

retriveContextInstance(contextRequest)

validateRequest(contextRequest) :
boolean

generateQuery(contextRequest) :query

getMatchingContextInstance(query) :contextInstance

:contextInstance

:error
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Use Case ID: ICL2.5-SUC-17 
Use Case Name: Recognize emotion based on video data 
FR ID: MM-FR-11 
Created By: Jae Hun, Bang Last Updated By: Jae Hun, Bang 
Date Created: 18 Mar 2016 Last Revision 

Date: 
18 Mar 2016 

Actors: Recognize user low-level context 
Description: Identification of the user emotional state (e.g., “happy”) 

based on the processing of the video data collected 
from a camera while user is calling. The video data 
consist of user facial video collected during the call. 

Trigger: Request for the recognition of the user emotion based 
on a given video data 

Pre-conditions: • Raw sensory data is extracted from compatible 
sensory data (video sensory data) 

Post-conditions: • A label corresponding to the recognized 
emotion is generated 

Normal Flow: 1. Video raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., 

filtered) 
3. The preprocessed raw sensory data is 

segmented (e.g., partitioned into windows) 
4. Features (Facial points) are extracted from 

each segment of video data (picture) 
5. The extracted features are classified with SVM 
6. A label identifying the corresponding user 

emotion is generated 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of inertial raw sensory 

data 
NFR ID: MM-NFR-05 
Assumptions: The raw sensory data (video) is of the nature required 

by the audio emotion recognizer 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-18 
Use Case Name: Recognize nutrition based on image data 
FR ID: MM-FR-11 
Created By: Dong Uk, Kang Last Updated By: Dong Uk, Kang 
Date Created: 18 Mar 2016 Last Revision Date: 18 Mar 2016 
Actors: Recognize user low-level context 
Description: Identification of the user food taken (e.g., “Bibimbap”) 

based on the tags attached to the image, the user 
uploaded. The tags consist of textual data, with 
character ‘#’ as delimiter, and are mapped to the 
predefined list of food. 

Trigger: Request for the recognition of the user food taken 
based on a given tags with user uploaded image 

Pre-conditions: • Tags uploaded with user food photo is extracted 
(textual data) 

Post-conditions: • A label corresponding to the recognized eaten 
food is generated 

Normal Flow: 1. User entered tags are received for analysis 
2. The tags are processed for the normalization 
3. The preprocessed tags are mapped to the list of 

predefined food list 
4. The food label is classified, if the mapping 

relation exists for the entered tags 
Alternative Flows: 4-1. If the mapping does not exists, generate “Tag 

not identified” message 
Exceptions: NA 
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Includes: NA 
Frequency of Use: Frequent: at every reception of user tag data 
NFR ID: MM-NFR-05 
Assumptions: The food tags are entered along with the photo by the 

user 
Notes and Issues: NA 
Sequence Diagram: 

 
 
 
Use Case ID: ICL2.5-SUC-19 
Use Case Name: Evolve Ontology 
FR ID: MM-FR-11 
Created By: Wajahat Ali 

Khan 
Last Updated By: Wajahat Ali 

Khan 
Date Created: 18 Mar 2016 Last Revision Date: 18 Mar 2016 
Actors: Ontology Engineer 
Description: Evolving the already created context ontology based 

on the nutrition service. The low level and high level 
nutrition related contexts are modelled in the context 
ontology that only included physical activities related 
low level and high level entities. 

Trigger: The ontology engineer who has created a context 
ontology model loads it through the interface 

Pre-conditions: • A context ontology model that describes high-
level context and its relations to low-level 
context has been created with physical activities 
and nutrition related resources 

Post-conditions: • The modified or evolved context ontology model 
is stored and available for the recognition of 
high-level context 
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Normal Flow: 1. Ontology engineer defines the low level 
nutrition concepts in addition to the low level 
physical activities concepts 

2. Ontology engineer defines the high level 
nutrition concepts in addition to the high level 
physical activities concepts 

3. The constraints are defined on the new 
concepts added to the ontology 

4. Consistency of the ontology is checked with 
reasoner 

5. The modified context ontology is stored for 
persistence 

6. Success is notified 
Alternative Flows: 4a. If the context ontology model is not valid or 

inconsistent 
1. Error is notified 
2. Check step 1,2,3 

 
Exceptions: NA 
Includes: NA 
Frequency of Use: Infrequent 
NFR ID: NA 
Assumptions: Context Ontology based on physical activities service 

already exists 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL2.5-SUC-20 
Use Case Name: High level physical activity context 
FR ID: MM-FR-14  
Created By: Wajahat Ali 

Khan 
Last Updated By: Wajahat Ali 

Khan 
Date Created: 18 March 2016 Last Revision Date: 18 March 

2016 
Actors: High-Level Context Reasoner 
Description: A classified high level physical activity context is 

recognized by the reasoner from the unclassified high 
level context. 

Trigger: High-level context is identified  
Pre-conditions: • An unclassified high-level physical activity 

context instance is received 
Post-conditions: • The new high-level physical activity context 

instance is forwarded to Notify DCL 
Normal Flow: 1. A high-level physical activity context instance is 

processed by high-level context classifier 
2. Reasoning is performed by the reasoner to find 

out classified high level physical activity context 
3. The classified high level physical activity 

context is provided to Notify DCL 
Alternative Flows: NA 

 sd ICL2.5-SUC-19

Ontology Engineer

Ontology Engineering
GUI

Ontology GUI
Reasoner

Context Ontology
Storage

openEnvironmentGUI()

loadMMContextOntology()

loadedMMContextOntology(MMContextOntology2.5)

addFoodConcepts(LLC)

addNutrientConcepts(HLC)

addFoodContraints(LLC)

addNutrientConstraints()

checkConsistency(LLC)

checkConsistency(HLC)

executeReasoner(consistencyCheck)

update(MMContextOntology2.5)
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Exceptions: NA 
Includes: NA 
Frequency of Use: Less frequent: at every reception of a unclassified 

high-level physical activity context instance 
NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 
Use Case ID: ICL2.5-SUC-21 
Use Case Name: High level nutrition context 
FR ID: MM-FR-14  
Created By: Wajahat Ali 

Khan 
Last Updated By: Wajahat Ali 

Khan 
Date Created: 18 March 2016 Last Revision Date: 18 March 

2016 
Actors: High-Level Context Reasoner 
Description: A classified high level nutrition context is recognized 

by the reasoner from the unclassified high level 
context. 

Trigger: High-level context is identified  
Pre-conditions: • An unclassified high-level nutrition context 

instance is received 
Post-conditions: • The new high-level nutrition context instance is 

forwarded to Notify DCL 
Normal Flow: 4. A high-level nutrition context instance is 

processed by high-level context classifier 
5. Reasoning is performed by the reasoner to find 

out classified high level nutrition context 
6. The classified high level nutrition context is 

 sd ICL2.5-SUC-20

High-Level Context
Builder

High-Level
Reasoner

Context Ontology
Storage

alt 

[if boolean is true]

[else]

receive(uniclassifiedPAHighLevelContextInstance)

verifyConsistency(unclassifiedPAHighLevelContextInstance) :
boolean

classify(unclassifiedPAHighLevelContextInstance) :
classifiedPAHighLevelContextInstance

receive(classifiedPAHighLevelContextInstance)

recieve(unidentifiedPAHighLevelContextInstance)
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provided to Notify DCL 

Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Less frequent: at every reception of a unclassified 

high-level nutrition context instance 
NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 
  

 sd ICL2.5-SUC-21

High-Level Context
Builder

High-Level
Reasoner

High-Level
Context Notifier

alt 

[if boolean is true]

[else]

recieve(unclassifiedNutritionHighLevelContextInstance)

verifyConsistency(unclassifiedNutritionHighLevelContextInstance) :
boolean

classify(unclassifiedNutritionHighLevelContextInstance) :
classifiedNutritionHighLevelContextInstance

receive(classifiedNutritionHighLevelContextInstance)

recieve(unidentifiedNutritionHighLevelContextInstance)
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Knowledge Curation Layer (KCL Ver. 2.5) 
System Level Use cases 
 

List of Use cases 
 

Requirements #ID Description 
KCL2.5-SUC-01 Select valid combinations of features from lifelog and user profile 

schema to build feature model for yielding correct classification model. 
KCL2.5-SUC-02 Apply preprocessing methods on retrieved lifelog and user profile data to 

prepare the data for classification model learning. 
KCL2.5-SUC-03 Expert generate guidelines to utilize their practices to create rules in the 

knowledge bases. 
KCL2.5-SUC-04 System validate the guidelines in tree structure to maintain the rules. 
KCL2.5-SUC-05 User profile and lifelog schema is needed to be known before feature 

modeling and creation of classification model. 
KCL2.5-SUC-06 Retrieve user profile and lifelog data for creation of classification model. 
KCL2.5-SUC-07 Extract meta-features of classification datasets. 
KCL2.5-SUC-08 Evaluate performance of decision tree algorithms (i.e, f-measure) 
KCL2.5-SUC-09 Create automatic algorithm recommendation model (AARM) from offline 

datasets. AARM will be used as recommendation model for algorithm 
selection. 

KCL2.5-SUC-10 Create rules to enhance the knowledge base of the system to generate 
recommendations in easy manner. 

KCL2.5-SUC-11 Rule validation avoid the duplication of rules in the knowledge base and 
enhance the maintainability of knowledge base. 

KCL2.5-SUC-12 It integrates AARM dataset in Mining Minds Data Driven knowledge 
acquisition approach for recommendation of automatic algorithm on 
given dataset. 

KCL2.5-SUC-13 It generates classification model from user profile lifelog data that can be 
explored by model learning mechanism with the help of learning method 
as well as processed data. 

KCL2.5-SUC-14 The integrated AARM shall automatically recommend appropriate 
classification algorithm. Or domain expert can select any 
algorithm from available set of decision tree algorithms.  

KCL2.5-SUC-15 Domain model is used in creation of rule. It manages the domain model 
for creating rule. 

KCL2.5-SUC-16 It transforms the rules or guidelines into executable knowledge 
representation. 

KCL2.5-SUC-17 It creates situation event and index the rule based on situation event. 
  

KCL2.5-SUC-18 Compute features priorities to help the domain expert for selecting 
appropriate features from available schema 

KCL2.5-SUC-19 Transform the decision tree generated from classification model to 
conform the rules from domain expert  

KCL2.5-SUC-20 Domain model is used in creation of rule. It manages the domain model 
for creating rule. 

KCL2.5-SUC-21 Domain model is also managed by expert. It provides updating of 
models. 

KCL2.5-SUC-22 It provides loading model to Domain Model Manager or Rule Editor. 
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Use case Diagram 

 
 
Use case Description 
 
 

Use Case ID: KCL2.5-SUC-01 

Use Case Name: Build feature model 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 11-07-2015 Last Revision Date: 15-04-2016 
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Actors: Domain Expert 

Description: A feature model defines the valid combinations of features in a domain that 
enables capturing feature variability and interdependencies. For building 
feature model and its reusability, domain expert uses selected domain 
schema (i.e. lifelog and user profile schema) and selects the related features 
for final feature model.  

Trigger: Prior to classification model creation needed for required domain 

Preconditions: • System has retrieved the schema from DCL 2.5. 
• Domain expert has selected domain under consideration (e.g. 

nutrition).  

Postconditions: System will build the feature model  

Normal Flow: 1. Domain expert retrieves the schema from schema storage. 
2. System loads and plots the schema 
3. Domain expert builds the feature models as follows: 

a. Select the required features for corresponding domain 
b. Verify the consistency of the selected features (such as concept 

hierarchy) 
c. Save the feature model 

4. System creates the feature model based on selected features and 
visualizes it in hierarchical form 

5. Domain expert reviews the feature model and confirms it for saving into 
repository 

6. System persists the feature model into repository. 

Alternative Flows: N/A 

Exceptions:  

Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: Initially we assume that feature model is valid 

Notes and Issues: One possible candidate representation for feature model is XML. 
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Sequence Diagram: 
 

 
  
  

sd Build feature model

:Domain Expert

SchemaStorageFeatureModelManager FeatureModelStorage

UserProfileLifeLogSchema

FeatureModel

loop 

[ForEach Feature f IN schema]

DataDrivenGUI

loadSchema(domain)

loadSchema(domain)
loadSchema(domain) :
UserProfileLifeLogSchema

«create»

returnSchema() :schema
returnSchema() :schema

plotSchema()

createFeatureModel()

*selectFeatures() :SchemaFeatures

createFM(schemaFeatures:sf)

createFM(sf)

«create»
saveFeatureModel(featureModel:fm)

visualizeFeatureModel(featureModel:fm)

reviewsFeatureModel()

confirmFeatureModel(featureModel:fm) :
boolean

saveFeatureModel()

saveFeatureModel(fm)

saveFeatureModel(featureModel:fm)
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Use Case ID: KCL2.5-SUC-02 

Use Case Name: Prepare lifelog and user profile data 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: It is important to pre-process the data (i.e. lifelog and user profile data) to 
generate models with high accuracy. ‘Prepare lifelog and user profile data’ 
use case apply various pre-processing techniques such as missing value 
handling, outlier detection, transformation, and features selections to convert 
unprocessed data into processed data. 

Trigger: Prior to classification model creation needed for high accuracy of model 
learning 

Preconditions: • System has retrieved the data from DCL2, which is unprocessed 
data. 

Postconditions: System will prepare and store the data 

Normal Flow: 1. Domain expert loads the unprocessed data 
2. System displays the retrieved data 
3. For each attribute: 

a. Domain expert identifies the missing values and select 
appropriate method from following options for missing value 
replacement. 

§ Default value 
§ Mean 
§ Mode 

b. System replaces the missing values using selected method. 
4. For each attribute: 

a. Domain expert apply outlier detection method such as 
interquartile range and scatterplot. 

b. System display the outliers 
c. Domain expert select appropriate method from following 

options for outlier replacement. 
§ Mean 
§ Mode 

d. System replace the outlier using selected method. 
5. For each attribute:  

a. Domain expert identifies, normalizes the non-transformed 
values, and updates the dataset. 

b. System modifies the values set and update the dataset 
6. Domain expert applies the attributes filtration techniques (i.e ranking) 
7. System computes the ranks for all attributes and displays to expert 
8. Domain expert select the highly ranked attributes (i.e. rank value >= 

0.8) 
9. System filters the attributes based on selected attributes and displays 

236



 

to domain expert 
10. Domain expert saves the processed data into repository 
11. System persists the processed data into repository 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: • An outlier is any value that is numerically distant from most of the 
other data points in a set of data. It can be detected by histograms, 
scatterplots, or interquartile range techniques. 

• Data transformation is the process to convert and normalize the 
data from one format to another. It can be done by Log, square root, 
or arcsine transformation techniques.  
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Sequence Diagram: 

 

sd Prepare lifelog and user profile data

:Domain Expert

MissingValueHandler OutlierHandler AttributeSelectorTransformer DataStorage

UnprocessedData

ProcessedData

PreProcessingHandler

loop 

[ForEach Attribute att IN uPD]

loop 

[ForEach Attribute att IN pd]

loop 

[ForEach Attribute att IN pd]

DataDrivenGUI

loadData()

loadData(featuremodel:fm)

loadData(fm)

«create»
returnData() :
UnprocessedDatareturnUnprocessedData()

replaceMissingValue()

replaceMissingValue()

pd:create()

«create»

replaceMissingValue(unprocessedData:uPD,
pd, method)

identifyMissingValues(att)

replaceMissingValue(attribute:att, method m)

processedData() :pd
returnProcessedData()

replaceOutlier()

replaceOutlier()

replaceOutlier(pd,method)

detectOutlier(att, outlierMethod)

replaceOutlier(attribute:att, method:m)

processedData() :pd
returnProcessedData()

transformData()
transformData()

transformData(pd, method)

*transformData(attribute:att,
method:m)

processedData() :pd
returnProcessedData()

fi lterAttribute()

fi lterAttribute()

fi lterAttribute(pd)

computeRanks(pd)

fi lterAttributes(pd)

processedData() :pd
returnProcessedData()

saveProcessedData()

saveProcessedData()

saveProcessedData(pd)
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Use Case ID: KCL2.5-SUC-03 

Use Case Name: Generate Guideline 

Created By: Taqdir Ali and 
Maqbool Hussain 

Last Updated By: Taqdir Ali, Maqbool 
Hussain 

Date Created: 11-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: Guidelines are the combination of one or multiple rules in form of 
decision tree. The tree format guidelines are understandable to the 
domain experts and it can easily interpret and execute by computer. 

Trigger: Whenever domain expert wants to generate new guideline or update 
the existing one. 

Preconditions: 1. The domain expert shall be authenticated with full access on the guideline 
management. 

2. Domain expert shall have existing guidelines as reference for generating 
guideline tree. 

Postconditions: • The expert shall generate guidelines to acquire their knowledge 
into the system. 

Normal Flow: 1. Domain expert opens the guidelines editor. 
2. System displays new guideline tree form and load the wellness model. 
3. Domain expert selects/drags tree node into editor form. 
4. System display the node and open the corresponding properties window, 

which includes; 
a. Loads wellness model tree. 
b. Displays operators, relationships and node type (conditional, 

conclusion or both) artifacts. 
5. Domain expert selects concepts for the node using any of the following 

methods and confirm to save the node. 
a.  Using wellness model, dragging concepts and facts into node 

conditional or conclusion part. 
b. Using auto pop-up Intelli-sense window to select concepts and facts 

into conditional or conclusion part. 
6. System saves the tree node and displays as part of the guideline tree. 
7. Domain expert add other nodes to guideline tree by using step repeating 

step 3 on ward. After completion, (s)he saves the guideline tree. 
8. System validates the guideline tree using “KCL2.5-SUC-04” and save into 

guideline repository. 

Alternative 
Flows: 

2a. System loads existing guideline tree for modification (modifying 
existing or adding new node). 

a. Domain expert selects existing node in guideline tree or drag 
new node to appropriate place in guideline tree. 

b. To modify node, step 3 onward will be invoked in Normal Flow. 
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Exceptions: N/A 

Includes: Validate Guideline 

Frequency of 
Use: 

Whenever domain expert want to create new guideline tree or update 
existing guideline tree. 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and 
Issues: 

• Guidelines tree created will base on existing guidelines of 
corresponding domain and domain expert shall interpret textual 
guidelines into tree format.  

• Appropriate modelling of guideline is challenging task. 

Sequence Diagram: 
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Use Case ID: KCL2.5-SUC-04 

Use Case Name: Validate Guideline 

sd Interaction

:Domain Expert

GuidelineEditor GuidelineRepository

GuidelineTreeForm

WellnessModelHandler

WellnessModel

GuidelineTree

Guideline
Validator

assert 

[Both steps applies only for nodetype: Conditional/Conclusion]

loop 

[ForEach Node n]

openGuidelineEditor()

loadForm() :GTF

«create»

loadWellnessModel(domain:d) :
WellnessModel:wModel

load()

«create»
creatGuidelineTree()

creatGuidelineTree() :
GT

«create»

*createNode(wModel)

setConceptsIntoNode(wmConcept)

setConceptConditions()

setConclusion()

SaveGuidelineTree()

validateGuideline(GT) :boolean

SaveGuidelineTree(GT)

acknowlegement()

241



 

Created By: Taqdir Ali and 
Maqbool 
Hussain 

Last Updated By: Taqdir Ali, Maqbool 
Hussain 

Date Created: 11-07-2015 Last Revision Date: 15-04-2016 

Actors: Domain Expert 

Description: Guidelines have different facts and conclusions in form of nodes 
related with different relationships. The guidelines tree shall be 
validated for the possible duplication. 

Trigger: Whenever domain expert wants to generate new guideline or update 
the existing one. 

Preconditions: 1. System shall be running 
2. The domain expert shall be authenticated with full access on the guideline 

management. 

Postconditions: • Validated guideline tree 

Normal Flow: 1. Domain Expert save the new guideline or update the existing guideline. 
2. The system validate guideline for inconsistency and duplication as follows. 

a. Fetch the existing guidelines and process each node and 
relationship 

b. Guideline Tree is approved for having no inconsistency and 
duplication of new nodes and relationships of the facts and 
conclusion with the existing guidelines. 

c. Guideline Tree is stored into guidelines repository. 
d. Acknowledge the expert to save guideline successfully. 

 

Alternative 
Flows: 

2b. Guideline Tree is found having inconsistency or duplication with 
existing guideline tree 

a. The system produces alert the inconsistency or 
duplication in guideline tree 

b. Domain expert review the alert message and correct the 
guideline tree. 

c. Step 1 and Step 2 of normal flow is executed. 
 

Exceptions: N/A 

Includes: N/A 

Frequency of 
Use: 

Whenever domain expert want to create new guideline or update 
existing guideline. 

Special 
Requirements: 

N/A 

Assumptions: N/A 
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Notes and 
Issues: 

Appropriate modelling of guideline and validation is challenging task. 

Sequence Diagram: 
 
 

 
 
  

sd Interaction

:Domain Expert

Guidelline Editor Guideline
Validator

Guideline Storage

«create»
GuidelineTree

alt 

[if duplication and inconsistancy does not exist then save]

[ else alert to expert]

saveGuideline(guidelineTree)

validateGuideline(guidelineTree)

searchNodesAndRelationships(guidelineTree)

«create»returnSearchResult() :
GuidelineTree

checkConsistancyDuplication() :
boolean

storeGuideline(guidelineTree)

Acknowledge()

alertExpertForDuplicationInconsistancy()

alert()
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Use Case ID: KCL2.5-SUC-05 

Use Case Name: Retrieve user profile and lifelog schema 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert, DCL 2.5 

Description: User profile and lifelog schema retrieval help domain expert to view all 
available features for building feature model.  

Trigger: Prior to classification model creation needed for required domain 

Preconditions: • System has access through service interface to retrieve user profile 
and lifelog schema from DCL 2.5 

• System and DCL 2.5 has agreement on common schema 
representation format 

• DCL 2.5 has capability to share user profile and lifelog schema in 
secure environment. 

Postconditions: System will receive user profile and lifelog schema conform to its 
representation scheme.  

Normal Flow: 1. Domain expert selects the domain and sends requests to DCL 2.5 for 
user profile and lifelog schema. 

2. DCL 2.5 shares the user profile and lifelog schema 
3. System receives the user profile and lifelog schema   
4. Domain expert uses the system and performs the following tasks; 

a. Verifies the conformance of received schema 
b. Plots the verified schema 
c. Saves the verified schema 

5. System saves the verified schema 

Alternative Flows: N/A 

Exceptions: 1a. System unable to connect to DCL 2.5 
a. System connection is failed during retrieving user profile and 

lifelog schema 
b. System hold and will retry after sometime to connect to DCL 

2.5 and retrieve the user profile and lifelog schema 
4a. System unable to verify lifelog schema conformance 

a. System fail to conform the schema representation from 
DCL 2.5 

b. System will send message to DCL 2.5 about 
incompatible schema format 

Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 
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Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: If DCL 2.5 is unable to send user profile and lifelog schema in required 
format, then alternate strategy has to be considered. 

Sequence Diagram: 
 

 
 
  

sd Retriev e lifelog and user profile schema

:Domain Expert

FeatureModelManager DataCurationLayer (DCL 2.5) SchemaStorageDataDrivenGUI

UserProfileLifeLogSchema

loadSchema(domain)
loadSchema(domain) requestSchema(domain) :

UserProfileLifeLogSchema

create(UserProfileLifeLogSchema) :
UPLLSchema

«create»

verifySchemaConformance(UPLLSchema) :
boolean

:UPLLSchema

plotSchema(UPLLSchema)

saveSchema()

saveSchema(UPLLSchema)

saveSchema(UPLLSchema)
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Use Case ID: KCL2.5-SUC-06 

Use Case Name: Retrieve user profile and lifelog data 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert, DCL 2.5 

Description: User profile and lifelog data has hidden knowledge that can be explored after 
loading from data storage 

Trigger: Prior to classification model creation needed for required data 

Preconditions: • System has access through service interface to retrieve user profile 
and lifelog data from DCL 2.5 

• DCL 2.5 has capability to share user profile and lifelog data in secure 
environment. 

• System has already loaded the previously imported user profile and 
lifelog schema 

Postconditions: System will receive user profile and lifelog data based on selected schema 

Normal Flow: 1. Domain expert loads the feature model for selected domain 
2. System loads the corresponding feature model 
3. Domain expert sends request to DCL 2.5 for user profile and lifelog 

data based on loaded feature model 
4. DCL 2.5 shares the user profile and lifelog data 
5. System receives the user profile and lifelog data 
6. Domain expert uses the system and performs the following tasks; 

o Verifies the user profile and lifelog data 
o Saves the data after verification. 

7. System saves the verified data 

Alternative Flows:  

Exceptions: 3a. System unable to connect to DCL 2.5 
a. System connection is failed during retrieving user profile and 

lifelog data 
b. System hold and will retry after sometime to connect to DCL 

2.5 and retrieve the user profile and lifelog data 
6a. System receives irrelevant data 

a. System detects the irrelevant data sent by DCL 2.5. 
b. System request again DCL 2.5 to make sure that data 

received is according to feature selected. 

Includes:  

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 
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Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: If DCL 2.5 is unable to send data based on dynamic feature selection from 
schema, then alternate strategy has to be considered. 

Sequence Diagram: 
 

 
 
  

sd Retriev e user profile and lifelog data

:Domain Expert

DataCurationLayer
(DCL 2.5)

DataLoader DataStorageFeatureModelStorageDataDrivenGUI

loadData()

loadData(domain)

loadFeatureModel(domain)

returnFeatureModel(domain) :
FeatureModel

requestData(featuremodel:fm)

returnData(fm) :
UserProfileLifeLogData

verifyData(fm) :
boolean

returnData(fm) :
UserProfileLifeLogData

saveData()

saveData(fm)
saveData(fm)
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Use Case ID: KCL2.5-SUC-07 

Use Case Name: Extract meta-features of classification datasets 

Created By: Rahman Ali Last Updated By: Maqbool Hussain  

Date Created: 16-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Knowledge Engineer/Domain Expert, UCI archive 

Description: Datasets have simple, statistical, information theory and landmarking meta-
features that can best describes nature of a dataset. These features can best 
used for building an algorithm selection model. 

Trigger: In the offline process, when the algorithm selection model is build, and in the 
online process, when an appropriate algorithm is needed to be identified for 
a new query dataset  

Preconditions: UCI archive datasets are available and are in refined format 

Postconditions: The meta-features are ready for being used in building algorithm selection 
model. 

Normal Flow: 1. Knowledge Engineer selects one dataset from UCI archive. 
2. System retrieves selected dataset. 
3. Knowledge Engineer provides dataset to meta-feature extractor for 

extracting meta-features. 
4. System extracts following meta-features set for selected dataset. 

a. basic meta-features 
b. statistical meta-features 
c. information theory meta-features 
d. extract landmark features 

5. Knowledge Engineer reviews the extracted meta-features and saves it 
into meta-features base (MFB). 

6. System saves meta-features into a MFB. 
7. Knowledge Engineer repeats step 1-6 for each intended dataset. 

Alternative Flows: 1a. Meta-feature extraction for online dataset 
a. Domain Expert provides new dataset used for classification model 

creation.  
b. Step 3-4 of Normal Flow is executed for Domain expert interactions 

with system.   

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequently, whenever a new dataset arrives as a query dataset. 

Special 
Requirements: 

Minimum availability of classification datasets > 60 for a reasonable accuracy 

Assumptions: • The archived datasets are available and are in refined .arff format 
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• The meta-feature space is defined in advance 

Notes and Issues: Meta-feature extraction is time consuming task for offline process as we 
have to take into account more than 60 datasets.  

Sequence Diagram: 

 
 

sd Extract meta-features of classification datasets-2

:Domain Expert :Knowledge Engineer :UCI archeive

MetaFeatureBaseMetaFeatureExtractor

MetaFeature

MetaFeatureManager

loop 

[ForAllSupportedMetaFeatureType]

par 

[processMode: offl ine]

[processMode:online]

par 

[processMode: offl ine]

[processMode: online]

loop MetaFeatureExtraction

[ForEach datasetId]

selectDataSets()

loadDatasets(datasetPath)

extractMetaFeatures(listDatasets, processMode)

extractMetaFeatures(onlineDataset, processMode) :
List<MetaFeature>

extractMetaFeatures(listDatasets, processMode) :List<MetaFeature>

createMetaFeatureList()

«create»

extractMetaFeaturs(metaFeatureType) :
MetaFeature

addMetaFeatureToList(metafeature)

reviewMetaFeaturesList() :metaFeatureList

saveMetaFeatures()

saveMetaFeatures(metaFeatureList, datasetId)

MetaFeatureSaved(datasetId)

metaFeatureSaved(datasetId)

returnMetaFeatureList() :metaFeatureList
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Use Case ID: KCL2.5-SUC-08 

Use Case Name: Evaluate performance of decision tree algorithm 

Created By: Rahman Ali Last Updated By: Maqbool Hussain  

Date Created: 16-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Knowledge Engineer, UCI archive 

Description: Different algorithms have different performance score for the same dataset. 
To build an algorithm selection model, performance score of each algorithm 
needs to evaluate for choosing an appropriate one.  

Trigger: In the offline process, when the algorithm selection model is to build the first 
time. 

Preconditions: • UCI archive datasets are available and are in .arff format 
• The algorithm to be considered is specified in advanced (Decision 

Tree algorithms implemented in Weka) 
• The evaluation metric is specified (F-measure) 

Postconditions: All datasets records in Meta-Feature Base (MFB) will be assigned with 
optimal decision tree algorithm class label. 

Normal Flow: 1. Knowledge Engineer selects UCI archive dataset, mentioned in MFB, for 
finding optimal decision tree algorithm.  

2. System (Weka) loads selected datasets. 
3. Knowledge Engineer setups experiment;  

a. Enlists all the decision tree algorithms available in system  
(Weka) 

b. Configure significance test (alpha=0.5) 
c. Configure algorithms comparison metric (f-measure) 

4. System runs experiment and produces detailed f-score for all selected 
algorithms.  

5. Knowledge Engineer performs following tasks; 
a.  Records evaluation matrix. 
b. Chooses algorithm with the highest f-score.  
c. Assigns chosen algorithm as class label in MFB.  
d. Step 1-5 are repeated for other non-labeled datasets in MFB. 
e. After finishing labeling all records in MFB, saves the updated 

MFB as training dataset for algorithm selection (TDAS). 
6. System saves the updated records in MFB as final TDAS. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: • Rarely, once enough new datasets are added to the system 
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Special 
Requirements: 

N/A 

Assumptions: • The decision tree-based algorithms are implemented in Weka. 

Notes and Issues: Evaluating performance of decision tree algorithms over a large number (min 
60) classification dataset is a computationally complex task. For minimum 60 
datasets and at least 5 decision tree algorithms, a minimum of 300 
experiments are required. Moreover, 60 additional significance test 
experiments are needed. On average, each experiment takes times in 
minutes ranging from 2 minutes to 30 minutes, depending on the complexity 
of the dataset. 

Sequence Diagram: 
 

 
 
  

sd Ev aluate Performanance of Decision Tree Algorithm SD

Knowledge Engineer

(from Actors)

UCI archeive

(from Actors)

PerformanceEvaluator
(Weka)

MetaFeatureBase

TrainingDatasetAlgorithmSelection

loop 

[ForEach Dataset: dataset]

selectDataset(MFBId)

:dataset

evaluateAlgorithm(dataset)

enlistDecisiontreeAlgorithms()

configureSignificanceTest()

configureAlgorithmsEvaluationMetric()

runExperiement()

ChooseAppropriateAlgorithm(evaluationMetric)

:algorithm

assignClassLable(algorithm, MFBId)

:labeled MFBId

saveLabeledMFB()

createTDAS(labeledMFB)

:TDAS
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Use Case ID: KCL2.5-SUC-09 

Use Case Name: Create automatic algorithm recommendation model 

Created By: Rahman Ali Last Updated By: Maqbool Hussain  

Date Created: 10-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Knowledge Engineer/Domain Expert 

Description: An automatic algorithm selection model enables knowledge engineer to 
automatically select appropriate  algorithm for building classification model 
for his new dataset  

Trigger: When the training dataset comprising datasets meta-features and algorithms 
performance evaluation are made available. 

Preconditions: The datasets meta-features and algorithms performance training datasets is 
made available. 

Postconditions: The automatic algorithm recommendation model (AARM) is ready to 
integrate in Mining Minds for real time algorithm selection. 

Normal Flow: 1. Knowledge Engineer selects TDAS. 
2. Knowledge Engineer performs preprocessing of the TDAS (i.e., 

discretization, and features selection).  
3. System (jColibri) loads refined TDAS. 
4. Knowledge Engineer select each meta-feature and assign appropriate 

local similarity function for matching.  
5. Knowledge Engineer select each meta-feature and assign appropriate 

global similarity function for matching.  
6. System (jColibri) builds Case Base Structure in the memory. 
7. Knowledge Engineer saves AARM (Case Base). 
8. System saves the AARM into AARM storage. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Rarely, when TDAS is updated with new datasets or algorithms 

Special 
Requirements: 

Availability of records > 60 for minimum acceptable accuracy 

Assumptions: N/A 

Notes and Issues: N/A 

 
 
 
Sequence Diagram: 
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sd Create Algorithm Recommendation Model SD

TrainingDatasetAlgorithmSelectionAlogirthmModelBuilder
(jCOLIBRI)

Knowledge Engineer

(from Actors)

meta-FeatureSimFunction

loop SimFunAssignment

[ForEach meta-Feature:feature]

AARMStorage
(Case Base)

selectsTrainingData(pathTDAS)

loadTDAS() :TDAS

discretize(TDAS, method)

extractFeatures(TDAS, method)

:TDAS with selected features

selectSimFunction(List<SimFunction>)

createListSimFun()

getSimFun(simfun) :
AlgorithmEvaluationMetric

addSimFuntoList(SimFun)

assignGlobSimFun()
:GlobSimFun

selectAppropriateSimFun(SimFun) :SimFun

:AARM(Case Base)

save(AARM (Case Base))
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Use Case ID: KCL2.5-SUC-10 

Use Case Name: Create Rule 

Created By: Taqdir Ali Last Updated By: Maqbool Hussain 

Date Created: 11-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: Knowledge bases need to enhance with up-to-date knowledge for 
correct recommendation. The expert shall create rules in the 
knowledge base to transform their practices into executable 
knowledge in form of rules. 

Trigger: Domain experts trigger it for rule creation/updating when needed. 

Preconditions: • The domain expert shall be authenticated with full access of rule 
management in the knowledge base. 

Postconditions: The correct rule shall be saved into the knowledge base. 

Normal Flow: 1. Domain expert opens the rule editor. 
2. System loads wellness domain model in form of concepts tree. 
3. Domain expert selects concepts for the rule conditions and conclusion using 

any of the following methods; 
o  Using wellness model, dragging concepts and facts into conditional or 

conclusion part of the rule editor. 
o Using auto pop-up Intelli-sense window to select concepts and facts 

into conditional or conclusion part of the rule editor. 
4. System checks the existing rules to add/update the rule 

o Add new facts of the rule in condition. 
o Add new conclusion according to rule facts. 

5. Step 3-4 will be repeated for each new/updated concept added to rule, and 
domain expert finally saves the rule. 

6. System save rule as follows; 
o The system validates the rule using “KCL2.5-SUC-11”. 
o The system stores the validated rule into the knowledge base 

Alternative 
Flows: 

6a. System founds the rule is already exists in rule repository 
o Domain expert review the existing facts and conclusion. 
o Step 5-6 will be followed to change the rule. 

 

Exceptions: N/A 

Includes: Validate Rule 

Frequency of 
Use: 

Whenever domain expert want to add rule or edit the existing rule. 

Special 
Requirements: 

N/A 
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Assumptions: N/A 

Notes and 
Issues: 

• If knowledge base does not exist in system the administrator 
shall build the knowledge base first and configure with system. 

• After investigation, we may use unify representation for rules 
and guidelines. 

Sequence Diagram: 
 

 
 
  

sd Interaction

:Domain Expert

RuleEditor WellnessModelHandler Knowledgebase

«create»
WellnessModel

RuleValidator

Rule

alt 

[If rule does not already exists then add]

[else update]

loop RuleCreation

openRuleEditor()

loadWellnessModel(Domain:d) :
WellnessModel:wModel

Load()

CreateRule()

:rule

«create»

selectDesiredConcept()

addFactsInCondition()

addFactsInConclusion()

updateFactsInCondition()

updateFactsInConclusion()

saveRule()

validateRule(rule) :Boolean

saveRule(rule)

acknowledgement()
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Use Case ID: KCL2.5-SUC-11 

Use Case Name: Validate Rule 

Created By: Taqdir Ali Last Updated By: Maqbool Hussain 

Date Created: 11-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: In new rules creation and editing existing rules, duplication and 
inconsistency may occur. The validation is needed to validate and find 
the duplication and inconsistency among the rules. 

Trigger: • When new rule is going to create. 
• When existing rule is going to update 

Preconditions: The rule creation and editing process completed by physician 
successfully. 

Postconditions: The validated rule shall be saved into knowledge base. 

Normal Flow: 1. Domain expert saves the created rule. 
2. System validate rule for inconsistency and duplication as follows 

a. Fetch the facts and conclusion of existing rules. 
b. The new or updated rule approved for having no 

inconsistency and duplication. 
c. Created rule stores into the rules repository. 
d. Acknowledge the expert to save the rule successfully. 

Alternative 
Flows: 

2b. The created rule is found having inconsistency or duplication 
with existing rules in the rules repository 

a. The system produces alert the inconsistency or 
duplication of the rule with existing rules in repository. 

b. Domain expert review the alert message and correct the 
created rule. 

c. Step 1 and Step 2 of normal flow is executed. 

Exceptions: N/A 

Includes: N/A 

Frequency of 
Use: 

Whenever domain expert want to save the rule 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Finding duplication using facts of condition and conclusion in existing 
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Issues: rules is challenging task. 

 
 
 
 
 
 
 
 
 
 
 
Sequence Diagram: 
 

 
 
  

sd Interaction

:Domain Expert

RuleEditor RuleValidator Knowledgebase

alt 

[If duplication and incosistancy does not exist then save]

[Else alert to the expert]

saveRule(rule)

validateRule(rule) :Boolean

searchFactsConclusion(rule)

returnSearchResult() :
rule

checkDuplicationConsistancy() :boolean

storeRuleInKnowlegeBase()

Acknowledge()

alertForInconsistancyDuplication()

alert()
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Use Case ID: KCL2.5-SUC-12 

Use Case Name: Integrate automatic algorithm recommendation model 

Created By: Rahman Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Knowledge  Engineer  

Description: For real time recommendation of classification algorithm for a new dataset, 
AARM need to be integrated in Mining Minds Data Driven knowledge 
acquisition approach. 

Trigger: When AARM is built. 

Preconditions: • AARM is available 
• Data driven approach has a unified interface to support AARM as plugin 
• Data driven has unified interface for accessing Meta-Feature Extractor. 

Postconditions: AARM is plugged into data driven environment and readily available for real 
time recommendation of appropriate classification algorithm. 

Normal Flow: 1. Knowledge engineer selects AARM and performs the following tasks; 
• Analyses number of rules in the AARM 
• Analyses condition attributes used in each rule of AARM 
• Transforms rules into executable classes (using any IDE of Java). 

2. Knowledge engineer integrates the executable AARM into data driven as 
follows; 

a. Write integration code (following unified interface) into data driven 
source code 

b. Update possible configuration for newly added AARM plugin. 
c. Update possible configuration for accessing Meta-Feature 

Extractor. 
3. Knowledge Engineer compile the AARM as integral part with data driven 

code. 
4. Knowledge engineer tests AARM with sample dataset. 

 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Rarely, once the AARM is updated 

Special 
Requirements: 

AARM has acceptable accuracy (60%) 

Assumptions: AARM is created 
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Notes and Issues: N/A 

Sequence Diagram: 

 
 
  

sd conutRulesInModel

AutoAlgorithmRecommendationModel
(AARM)

IDE (Java)

Knowledge Engineer

(from Actors)

AARMStorageModelLoader
(Weka)

AARMReasoner

loadAARM()

load(AARMPath)

:AARM

analyseModel()

analyzeRules()

analyzeConditions()

planForEquivalentCode()

writeCodeForAARM()

compileAARMasAPI() :AARM.jar

openDataDrivenProject()

IntegrateAARM()

IntegrateAARM(config, AARM)

IntegrateMFE()

IntegrateMFE()

compileDatadrivenWithAARM()

testAARM(dataset)

259



 

Use Case ID: KCL2.5-SUC-13 

Use Case Name: Learn classification model 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: An expert wants to see hidden knowledge from user profile lifelog data that 
can be explored by model learning mechanism with the help of learning 
method as well as processed data. 

Trigger: Learn model required to explore hidden knowledge 

Preconditions: • System has loaded the prepared user profile lifelog data 

Postconditions: System will build the classification model (decision tree)  

Normal Flow: 1. Domain expert loads the user profile lifelog processed data for 
selected domain 

2. System loads the corresponding processed data 
3. Domain expert  invokes the “Recommend appropriate classification 

algorithm” use case by providing processed data to load the 
appropriate learning algorithm  

4. System loads the appropriate decision tree learning algorithm 
5. Domain expert select the algorithm tuning parameters of selected 

algorithm for further improving the results 
6. System applies the tuning parameters on selected algorithm and 

computes the learning accuracy after learning the user profile lifelog 
processed data 

7. Repeat the step 5-6 until required learning accuracy is achieved. 
8. Domain expert finalizes the classification model with acceptable 

accuracy and saves the model. 
9. System saves the decision tree learning model. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: KCL2.5-SUC-14 (Recommend appropriate classification algorithm) 

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: Acceptable Accuracy: Depends on criticality of the domain. For example 
classification model for clinical domain needs high accuracy, while for the 
case of nutrition domain, high accuracy is not critical. 
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Sequence Diagram: 
 

 
 
  

sd Learn classification model

ModelLearner DataStorage ClassificationModelCreator

:Domain Expert

ClassificationAlgorithmRecommender

DecisionTreeModel

DataDrivenGUI

loop ClassficationModelWithAcceptableAccuracy: DTM

[ForEach TuningParameter tp]

ClassificationModelStorage

consider RecommendAppropriateClassificationAlgorithm

loadData(domain, processed)

loadData(domain, processed) :UserProfileLifeLogData

:upLLData

loadAlgorithm()

loadAlgorithm(upLLData) :RecommendedAlgorithm

:RAlgo

learnModel()

*selectAlgorithmConfiguration(RAlgo,tp)

*learnModel(RAlgo, upLLData) :DecisionTree

*learnModel(RAlgo, upLLData) :DecisionTreeModel

executeAlgorithm(RAlgo, upLLData) :
DecisionTree

create(decisionTree)

«create»
:decistionTreeModel

saveModel()

saveModel(DTM)

saveModel(DTM)
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Use Case ID: KCL2.5-SUC-14 

Use Case Name: Recommend appropriate classification algorithm 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: 16-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain expert 

Description: For building classification model for the user new dataset, AARM shall 
automatically recommend appropriate classification algorithm. 

Trigger: When domain expert wants to build a classification model. 

Preconditions: • AARM is plugged into the data driven environment 
• Meta-features extractor is plugged into the data driven environment 
• New dataset is stored in local machine, structured in .arff file format 

Postconditions: The recommended appropriate classification algorithm can be used for 
building classification model 

Normal Flow: 1. Domain expert loads new dataset (.arff file) from the data driven datasets 
storage using data driven environment. 

2. System extracts meta-features of the new dataset by including KCL2.5-
SUC-07 (alternate flow) 

3. Domain experts provides meta-features to system for recommending 
appropriate classification algorithm 

4. System performs meta-reasoning over integrated AARM using the 
following steps; 

a. Starts matching each meta-feature value of the new dataset with 
condition attributes of each rule 

b. If matched, fires the rule, recommend right hand side of the rule 
as the appropriate algorithm 

c. Else, display a message “could not recommend” 

Alternative Flows: 1a. 4c(a) If AARM not available or have no acceptable recommendation 
accuracy, use Weka experimenter. 

Exceptions: N/A 

Includes: KCL2.5-SUC-07 (alternate flow) 

Frequency of Use: Frequently, when domain expert needs to select appropriate algorithm for 
his/her dataset 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram: 
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sd Recommend appropriate classification algorithm SD

Domain Expert

(from Actors)

DataStorageDataDrivenGUI MetaFeatureExtractor AutoAlgorithmRecommendationModel
(AARM)

alt 

[If Rule Fired]

[Else]

AARMReasoner

loop 

AlgorithmSelector

alt 

[selectionMethod = default]

[selectionMethod = automatic]

selectAlgorithm()

selectAlgorithm(selectionMethod)

:List<Alogorithm>

specifyAlogrithm() :Algorithm

loadDataset(datasetSource)

:dataset

ExtractMetaFeatures(dataset)

:MetaFeatures

RecommendAppropriateAlgorithm(MetaFeatures)

loadAARM()

MatchAARMRules(MetaFeatures)

MatchAARMRules(MetaFeatures)

:RecommendedAlgorithm

:Algorithm

:NoRecommendation

:No appropriate algorithm is found
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Use Case ID: KCL2.5-SUC-15 

Use Case Name: Manage concepts of domain model 

Created By: Taqdir Ali Last Updated By: Taqdir Ali, Maqbool Hussain 

Date Created: 27-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: The concepts of wellness domain shall be used in creation of rules and 
generation of guidelines in tree format. The domain expert shall easily select 
the required concepts from wellness domain model. 

Trigger: Domain Model will be loaded during rule creation or guideline creation. 

Preconditions: The expert be authenticated with full access of concepts management in 
domain model 

Postconditions: The right concept shall be added or edited at the right location in wellness 
model 

Normal Flow: 1. Domain expert creates rule (using KCL2.5-SUC-10) or creates guideline 
(using KCL2.5-SUC-03). 

2. System loads domain model for corresponding domain. 
3. Domain expert selects concepts from loaded domain model. 
4. System associate domain concept to part of rule or guideline tree. 
5. Domain expert assigns value to selected concept.  
6. System assigns corresponding value to selected concept and show it in 

rule or guideline tree. 
7. Step 4-6 are repeated till rule or guideline is finished. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to add or edit the concepts in wellness model 

Special 
Requirements: 

N/A 

Assumptions: Wellness model repository in the system is exist. 

Notes and Issues: If wellness model storage does not exist in system the administrator shall 
build the wellness model storage first and configure with system. 

Sequence Diagram: 
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sd Interaction

Domain Expert

Rule Editor Guideline Editor Wellness Model
Handler

«create»
Wellness Model

par 

loop 

createRule()

createGuideline()

loadWellnessModel(Domain)

load(Domain)

«create»:WellnessModel

displayModel(WellnessModel)

selectConcept()

selectDesiredConcept() :Concept

setValue()

assignValue()
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Use Case ID: KCL2.5-SUC-16 

Use Case Name: Transform Knowledge Rule 

Created By: Taqdir Ali and Maqbool 
Hussain 

Last Updated By: Maqbool Hussain 

Date Created: 27-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: The new created rules are needed to transform to some computer 
interpretable, executable format for execution as well as to shareable, 
standard format for maintenance and sharing with other organizations. 

Trigger: Whenever domain expert wants to store the created or updated rule. 

Preconditions: The expert created rule successfully and the system validated the rule. 

Postconditions: System shall transform the created and validated rule into appropriate 
representation. 

Normal Flow: 1. Domain expert save the new created rule or update the existing rule. 
2. The system identifies the appropriate representation model 
3. Fetch the artifacts of the identified representation model 
4. Transforms the rule into the artifacts and syntax of the identified 

representation model. 
5. The rule in the representation model is stored into the repository. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to save rule 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: Appropriate representation configuration is challenging task. 

Sequence Diagram: 
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sd Interaction

:Domain Expert

Rule Editor Model
Transformation

Manager

Representation
Model Storage

saveRule()

transformRule(rule)

identifyAppropriateRepresentationModel()

fetchArticatsSyntax()

transformRuleIntoArtifactsSyntax()

storeIntoRepresentationStorage()

acknowledgement()
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Use Case ID: KCL2.5-SUC-17 

Use Case Name: Create Situation Event 

Created By: Maqbool Hussain Last Updated By: Maqbool Hussain 

Date Created: 29-07-2015 Last Revision 
Date: 

15-04-2016 

Actors: Domain Expert 

Description: Situation Event is important features of mining mind which includes set of 
associated recommendation rules. Situation event is created and the rule is 
indexed in knowledgebase based on situation event. 

Trigger: Whenever domain expert wants to store the created or updated rule. 

Preconditions: The rule has salient features based on which the rule can be indexed. 

Postconditions: • Rule is saved into knowledgebase 
• Rule is indexed based on the created situation event 

Normal Flow: 1. Domain expert start creating rule; 
a. Performs steps 1-5 in KCL2.5-SUC-10. 
b. Selects salient features (indicating as event) from conditions 

of the rule. 
2. The system performs following actions; 

a. Create situation event with salient features. 
b. Saves the situation event and assign index (generate if 

situation event is not exist in knowledgebase index). 
c. Index the created rule with situation event. 

3. Domain expert saves the rule by performing steps 5-6 in KCL2.5-
SUC-10. 

4. System saves the rule and index of the rule. 

Alternative Flows: N/A 

Exceptions: N/A 

Extends: Create Rule (KCL2.5-SUC-10) 

Frequency of Use: Whenever domain expert want to save rule 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues:  

Sequence Diagram: 
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sd Interaction

:Domain Expert

RuleEditor SituationEventHandler

SituationEvent

KnowledgebaseIndex Knowledgebase

consider  Create Rule

assert (openRuleEditor, CreateRule, loop RuleCreation)

consider Create Rule

assert (Sav eRule)

createRule()

:rule
creatSituation(Set<Facts>salientFeatures)

creatSituationEvent(salientFeatures, rule)

create(salientFeatures)
:situation

«create»

saveSituation(situation)

assignIndex()

:situationIndex

createSituationIndexforRule(situationIndex, rule)

saveRule()

saveRule(rule)
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Use Case ID: KCL2.5-SUC-18 

Use Case Name: Compute features priorities 

Created By: Maqbool Ali Last Updated By:  

Date Created: 18-03-2016 Last Revision 
Date: 

18-03-2016 

Actors: Domain Expert, DCL  

Description: Features priorities computation help domain expert for selecting appropriate 
features from available schema 

Trigger: Prior to data preprocessing needed for required data 

Preconditions: • KCL has access through service interface to retrieve user profile 
lifelog data from DCL 

• KCL and DCL has agreement on common data representation format 

Postconditions: KCL will display the features priorities list 

Normal Flow: 1. KCL connects to DCL via unified service interface and sends request for 
user profile lifelog data based on selected features of schema and 
features conditions.  

2. DCL sends the required data to KCL. 
3. KCL receives user profile lifelog data 
4. KCL computes the features priorities 
5. KCL displays the features priorities list 

Alternative Flows: N/A 

Exceptions: 2a. KCL unable to connect to DCL 
a. KCL connection is failed during retrieving user profile lifelog 

data 
b. KCL hold and will retry after sometime to connect to DCL and 

retrieve the user profile lifelog data 
3a. KCL unable to verify lifelog data conformance 

a. KCL fail to conform the data representation from DCL 
b. KCL will send message to DCL about incompatible data 

format 

Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues: If DCL is unable to send data, then alternate strategy has to be considered. 
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Sequence 
Diagram: 

 

Use Case ID: KCL2.5-SUC-19 

Use Case Name: Transform the decision tree 

Created By: Maqbool Ali Last Updated By:  

Date Created: 18-03-2016 Last Revision 
Date: 

18-03-2016 

Actors: Domain Expert 

Description: Transform the decision tree generated from classification model to conform 
the rules from domain expert 

Trigger: Prior to rules persistence needed for rules verification 

Preconditions: • KCL has saved the decision tree learning model 

Postconditions: KCL will transform the decision tree into rules 

Normal Flow: 1. KCL loads the decision tree model 
2. KCL prunes the decision tree model 
3. KCL translates the pruned model into XML format 
4. KCL parse the XML file to extract the rules from XML file 
5. KCL connects to knowledge authoring tool via unified service 

interface  
6. KCL shares the parsed rules to knowledge authoring tool for 

conformance from domain expert.  

Alternative Flows: N/A 

sd Compute features priorities

:Domain Expert

SchemaStorageFeatureModelManager

UserProfileLifeLogSchema

loop 

[ForEach Feature f IN schema]

DataDrivenGUI DataCurationLayer
(DCL 2.5)

loadSchema(domain)

loadSchema(domain)
loadSchema(domain) :
UserProfileLifeLogSchema

«create»

returnSchema() :schema
returnSchema() :schema

computeFeatureRank()

*selectFeatures() :SchemaFeatures

requestData(schemaFeatures:sf)
requestData(schemaFeatures:sf)

returnData(sf) :
UserProfileLifeLogData

computeFeaturesPriorities(sf) :
FeaturesPrioritiesList : fpl

returnFeaturesList( fpl )

viewsFeaturesPriorities()
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Exceptions: 3a. KCL unable to connect to knowledge authoring tool 
a. KCL connection is failed during sharing of transformed rules 
b. KCL hold and will retry after sometime to connect to 

knowledge authoring tool and share the transformed rules 

Includes:  

Frequency of Use: When new service is required and mining mind have sufficient data for 
classification model creation 

Special 
Requirements: 

N/A 

Assumptions: N/A 

Notes and Issues:  

Sequence 
Diagram: 

 
 
 

Use Case ID: KCL2.5-SUC-20 

Use Case Name: Create concept 

Created By: Sangho Lee Last Updated By: Sangho Lee 

Date Created: 18-3-2016 Last Revision 
Date: 

13-4-2016 

Actors: Domain Expert 

Description: The concepts of wellness domain shall be used in creation for rules and 
generation of guidelines in tree format. The domain expert shall easily select 
the required concept from wellness domain model. Therefore this one is 
provides creation of concepts of domain model. 

sd Transform the decision tree

ModelTranslator ClassificationModelStorage

:Domain Expert

XMLDecisionTreeModel

DataDrivenGUI I-KAT (Rule Editor)

loadClassificationModel()

loadClassificationModel()

loadClassificationModel()

returnClassificationModel()
:DecisionTreeModel

pruneDecisionTreeModel() :
PrunedModel

translateModel(prunedmodel)
:XMLDecisionTreeModel

create(xmlDecisionTreeModel)

«create»

parseDecisionTreeModel(xmlDecisionTreeModel)
:Rules

:rules

ruleConformance(rules)
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Trigger: Domain expert creates concepts of domain model. 

Preconditions: The expert be authenticated with full access of concepts management in 
domain model. 

Postconditions: The right concept shall be added at the right location in wellness model. 

Normal Flow: 1. Domain expert creates rule or creates guideline. 
2. System loads domain model for corresponding domain. 
3. Domain expert defines concepts from loaded domain model. 
4. System validates duplicated concepts of domain model. 
5. Domain expert confirms new create model.  
6. System assigns corresponding value to selected concept and show it in 

rule or guideline tree. 
7. Step 4-6 are repeated till rule or guideline is finished. 

Alternative Flows: 2a. System finds out duplicated concept model 
a. System notices duplication alert to domain expert. 
b. System moves Step 2. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to add the concepts in wellness model 

Special 
Requirements: 

N/A 

Assumptions: Wellness model repository in the system is exist. 

Notes and Issues: If wellness model storage does not exist in system the administrator shall 
build the wellness model storage first and configure with system. 

Sequence Diagram: 
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Use Case ID: KCL2.5-SUC-21 

Use Case Name: Update concept 

Created By: Sangho Lee Last Updated By: Sangho Lee 

Date Created: 18-3-2016 Last Revision 
Date: 

13-4-2016 

Actors: Domain Expert 

Description: The concepts of wellness domain shall be used in creation for rules and 
generation of guidelines in tree format. The domain expert shall easily select 
the required concept from wellness domain model. Therefore this one is 
provides updating of concepts of domain model. 

Trigger: Domain expert updates concepts of domain model. 

Preconditions: The expert be authenticated with full access of concepts management in 
domain model 

Postconditions: The right concept shall be updated at the right location in wellness model 

Normal Flow: 1. Domain expert creates rule (using KCL2.5-SUC-10) or creates guideline 
(using KCL2.5-SUC-03). 

2. System loads domain model for corresponding domain. 
3. Domain expert selects concepts from loaded domain model. 
4. System associate domain concept to part of rule. 
5. Domain expert modifies or deletes value to selected concept.  
6. System assigns corresponding value to selected concept. 
7. Step 4-6 are repeated till rule or guideline is finished. 

Alternative Flows: 6a. System finds out duplicated concept model 
a. System notices duplication alert to domain expert. 
b. System moves Step 2. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to edit the concepts in wellness model 

Special 
Requirements: 

N/A 

Assumptions: Wellness model repository in the system is exist. 

Notes and Issues:  

Sequence Diagram: 
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Use Case ID: KCL2.5-SUC-22 

Use Case Name: Load concept 

Created By: Sangho Lee Last Updated By: Sangho Lee 

Date Created: 18-3-2016 Last Revision 
Date: 

13-4-2016 

Actors: Domain Expert 

Description: The concepts of wellness domain shall be used in creation for rules and 
generation of guidelines in tree format. Therefore Domain Model 
Manager can provide concepts of domain model to rule editor and 
model manager. 

Trigger: Domain Model will be loaded during rule creation or guideline creation. 

Preconditions: The expert be authenticated with full access of concepts management 
in domain model 

Postconditions: Loaded concepts of domain model is ready to use by domain model 
manager and rule editor 

Normal Flow: 1. Domain expert creates concepts of domain model (using KCL2.5.5-
SUC-x) or updates concepts of domain model (using KCL2.5.5-
SUC-x). 

2. System loads associated domain model for corresponding domain. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert access domain model manager and rule 
editor 

Special 
Requirements: 

N/A 

Assumptions: Wellness model repository in the system is exist. 

Notes and Issues:  

Sequence Diagram: 
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Service Curation Layer (SCL Ver. 2.5) 
System Level Use cases 
 

List of Use cases  

 
 
Use Case #ID Description 
SCL2.5-SUC-01 Load data for building recommendation 
SCL2.5-SUC-02 Prepare data for building recommendation 
SCL2.5-SUC-03 Load Rules 
SCL2.5-SUC-04 Build Recommendation 
SCL2.5-SUC-05 Load data for interpreting recommendation 
SCL2.5-SUC-06 Prepare data for interpreting recommendation 
SCL2.5-SUC-07 Interpret Context 
SCL2.5-SUC-08 Interpret Content 
SCL2.5-SUC-09 Explain recommendations 
SCL2.5-SUC-10 Prepare Results 
SCL2.5-SUC-11 Receive service request  
SCL2.5-SUC-12 Handle Data 
SCL2.5-SUC-13 Deliver service results 
SCL2.5-SUC-14 Identify SNS trends 
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Use case Diagram  

 

uc System Use Cases Updated

Service Orchestrator

Recommendation Interpreter

Recommendation Builder

(from Rec Builder)

load data for building 
recommendation

(from Rec Builder)

Prepare data for 
building 

recommendation

(from Rec Builder)

build recommendation

«actor»
DCL 2.5

(from Actors)

(from Rec Interpreter)

Interprete context

(from Rec Interpreter)

load data for 
interpreting 

recommendation

(from Rec Interpreter)

prepare data for 
interpreting 

recommendation

(from Rec Interpreter)

explain 
recommendation

(from Rec Interpreter)

interprete content

SCL 2.5

(from Service 
Orchestrator)

Receiv e Serv ice 
Request

(from Service 
Orchestrator)

Deliev er Serv ice 
Results

«actor»
User Application / 

SL 2.5

(from System Use 
Cases)

«actor»
KCL 2.5

(from System 
Use Cases)

(from Service 
Orchestrator)

Handle Data

(from System Use 
Cases)

Load Rules

(from Rec Interpreter)

Prepare Results

(from System Use 
Cases)

Identify SNS 
trends

«invokes»

«invokes»

«include»

«include»

«include»

«invokes»

«include»

«include»

«invokes»

«invokes»

«include»

«invokes»

«include»

«invokes»

«include»

«invokes»

«invokes»
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Use case Description 
 
 

Use Case ID: SCL2.5-SUC-01 

Use Case 
Name: 

Load data for building recommendation 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 14, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: SCL2.5-SUC-02 (Prepare Data) 

Description: Retrieving user profile and lifelog data is required for 
reasoning to generate recommendation. This data is 
retrieved using Data Handler of the Service Orchestrator. 

Trigger: Triggered when a new service request is received from the 
user application or DCL 2.5. 

Preconditions: User profile and lifelog data is available in user lifelog. 

Postconditions: User profile and lifelog data is successfully retrieved and 
prepared for reasoner to process. 

Normal Flow: 1. Data Preprator sends request for loading data 
2. Data Loader receives the request and performs the 

following tasks; 
a. Analyses the request and user for the appropriate 

data loading 
b. Prepare separate requests for user lifelog data 

3. Data Loader sends analyses request to Data Handler 
4. Data Handler provides the data to Data Loader 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent; repeated for every service request 

Special Requirements: N/A 

Assumptions: Service Orchestrator knows the required data for each 
registered service. 
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Notes and Issues: N/A 

Sequence Diagram 

 
 
  

 sd Interaction

DataLoaderDataPreprator DataHandler

LoadData(uid, sid)

AnalyseDataRequest(uid, sid)

PrepareDataRequest(uid, sid)

LoadData(uid, sid)

:data

:ack
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Use Case ID: SCL2.5-SUC-02 

Use Case 
Name: 

Prepare data for building recommendation 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 14, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: SCL2.5-SUC-04 (Build Recommendation) 

Description: Knowledge based reasoning requires prepared data to 
execute the rules during the reasoning process. 

Trigger: Triggered when new service request is made for generating 
recommendations 

Preconditions: User profile and lifelog data is loaded into RB 2 

Postconditions: User prepared data is readily available for reasoner to 
process. 

Normal Flow: 1. Recommendation Builder sends data preparation 
request to Data Preparator along with the loaded data 

2. Data Preparator prepares profile data 
3. Data Preparator prepares lifelog data 
4. Data Preparator returns prepared data to 

Recommendation Builder 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL2.5-SUC-01 

Frequency of Use: Very frequent; for every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL2.5-SUC-03 

Use Case 
Name: 

Load Rules 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: April 15, 2016 Last Revision 
Date: 

April 15, 2016 

Actors: SCL2.5-SUC-04 (Build Recommendation) 

Description: Rule-based reasoned needs knowledge rules to perform 
reasoning using the prepared data to generate 
recommendations for the service request. 

Trigger: At the time when new service request arrives for 
recommendation. 

Preconditions: • Updated knowledge is available in Production 
Knowledge Base. 

• KCL 2.5 and RB 2 agree on common format of 
production rules. 

Postconditions: The reasoned is ready to execute the rules and generate 
recommendations. 

Normal Flow: 1. Recommendation Builders send knowledge load request 
to Rule Loader 

2. Rule Loader sends request to Production Knowledge 
Base 

3. System performs the following tasks; 

 sd Prepare Data SD

Recommendation
Builder

Data Preparator

prepare data(data)

prepare profile data()

prepare lifelog data()

:prepared data
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a. Analyses the request knowledge 
b. Search production knowledge base for the 

requested rules 
c. Loads the rules 
d. Provides the rules back to Recommendation 

Builder 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent: when reasoner is invoked for new service 
generation. 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 
 
  

 sd Load Rules SD

Recommendation
Builder

Production
Knowledge Base

Rule Loader

LoadRules(sid)

LoadRules(sid)

AnalyseKnowledgeRequest(sid)

SerchProductionRules(sid)

LoadRules(sid)

:rules
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Use Case ID: SCL2.5-SUC-04 

Use Case 
Name: 

Build recommendations 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 15, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: SCL2.5-SUC-13 (Request Handler), SCL2.5-SUC-04, 
SCL2.5-SUC-02, SCL2.5-SUC-01, SCL2.5-SUC-03, 
SCL2.5-SUC-07 (Interpret Context) 

Description: RBR performs rule-based reasoning to generate 
recommendations using the production rules and prepared 
data. 

Trigger: At the time when new service request arrives for 
recommendation. 

Preconditions: Knowledge is available in Production Knowledge Base. 

Postconditions: The recommendation is reported to RI 2, if reasoning is 
successful, otherwise the new case is provided to Unified 
Knowledge Interface along with the missing rule message. 

Normal Flow: 1. Request Handler invokes recommendation builder for 
recommendation 

2. Recommendation Builder load prepared data 
3. Recommendation Builder retrieves loaded rules 
4. Recommendation Builder performs rule-based reasoning 

on the prepared data and loaded rules 
5. Recommendation Builder generates recommendation 

and perform the following tasks; 
a. Prepare recommendation 
b. Provides recommendations to Context Interpreter 

for interpretation 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL2.5-SUC-02, SCL2.5-SUC-03 

Frequency of Use: Frequent: when recommendation builder is invoked for 
generating recommendation. 

Special Requirements: N/A 
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Assumptions: KCL 2.5 and RB 2 agree on common format of production 
rules. 

Notes and Issues: N/A 

Sequence Diagram 

 
 
 
  

 sd Build Recommendation

Recommendation
Builder

Request Handler ContextInterpreter

loop RBR

[i f rule matched, break]

Case NotifierData Preparator Data Loader Rule Loader

alt 

[i f recommendation is generated based on the available rules]

[else]

BuildRecommendation(uid, sid)

PrepareData(uid, sid)

LoadData(uid, sid)

:data

:prepared data

LoadRules(sid)

:rules

ExecuteRule(data, rules)

PrepareRecommendation()

InterpretRecommendations(Recommendations)

send unresolved case(unresolved case)
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Use Case ID: SCL2.5-SUC-05 

Use Case 
Name: 

Load data for interpreting recommendations 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, 
Muhammad Afzal 

Date Created: July 15, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Data Preparer 

Description: The data is loaded from DCL 2.5 through Service 
Orchestrator in order to interpret the recommendations 

Trigger: After recommendation is built 

Preconditions: • Recommendation are built 
• User profile is stored in lifelog 
• Context is recognized  

Postconditions: The user profile, lifelog, and environmental variable data is 
available for preparation. 

Normal Flow: 1. Data Loader receives interrupt from Data Preparer 
2. Data loader prepare data request 
3. Data loader send request to Data Handler  
4. Data loader receives data from Data Handler 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL2.5-SUC-06 

Use Case 
Name: 

Prepare data for interpreting recommendations 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, 
Muhammad Afzal 

Date Created: July 15, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Context Interpreter 

Description: The loaded data is prepared for interpretations according to 
different functions such as lifelog for contextual 
interpretations, user profile for content interpretations, and 
environmental variables for explanations. 

Trigger: After loading data for interpretations 

Preconditions: • Recommendation are built  
• Data is loaded 

Postconditions: The user profile, lifelog, and environmental variable data is 
prepared and is available for interpretations 

Normal Flow: 1. Context Interpreter sends data to Data Preparer for 
preparations 

2. Data Preparer prepares lifelog data 
3. Content Interpreter sends request to Data Preparer for 

preparing profile data 

 sd prepare data request

Data Preparer Data Loader Data Handler

load data(user id)

prepare data request()

load data(user id)

:data

:data
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4. Data Preparer prepares profile data 
5. Data Preparer prepares environmental variable data for 

the Explanation Generator 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL2.5-SUC-05 

Frequency of Use: Very frequent: at every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues:  

Sequence Diagram 

 
 
 
 
 

Use Case ID: SCL2.5-SUC-07 

Use Case 
Name: 

Interpret context 

 sd prepare user profile data

Content
Interpreter

Data PreparerContext
Interpreter

Explanation
Generator

alt Prepare Data()

prepare lifelog data()

:prepared data

prepare data(data)

prepare user profile data()

:prepared data

Prepare Data()

prepare environmental variable data()

:prepared data
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Created By: Muhammad Afzal Last Updated By: Rahman Ali, 
Muhammad Afzal 

Date Created: July 15, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Build Recommendation (SCL2.5-SUC-04) 

Description: The loaded data is prepared for interpretations according to 
different functions such as lifelog for contextual 
interpretations, user profile for content interpretations, and 
environmental variables for explanations. 

Trigger: After loading data for interpretations 

Preconditions: Recommendation are built and data is loaded 

Postconditions: The user profile, lifelog, and environmental variable data is 
prepared and is available for interpretations 

Normal Flow: 1. Context Interpreter receives request for from 
Recommendation Interpreter for context interpretation 

2. Context Interpreter load and prepare data lifelog data 
(contextual data) for interpretations. 

3. Context interpreter select a context 
4. Context interpreter interprets the context 
5. Repeat 2-4 until all applicable contexts interpreted 
6. Context Interpreter receives the interpreted context 
7. Context Interpreter sends the recommendations to 

content interpreter for interpreting the contents 

Alternative Flows: 7a. if user is not available then the process is halt and 
message is sent to Recommendation Builder. 

Exceptions: N/A 

Includes: SCL2.5-SUC-06 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL2.5-SUC-08 

Use Case 
Name: 

Interpret contents 

Created By: Muhammad Afzal Last Updated By: Rahman Ali 

Date Created: July 15, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Interpret Context (SCL2.5-SUC-07) 

Description: The recommended contents of recommendations are 
difficult for user to understand. These contents needs to be 
interpreted with support of multimedia contents. 

Trigger: After interpretation of the context  

Preconditions: Recommendations are generated and context is interpreted 

Postconditions: Recommendations are ready for explanation 

Normal Flow: 1. Context Interpreter sends the contextually interpreted 
recommendations to the content filterer. 

2. Content interpreter perform the following tasks; 
a. Select appropriate filter 

 sd Interaction

Recommendation
Builder

Context
Interpreter

Data Preparer Content
Interpreter

loop 

alt User Av ailable?

[i f (available)]

[else]

Data Loader

interpret context(user id)

select context()

prepare data (selected context)

Load Data()

::Data

:prepared data

interprete context()

send interpretations()

:user is not avialable
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b. Applies the filter 
3. Step 2 is repeated for all filters 
4. Content interpreter selects the appropriate format  
5. Content interpreter adds the relevant url 
6. Content interpreter forwards the format and filtered 

contents to explanation generator 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL2.5-SUC-06 

Frequency of Use: Very frequent: when recommendation are generated 

Special Requirements: The format should be defined in advanced based on the 
user special conditions 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 

 sd apply format

Context
Interpreter

Content
Interpreter

loop 

Data Preparer Data Loader Explanation
Generator

interprete content(interpreted context, recommendation)

select fi lter()

Prepare Data(selected fi lter)

Load Data()

:data

:prepared data

apply fi lter()

Prepare Data(user id)

load data (user id)

:data

Prepare Data()

:prepared data

select format()

pick content url()

Explain Recommendation(interpreted rec)
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Use Case ID: SCL2.5-SUC-09 

Use Case 
Name: 

Explain Recommendations 

Created By: Muhammad Afzal Last Updated By: Rahman Ali 

Date Created: July 15, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Interpret content (SCL2.5-SUC-08) 

Description: Usually user don’t understand the contents of 
recommendations. To make them understandable the 
interpreted recommendations needs to be explained based 
on the user understandability. 

Trigger: When contents are interpreted 

Preconditions: Recommendations are interpreted 

Postconditions: Recommendations are ready to deliver to the user 

Normal Flow: 1. Explanation generator receives the interpreted 
recommendations from content interpreter. 

2. Explanation generator performs the following tasks; 
a. Select environment variable 
b. Generate explanation 

3. Explanation Generator sends explained 
recommendation to educational support handler 

4. Educational support handler performs the following tasks 
a. generate query 
b. locate resource 
c. link resource 
d. send resource link to interpreter 

5. System sends explanation and educational resource 
links to result preparer. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL2.5-SUC-06 

Frequency of Use: Very frequent: when recommendations are interpreted 

Special Requirements: N/A 

Assumptions: N/A 
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Notes and Issues: N/A 

Sequence Diagram 

 
 
 

Use Case ID: SCL2.5-SUC-10 

Use Case 
Name: 

Prepare Results  

Created By: Muhammad Afzal Last Updated By: Rahman Ali, 
Muhammad Afzal 

Date Created: July 5, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Explain Recommendation (SCL2.5-SUC-09), Interpret 
Contents (SCL2.5-SUC-08) 

Description: This use case prepare the results accumulated from 
explanation generator and content interpreter and forwards 
to results handler of service orchestrator. 

 sd prepare results

Content
Interpreter

Explanation
Generator

Education
Supporter

Data HandlerData Preparer Data Loader Result Preparer

explain recommendation(interpreted rec)

Prepare Data()

Load Data()

:data

:prepared data

generate explanation()

send explanation()

add education support()

generate query()

locate resource()

link resource()

Send (resource' l ink(s))

prepare results()
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Trigger: When recommendation are interpreted and explained 

Preconditions: The recommendation are interpreted and explained 

Postconditions: The results are forwarded to service orchestrator. 

Normal Flow: 1. Result Preparer receives outputs from content 
interpreter and/or explanation generator as well as 
education support. 

2. Result Preparer combines the received results  
3. Result Preparer sends the results to result handler of 

service orchestrator 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 
 

Use Case ID: SCL2.5-SUC-11 

Use Case Receive service request  

 sd Interaction

Content
Interpreter

Explanation
Generator

Education
Support

Prepare Results SO: Result
Handler

send(interpreted recommendations)

send(explanation)

send(links to educational resources)

prepare results()

send(interprted and explained recommenations)

:ack
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Name: 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, 
Muhammad Afzal 

Date Created: July 5, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: User Application / SL 2.5 

Description: Service orchestrator receives request from user application, 
or DCL 2.5 for recommendation. Orchestrator parses the 
request and invokes required service of Mining Mind for 
responding. 

Trigger: At the time of a request from the user application, or from 
mining mind generated events. 

Preconditions: • User is registered with Mining Minds 
• Service is registered as mining Minds valid service 
• Service-data binding is specified in advance 

Postconditions: The request is received and recommendations are 
generated 

Normal Flow: 1. Service orchestrator receives the service request from 
user application 

2. System parses the request 
a. Search for the registered service 
b. Identifies the service type 
c. Identifies data requirements of the service 
d. Identifies the appropriate handling module 

3. Service Orchestrator passes the request to 
recommendation builder of SCL 2.5 to build the 
recommendation 

Alternative Flows: 1.a Event handler of service orchestrator receives the 
request as an interrupt from DCL 2.5, whenever a situation 
occurs 
4.a  Step 2-4 of the normal flow are executed. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent: at every service request 

Special Requirements: N/A 

Assumptions: Service orchestrator and DCL 2.5 agreed on service 
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contract. 

Notes and Issues:  

Sequence Diagram 

 
 

Use Case ID: SCL2.5-SUC-12 

Use Case 
Name: 

Handle Data 

Created By: Muhammad Afzal Last Updated By: Muhammad Afzal 

Date Created: April 15, 2016 Last Revision 
Date: 

April 15, 2016 

Actors: DCL 2.5 

Description: This use case receives data request from recommendation 
builder and recommendation interpreter. It makes request 
from DCL 2.5 to get the data for requester. 

Trigger: At data request time 

Preconditions: Service Request has been received to service orchestrator 

Postconditions: Data has been provided to requester 

Normal Flow: 1. Data Handler in Service Orchestrator received data 

sd SCL2.5-UC-11

Request Handler Recommendation
Builder

DCL 2.5

alt 

User Application/
SL 2.5

service request(user id, service id)

service request()

search register service(service id)

identifies service type()

identifies data requirements()

identifies service handler component()

activate recommendation builder()
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loading request from recommendation builder 
2. Prepare data request 
3. Retrieve data from DCL 2.5 
4. Send data to RB: Data Loader 

Alternative Flows: 1a. Data Handler in Service Orchestrator received data 
loading request from recommendation interpreter 
Step 2-3 of normal flow 
4a. Send data to RI: Data Loader 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very Frequent: At every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
 

 
 

Use Case ID: SCL2.5-SUC-13 

Use Case 
Name: 

Deliver service results 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, 

sd SLC2.5-UC-12

RB: Data Loader RI: Data Loader Data Handler DCL 2.5

alt 

alt 

Load Data(user id)

Load Data(user id)

prepare data request()

retrieve data(user id, datatime)

:data

:data

:data
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Muhammad Afzal 

Date Created: July 5, 2015 Last Revision 
Date: 

April 15, 2016 

Actors: Application / SL 2.5 

Description: It is required to send request response to the service 
requester in the form of recommendation. Service 
orchestrator delivers the interpreted recommendation to 
user. 

Trigger: At the time of completion of interpretations 

Preconditions: Recommendations are generated and interpreted 

Postconditions: Service results are successfully delivered to the requester 
and DCL 2.5 for persistence 

Normal Flow: 1. Service orchestrator receives results from 
recommendation interpreter  

2. System perform the following tasks; 
a. Prepares the response message 
b. Associate recommendations with service meta-

data 
3. Service Orchestrator sends recommendations to DCL 

2.5 for persistence 
4. Service  Orchestrator receives acknowledgement of 

storage 
5. Service  Orchestrator sends interpreted 

recommendations to SL 2.5 
6. Service  Orchestrator receives acknowledgement of 

receipt 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent: at every service request completion 

Special Requirements: N/A 

Assumptions: Service orchestrator agreed on service contract with DCL 
2.5 and user application. 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL2.5-SUC-14 

Use Case 
Name: 

Identify SNS trends 

Created By: Muhammad Afzal Last Updated By: Imran Ali 

Date Created: April 12, 2016 Last Revision 
Date: 

April 15, 2016 

Actors: SCL2.5-SUC-10, SL 2.5 

Description: For trend analysis, it is required to extract keywords from 
the nutrition recommendation and provide to supporting 
layer for retrieving food trends from external entity 
(TAPACROSS). 

Trigger: At the time of result generation 

Preconditions: Recommendations are generated and interpreted 

Postconditions: SNS trends are appended to the interpreted 
recommendation 

Normal Flow: 1. Recommendation Interpreter receives the 
recommendation from Recommendation Builder 

2. Recommendation Interpreter extracts nutrient 
category from the recommendation 

3. Recommendation Interpreter sends nutrient category 

sd SCL2.5-UC-13

Service
Orchestrator

DCL 2.5 Application / SL
2.5

Result Preparer

sends service results(results)

prepare the service response()

associate meta data ()

sends service response()

ack()

sends service response()

ack()
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to Service Orchestrator 
4. Service Orchestrator gets nutrient items from DCL 

2.5 
5. Service Orchestrator sends nutrient items to SL 2.5 
6. System receives the SNS trends from SL 2.5 
7. Recommendation Interpreter receives SNS trends 

from Service Orchestrator 
8. Recommendation Interpreter process the received 

trends with respect to user preferences and select 
the matched or top trends from the list. 

9. Recommendation Interpreter forwards the trends to 
result preparer to prepare the final recommendations. 

10. Recommendation Interpreter sends the final 
recommendation to Service Orchestrator 

11. Service Orchestrator sends the recommendation in 
DCL 2.5 for persistence. 

12. Service Orchestrator forwards the recommendation 
to SL 2.5 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent: every time when the recommendation are 
interpreted. 

Special Requirements: N/A 

Assumptions: SCL 2.5 agreed on service contract with SL 2.5 

Notes and Issues: N/A 

Sequence Diagram 

302



 

 
 
  

sd Interaction

Recommendation
Builder

Recommendation
Interpreter

Service
Orchestrator

DCL 2.5 SL 2.5

Send(rec)

Rec_Parser(rec) :
Extracted_Nutrient_Catgory

get_FoodItems(Nutrient_Category[]) get_FoodItems(Nutrient_Category)

receive(items)

get_Trends(items[])

receive_Trends() :(key,value)

receive_Trends() :(key,value)

Process_Trends((key,value))

send_Results(results)

Persist(results)

Forward(results)
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Supporting Layer (SL Ver. 2.5) 
System Level Use cases 
 

List of Use cases  
Use case ID# Description 

SL2.5-UCS-01 User registration 

SL2.5-UCS-02 Retrieve capabilities for user interface adaptation 

SL2.5-UCS-03 Mapping the user capability information into model 

SL2.5-UCS-04 Adapt user interface based on user profile, context and device 

SL2.5-UCS-07 Collect and analyze observational data 

SL2.5-UCS-08 Acquire Recommendations for displaying to end user 

SL2.5-UCS-09 User capabilities collection 

SL2.5-UCS-10 Self-reporting user experience measurement 

SL2.5-UCS-11 Map Request to Query 

SL2.5-UCS-12 Transform Data 

SL2.5-UCS-13 Classify Data 

SL2.5-UCS-14 Analyze Data 

SL2.5-UCS-15 Display Analytics 

SL2.5-UCS-16 Get Personalized SNS 

SL2.5-UCS-17 Inference attack detection 

SL2.5-UCS-18 Recommendation Integrity Check 
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Use case Diagram  

 
 

Use case Description 
 
 

Use Case ID: SL2.5-UCS-01 

Use Case Name: User registration  

Created By: Jamil Husain Last Updated By: Jamil Husain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: End-user 
Secondary: DCL 2.5 

Description: This use case is for the user registration.  A user must register with the MM 
app before they are able to use it. Registration primarily consists of entering 
an email address for verification and creating a password. All basic 
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demographics, account, activity level, user interest information, and 
personalized map information shall be collect from user and persist in DCL 
2.5.  

Trigger: End user  

Preconditions: The non-register user asked the application to register to it. 

Postconditions: The user successfully registered to the application and can access its 
functionality 

Normal Flow: 1. The user start registration of the new account by pressing the “Sig up” 
button on the application first screen.  

2. Then Terms & Conditions page displayed 
3. The application will display the multi-step registration form with empty 

fields for the account and user profile. 
4. The user annotates the map for personalization by selecting different 

locations of his interest.  
5. Validate User Input  

•  The application will automatically validate all the user input for 
all the required fields  

• The user cannot proceed until providing the correct data. 
6. The user can press “Submit” button and the new account data will be 

persisted to the DCL 2.5. 

Alternative Flows: 2a. In step 2. If the user Agree with Terms & Conditions  
• User is allowed to the next step by click on agreed term & condition 

checkbox. 
2b. In step 2. If user not agree with terms & conditions then 

• User is redirect to the first screen. 
 

3a. in step 3. Display Validation Error   
• If the validation failed, then the validation icon will be displayed 

nearby the wrong field and there will be validation message. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user first time use the system [low] 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A  

Sequence Diagram  
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Use Case ID: SL2.5-UCS-02 

Use Case Name: Retrieve capabilities for user interface adaptation 

Created By: Jamil Hussain Last Updated By: Jamil Husain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: DCL 2.5 

Description: This use case focuses on the retrieval of the capabilities for user interface 
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adaptation. The capabilities include user profile information, context 
information and device information. It is utilized for adaptation based on 
changes or observational data. 

Trigger:  

Preconditions: The DCL 2.5 provide the access to required information 

Postconditions: All required capabilities are successfully collected. 

Normal Flow: 1. SL generates request for user, device, and context information 
collection from DCL 2.5 

2. This information is utilized for the adaptation of the user interfaces 
3. The adaptation is based on changes in user profile, context 

information or collected observational data 

Alternative Flows:  N/A 

Exceptions: If there is not capabilities information then the default user interfaces will be 
displayed. 

Includes: N/A 

Frequency of Use: Always when the application is running [High] 

Special Requirements: N/A 

Assumptions: The capabilities information should be available with the DCL. 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL2.5-UCS-03 

Use Case Name: Mapping the user capability information into model 

Created By: Jamil Hussain Last Updated By: Jamil Husain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: DCL 2.5 

Description: The collected capabilities information from DCL 2.5 shall be mapped against 
the hierarchical structure of the model 

 Trigger: SL  2.5 initiate communication with DCL 2.5. 

Pre-conditions: 4. User is a registered client of MM platform  
5. Updated user profile must be available  

Post-conditions: 1. User profile and environmental variables are received by UI/UX 
2. All collected variables are successfully mapped and validated 

Normal Flow: 1. UI/UX send request to DCL 2.5 for environmental variables (e.g., 
temperature, weather, time, noise, light level etc.) and user profile 
variables (e.g. uid, name, age, perceptual information) 

2. DCL 2.5 sent back the requested variables. 
3. The semantic modeller maps the data to model  
4. The mapped information is persisted in model. 

Alternative Flows: N/A 

Exceptions:  

Includes: SL2.5-UCS-01 

Frequency of Use: Always when the application is running [High] 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL2.5-UCS-04 

Use Case Name: Adapt user interface based on user profile, context and device 

Created By: Jamil Hussain Last Updated By: Jamil Husain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: DCL 2.5, end user 

Description: The collected information of user profile, context of use and device 
characteristics from DCL 2.5 results in adaption of the user interface  

Trigger: End user start interacting with user interface 

Pre-conditions: • The user profile and context of use and device data has been 
collected by UI/UX Authoring tool 

Post-conditions: • Adaptive UI rendered/generated  based on collected information 
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Normal Flow: 1. User request for personalize user interface to UI/UX. 
2. UI/UX send request to adaptation engine for generating the 

personalized user interface based on user, context and device 
information. 

3. Adaptation engine perform reasoning based on pre-defined 
adaption and navigations rules. 

4. Reasoner recommend the user interface components and its styles 
to generate the UI. 

5. Then personalized generated UI is displayed to end user. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user interact with the system 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram  

 
 

Use Case ID: SL2.5-UCS-05 
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Use Case Name: Collect and analyze observational data 

Created By: Jamil Hussain Last Updated By: Jamil Husain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: End user, DCL 2.5 

Description: The UI/UX shall identify areas of improvement and maximize the user 
interaction by analyzing the user interaction with app. 

Trigger: Initiated by end user 

Pre-conditions: • Analytics tracker is already installed 

Post-conditions: • Observational data are successful collected and analyzed for user 
experience measurement  

Normal Flow: 1. Analytics collector collect the user interaction data such as user ID, 
event, session, screen, crashes & exceptions, and user timings 

2. The collected data is stored locally before being dispatched 
3. Data is dispatched for user experience measurement from the app 

for every 30 minutes  
4. the pragmatic quality such as usability-( e.g. performance, issues) 

are calculated in order to find the user experience (UX) 
5. UX quality variables are sent to DCL 2.5 for storage/updating in 

user profile. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent, request by SL 2.5 

Special Requirements: N/A 

Assumptions: Service contract between DCL 2.5 and SL 2.5 is defined 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL2.5-UCS-08 

Use Case Name: Acquire Recommendations for displaying to end user 

Created By: Jamil Husain Last Updated By: Jamil Husain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: End-user 
Secondary: SCL 2.5, DCL 2.5 

Description: This use case collects the recommendations generated by SCL 2.5 and 
displays it on the user interface for the end users. The provided 
recommendations are displayed according to user capabilities, context of 
use, and device characteristics. This information is obtained from the DCL 
2.5. 

Trigger: SCL 2.5 push the recommendations to the App or  end-user send request 
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for recommendations 

Preconditions: End-user subscribes to particular services 

Postconditions: All recommendations are successfully displayed according to user 
capabilities, context, and device characteristics.  

Normal Flow: 1. SCL 2.5 generate the recommendations and provide it to user interface 
2. The SCL 2.5 recommendations are acquired by the SL 2.5 
3. SL investigates the user capabilities, context of use, and device 

characteristics by obtaining from DCL 2.5 
4. The recommendation are displayed in graphical user interface based 

on collected capabilities of user, context and device information. 

Alternative Flows: 2a. In step 2. The SCL 2.5 recommendations are acquired by the SL 2.5 
1. user request for recommendations (pull method)  

 
2b. In step 2. The SCL 2.5 recommendations are acquired by the SL 2.5 

1. SL 2.5  push recommendations to App based on situations  

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever the recommendations are generated by SCL 2.5 [Medium] 

Special Requirements: N/A 

Assumptions: The user profile data and context information should exist in the DCL 2.5 

Notes and Issues: N/A  

Sequence Diagram  
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Use Case ID: SL2.5-UCS-9 

Use Case Name: User capabilities collection 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 18 March 2016 Last Revision Date: 15  April 2016 

Actors: End user, DCL 2.5 

Description: The UI/UX collects the user capabilities information’s by analyzing the  user 
perception such as user visual and color perception 

Trigger: User uses the tools for collection 

Pre-conditions: • Perception collection tools are installed 

Post-conditions: • User perceptual information successfully collected and update 
information in user profile DCL 2.5 
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Normal Flow: 1. User select the tools for color and visual perception and interact 
with it accordingly. 

2. Tools acquire its interaction data in order to find the user 
perceptions 

3. User experience calculate its final value. 
4. Final values are stored in user profile DCL 2.5. 

Alternative Flows:  

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user interact with the system 

Special Requirements:  

Assumptions: Service contract between SL 2.5 and DCL 2.5 is defined 

Notes and Issues: N/A 

Sequence Diagram  

 
 
 

Use Case ID: SL2.5-UCS-10 

Use Case Name: Self-reporting user experience measurement 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 18 March 2016 Last Revision Date: 15  April 2016 

Actors: End user, DCL 2.5 
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Description: The UI/UX shall collect feedback about how users feel about the system 
during or after use by self-reporting method. 

Trigger: End user 

Pre-conditions: • Self-reporting questionnaire already exist 

Post-conditions: • The feedback is successfully collected 

Normal Flow: 1. The end user provide feedback using the questionnaire. 
2. The feedback is sent to user experience in order to evaluate the 

user response. 
3. user experience variables such as usability, pleasure, beauty are 

calculated based on filled questions  
4. The UI/UX update the calculated variables values in user profile by 

sending request to DCL 2.5  

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user interact with the system 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL2.5-UCS-11 

Use Case Name: Map Request to Query 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: Expert 

Description: This use case focuses on mapping the expert request to the query library for 
data store interface. 

Trigger: The request from the expert panel for analytics 

Preconditions: A predefined query library for retrieving the big data 
 

Postconditions: The query is sent to the data store interface and the data is fetched. 
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Normal Flow:  
1. The expert requests the analytics for a specific context. 
2. The parameters of the request is extracted and sent to query manager. 
3. The query manager matches the parameters with the predefined queries 

in the query library. 
4. The Query is selected and tuned according to the duration of the data to 

be extracted.  
 

Alternative Flows: 
 

4a. In step 4 of the normal flow, if there is a more tuning done than the 
query  

1. The query is saved in the library for future calls. 

Exceptions:  N/A 

Includes: N/A 

Frequency of Use: This use case can be used by the domain expert about 5-10 times based on 
the volume of data. [Low] 

Special Requirements: N/A 

Assumptions: For this use case the assumption is a query library. 

Notes and Issues: 1. How many queries are there in the query library? 

Sequence Diagram  
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Use Case ID: SL2.5-UCS-12 

Use Case Name: Transform Data 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: Expert 

Description: The mapping query is transformed to specific model structure for trend 
analysis. 

Trigger: The data store interface initiates the data transformation process 
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Preconditions: The data is sent from the data store interface. 

Postconditions: The transformed data is sent to trend analyzer. 

Normal Flow: 1. The unstructured data from the big data repository is sent to the data 
integration component. 

2. The data is transformed in an object model or a table depending on the 
requirements. 

3. The social network data is than additionally integrated which is retrieved 
through a web service. 

4. The transformed data is then checked for compliance with the model 
template. 

Alternative Flows: 
 

2a. In step 2 of the normal flow, if the data is retrieved from the life log then it 
is sent directly to the integration component. 

Exceptions: If the transformed data does not pass the compliance check, step 2 is started 
again. 

Includes: N/A 

Frequency of Use: This use case is used when the data comes from the big data and requires 
social data integration. [Low] 

Special Requirements: N/A 

Assumptions:  

Notes and Issues: 1. How many models can the data be transformed in? 

Sequence Diagram  

 
 

321



 

 

Use Case ID: SL2.5-UCS-13 

Use Case Name: Classify Data 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: Expert 
 

Description: The transformed data is further classified and clustered to identify and analyze 
trends. 

Trigger: The transformed data is sent for trend analysis. 

Preconditions: The data is structured into a particular model. 

Postconditions: The data is classified into temporal, numerical and textual categories 

Normal Flow: 1. The model is passed for the classification. 
2. Metadata is extracted from the model. 
3. The data is categorized based on the extracted metadata. 
4. The temporal, numerical and textual data is extracted from the 

transformed data. 

Alternative Flows:  

Exceptions: 1. There is no temporal data to be classified. 
2. There is no numerical data to be classified. 
3. There is no textual data to be classified. 

Includes:  

Frequency of Use: This use case is used when the transformed data comes from model 
transformation module. [Low] 

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  
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Use Case ID: SL2.5-UCS-14 

Use Case Name: Analyze Data 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: Expert 

Description: The classified data is analyzed through association and clustering techniques 
for visualization and analytics. 

Trigger: The classified data is passed to association clustering for finding analytics and 
trends. 

Preconditions: The numerical, temporal and textual data is classified separately so that 
association could be applied. 

Postconditions: The association is done with the data for analytics and data to be plotted is 
sent for visualization. 

Normal Flow: 1. The data classifier passes the data for association clustering. 
2. The temporal and numerical data is analyzed for clustering. 
3. The data is clustered into a group for graph plotting. 
4. The textual data is associated with each other to create analytics based 

on the textual attribute and their corresponding facts. 

323



 

Alternative Flows:  

Exceptions: 1. Clustering could not be done due to multiple outliers. 

Includes:  

Frequency of Use: This use case is used when the classified data is sent for grouping and 
association. [Low] 

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  

 
 
 

Use Case ID: SL2.5-UCS-15 

Use Case Name: Display Analytics 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 15  April 2016 

Actors: Primary: Expert 

Description: The grouped data and relevant analytics is passed to visualization enabler so 
that the graphs are plotted and displayed. 

Trigger: The trend analyzer sends the data for graph visualization and plotting. 
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Preconditions: The data is sent to visualization enabler distinguishable by their attributes and 
association. 

Postconditions: The analytics and relevant visualization is sent to the user interface. 

Normal Flow: 1. The data is categorized according to the graph templates for visualization.  
2. The scales are defined for the grouped data to be plotted on the 

coordinates. 
3. The association text and the relevant facts about the data is also attached 

to the graph as analytics. 

Alternative Flows:  

Exceptions:  

Includes:  

Frequency of Use: This use case is used when the grouped data is sent for display in graph and 
analytics form. [Low] 

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  
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Use Case ID: SL2.5-UCS-16 

Use Case Name: Get Personalized SNS 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 18 March 2016 Last Revision Date: 15  April 2016 

Actors: Primary: Expert 

Description: The SNS trends are given to service curation layer (SCL) from tapacross. 

Trigger: SCL intiates the process by sending keywords to analytics module. 

Preconditions: SCL sends keywords to supporting layer 

Postconditions: The SNS trends of keywords are sent back to SCL 

Normal Flow: 1. The descriptive analytics module receives keywords from SCL. 
2. The keywords are appended in the webservice to get the trends from 

tapacross. 
3. Tapacross sends the trends of the keywords in terms of frequency. 
4. The trends and keywords are transformed into the JSON format agreed 

with SCL. 
5. The json is forwarded to the SCL 

Alternative Flows: 
 

3a. There is no trend sent or the trends are not relevant. In that case no trends 
will be sent to SCL. 

Exceptions: If the transformed data does not pass the compliance check, step 4 is started 
again. 

Includes: N/A 

Frequency of Use: This use case is used when the recommendation requires personalized SNS. 
[High] 

Special Requirements: N/A 

Assumptions:  

Notes and Issues:  
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Sequence Diagram 

 

 

 
Use Case ID: SL2.5-UCS-17 

Use Case Name: Inference attack detection 

Created By: Mahmood Ahmad Last Updated By: Mahmood Ahmad 

Date Created: 14 July 2015 Last Revision Date: 23  April 2016 

Actors: Primary: End-user 
Secondary: SCL 2.5 

Description: This use case is used for detecting the inference attack. A user (malicious 
user) in possession of valid credentials (compromised credentials) logs into 
the system and tries to learn the information which is unauthorized. The 
queries of users are logged and if found suspicious with intention to 
discover the identity or information of unauthorized resource, a decoy 
information is sent in return. A legitimate user receiving the decoy 
information in that case will be prompted for challenge question to release 
the normal reply of the application.   

Trigger: End user  

Preconditions: User is in possession of login credentials 

Postconditions: Susceptibility of Inference attack is prepared with decoy information.  

Normal Flow: 1. The user interacts with the application and inquires information  
2. The inquiring queries and respective response are logged through SCL 
3. The inference detector using the logged information estimates the 

likelihood of inference attack 
4. Disclosure of unauthorized information or discovery of unauthorized 

individual identity, the response is coupled with decoy information  

sd Details Component

SCL 2.5 SNS Connector Tapacross

SNStrends(keywords)

setDate(lastweek)

keywordmapping()

setmedia(twitter)

SNSservice(media, keywordid, date, accesskey)

returnJson(snsJson)

parsekeywords(json)

parsetrends(json)

sendSNStrends()
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Alternative Flows: NA 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When compromised credentials are used 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A  

Sequence Diagram  

 

 

 

sd InferenceAttack

EndUser

SL DecoyInformationLogger inferenceDetectionSCL

query(selection parameters)

query()

recordQuery()

fetchRequest(query)

recordResponse()

fwdResponse()

submitReqResp()

legitmateResponse()

inferenceDetection()

fetchDecoyInfo()

receiveDecoyInfo()

deliverDecoyInfo()

deocyInfo()
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Use Case ID: SL2.5-UCS-18 

Use Case Name: Recommendation Integrity Check 

Created By: Mahmood Ahmad Last Updated By: Mahmood Ahmad 

Date Created: 14 July 2015 Last Revision Date: 23  April 2016 

Actors: Primary: End-user 
Secondary: DCL 2.5 

Description: The actor role which is shown as user and expert receives and generates 
the recommendations respectively.  The message digest of these 
recommendations is encrypted under the public key of mining minds and is 
stored into the DCL. The last saved recommendations in DCL are fetched 
into the SL and compared with their digest values. In case of mismatch 
appropriate message is delivered to the user and to the expert.  
1: Notification to the end user- Discard the last received recommendations 
and wait for the new ones 
2: Notification to the expert – Reset the password and generate new 
recommendations  

Trigger: End user  

Preconditions: A malicious user has modified the recommendations before it is delivered to 
the end user 

Postconditions: Notification of recommendation regeneration  to the expert 

Normal Flow: 1. The expert generates the recommendation and send to the end user 
and also send its digest to the application 

2. Assuming the malicious user (man in the middle), acquires the 
recommendations and modifies it 

3. User receives the modified recommendations and send the 
recommendation digest to the application  

4. SL compares the message digest and notifies the user and expert with 
appropriate notifications  

Alternative Flows: NA 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When recommendations are modified before delivery to the end user 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A  
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Sequence Diagram  

 
 

 
 
 

sd RecommIntegrity

End user / Expert

SL DCL

recommendation(userRole)

recomDigest(recommendation,pk)

sendDigest(recomm1,recom2)

compareDigest()

notifyUser(message)
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/MM Ver. 1.5 (Release Apr 2015) 6

1. Input Data : Sensors (Smartphone-based Accelerometer & GPS, 

and Wearable device)

2. Services : 

1. Calories-based Physical Activity recognition

(15 Activities Identified)

2. Educational Facts

3. Healthy Habits Induction

3. Business : B2C

4. Technical Contributions:

1. Curation

i. DCL : Big data and Life-log Representation & Mapping

ii. KCL : Rule-authoring

iii. SCL : Generalized and Personalized Recommendations

2. Security and Privacy

i. Access model for domain experts

ii. Data integrity check during communication

3. UI

• Expert View

4. Analytics
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/MM Ver. 1.5 (Release Apr 2015) 7

Limitations

1. Object Oriented and Relational life-log models

2. Big data is only used for persistence

3. Lack of High-level context determination

4. Only static rules as knowledge

5. Anonymized Access
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/MM Ver. 1.5 (Release Apr 2015) to Ver. 2.0 8
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/MM Ver. 2.0 (Release Dec 2015) 9

1. Input Data : Sensors (Smartphone-based Accelerometer & GPS, 

Wearable device) + Kinect-based Video + SNS 

2. Services : 

1. Physical Activity recognition

2. Educational Facts

3. Healthy Habits Induction

3. Business : B2B, B2C

4. Technical Contributions:

1. Curation

i. DCL : Life-log Monitoring

ii. ICL : Context  and Fusioning

iii. KCL : Executable Knowledge, Wellness model

iv. SCL : Service Orchestration, Recommendation Builder

2. Cloud Synchronization and Intermediate Data Generation

3. Descriptive Analytics

4. User Experience (UX)

/MM Ver. 2.0 (Dec 2015) to Ver. 2.5 (April 2016) 10
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/MM Ver. 2.5 (Release Apr 2016) 11

1. Input Data : Sensors (Smartphone-based Accelerometer & GPS, 

Wearable device) + Kinect-based Video + SNS

2. Services : 

1. Physical Activity recognition

2. Educational Facts

3. Healthy Habits Induction

4. Nutrition-based Execution scenarios

3. Business : B2B, B2C

4. Technical Contributions:

1. Curation

i. DCL : Life-log Monitoring

ii. ICL : Context  and Fusioning

iii. KCL : Executable Knowledge, Wellness model

iv. SCL : Service Orchestration, Recommendation Builder

2. Cloud Synchronization and Intermediate Data Generation

3. Descriptive Analytics

4. User Experience (UX)

Data Curation Layer 
(DCL 2.0) 
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/DCL 2.5 Responsibilities

1. Acquisition of raw sensory, environmental variables and depth video camera data in real time (3 sec)

2. Synchronization of heterogeneous data from multiple data sources for Context determination

3. Curation of Context data to user life-log

4. Recording of user daily activities as user life-log with CRUD Operations

5. Curation of Context, raw sensory, environmental variables and depth video camera data in a large-

scale non-volatile persistence (Big Data) with CRUD operations

6. Monitoring of Life-log data for static and dynamic situations

7. High Performance inter-layer and intra-layer communication

13

/DCL V2.5 Architecture 14
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/1. Data Acquisition and Synchronization Overview

• Role

• Acquisition of raw sensory and video data at 

real time from data sources

• Synchronization of heterogeneous data

• Real-time communication between DCL and 

DCL-ICL components

15

• How is it different from Ver. 1.5 & Ver. 2.0 ?

• More scalable and Concurrent with state-of-the-art Non-blocking Communication IO

• Substantially less communication overhead with improved resource consumption

• Data Synchronization and Buffer for heterogeneous data streams (audio, video, activities 

data, environmental variables)

/2. Life-log Monitoring (LLM) Overview

• Role

• Monitoring of user life-log for situations to 

respond

• Hosting and execution of static situations

• Incorporation and execution of dynamic 

situations

16

• How is it different from Ver. 1.5 & Ver. 2.0 ?

• Agile Static Situation: Static situations are not hard-coded, they are represented, hosted 

and executed

• Dynamic Situations can now be incorporated in the LLM Execution

• Nutrition-based situations can now be monitored

Life-log

Activity

Time	based

Sitting
Standing
Dancing
Lying

Riding	Elevator
Riding	Escalator

Quantity	based

Eating
Climbing	Stairs
Descending	

Stairs
Sweeping

Hybrid

Cycling
Walking
Hiking
Jogging

Location

GYM
Home
Mall
Office

Restaurant
Transport

Yard

Emotion

Anger
Boredom
Disgust
Fear

Happiness
Sadness
Surprise

MMV	2.0

• What	actions	can	
we	take	now	to	
prevent	a	negative	
episode?

• What	is	the	best	
combination	of	
services	for	this	
individual?

• Who	is	at	risk?

• Who	needs	to	be	
informed?

• What	negative	
health	trends	are	
likely	to	develop	in	
our	communities?

Predictive Monitor

PreventivePersonalized
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/3. Life-log Representation and Mapping Overview 17

• How is it different from Ver. 1.5 & Ver. 2.0 ?

• “Models and constructs from Ver. 1.5 are re-used”

• More objects and properties at Object-to-Relational Mapping (ORM) and Life-log 

database (Data Level)

• Data Curation Restful Service handles larger set of queries

Bridge	Design	Pattern

Org.uclab.mm.dataModel.dc

Org.uclab.mm.dataModel.dc.dataAdapter

Org.uclab.mm.dataModel.ic

Org.uclab.mm.dataModel.ic.dataAdapter

Org.uclab.mm.dataModel.SC

Org.uclab.mm.dataModel.SC.dataAdapter

Org.uclab.mm.dataModel.Sl

Org.uclab.mm.dataModel.Sl.dataAdapter

Org.uclab.mm.dataModel.llm

Org.uclab.mm.dataModel.llm.dataAdapter

• Role

• Curation and persistence of user context in 

the form of user daily life routines as life-log

• CRUD operations to user life-log data via 

Restful service

/4. Big Data Storage 18

• How is it different from Ver. 1.5 & Ver. 2.0 ?

• Read access to Big data is now enabled

• Life-log data can now be synchronized with big data storage

• Role

• Non-Volatile storage of data from heterogeneous 

sources with CRUDS operations.

• Allow active and passive data read operations
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M. Bilal Amin

&

Taqdir Ali

Distributed 
Databases

/Mining Minds Distributed Database Terminologies 20

• Terminologies

• Life-log Data

• Intermediate Data

• Raw Sensory Data

• Big Data

• Personalized Big Data
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/Mining Minds Personalized Big Data Deployment 21

Intermediate Data

+ +

User Profile Life-log
Life-log

Monitoring

Relational 
Database

(SQL Server)

Big Data 
Store

(Hadoop)

Personalized Big Data

Technology

Technology

Physical Location

Physical Location

Service Provider

Service Provider

}

}+

RAW Sensory 3D Video

Big Data

Life-log (historic)

+

/Mining Minds Distributed Database stacks 22

Intermediate 
Database

Data Curation Layer

Information Curation Layer

Knowledge Curation Layer

Service Curation Layer

Su
p

p
o

rt
in

g 
La

ye
r

HDFS

High Level Context 
Ontology

Knowledge BaseRule Index

Heuristics

A
d

ap
ti

ve
 R

u
le

s

• Each Layer defines its own 

abstraction on data

• Native abstraction is fully 

encapsulated

• Abstractions are shared if 

necessary via web services based 

on pre-defined service contracts

• Abstraction on data is 

irrespective of core 

functionalities of other layers 
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/Distributed Database Stacks and Layer Communication 23

Intermediate 
Database

Data Curation Layer
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High Level Context 
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Recognized Context and 
Activities

Raw Sensory Data

Lifelog (Data Driven)

Lifelog (Data Driven)

Lifelog and Profile

Knowledge Base Rules

Rules Index

Lifelog and Profile

Situation Index

Recommendation

/Distributed Databases

• Cons

• Each layer manages its own data store

• High Level Context:ICL and Life-log 

Data:DCL may have replication

24

• Pros

• Data abstractions reduces the overall 

coupling between the Layers

• Each layer is responsible for its own 

persistence encouraging encapsulation

• Evolution of context ontology is 

independent of Life-log data

• Reduced Communication between ICL 

and DCL

343



M. Bilal Amin
Data Acquisition and 

Communication

/Introduction

• Acquisition of heterogeneous data from Multi-
modal data sources in Real-time is a must for 
data curation layer

• This acquisition of data must be dynamic, 
parallel and of high performance to support 
the influx of multimodal data at real-time

• For reliable acquisition of data at real-time, 
optimal resource utilization at the layer needs 
to be implemented such that the performance 
lag is bare minimum with low packet loss

26
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/Motivations

• Sensory data is generated after every 3 seconds from data sources

• Real-time data acquisition 

• MMV 2.5 is using data from multiple data sources for context determination

• Data needs to be synchronized prior to context determination

• Context determination is non-real-time process

• Regulation and pipelining of ICL data preparation

• DCL 2.5 is a distributed layer with parallel execution

• Optimal resource utilization with no communication bottlenecks

27

/High-level Architecture 28
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/Execution Workflow 29
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Asynchronous Non-Blocking communication

/
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Execution Workflow 30

• Sensory Data from smartphone received asynchronously after every 3 seconds 

• Video frame data from Kinect will be received via laptop after every 3 seconds
1

346



/
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<< purge command >>

Execution Workflow 31

• Sensory data buffer for smartphone-based sensory data

• Video data buffer for for Kinect-based video frames data

• Buffers are synchronized by time-stamp and user id

2
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Execution Workflow 32

• Data synchronized by time-stamp is moved to ICL buffer

• Data items are purged from Sensory and Video Data buffers
3
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Execution Workflow 33

• ICL Data buffer instance is converted into ICL message

• A write thread send the message for context determination
4
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Execution Workflow 34

• In parallel, ICL data buffer instance is converted into big data storage message.

• A write thread sends the message to Big data storage server.
5
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Execution Workflow 35

• With change in context, Read thread will receive the new context from ICL

• Context is mapped to life-log object model for life-log persistence
6

/DCLv2.5 Use cases

Use case ID Use Case Description

DCL2.5-SUC-01 Receive sensory and environmental data from data source

DCL2.5-SUC-02 Receive video data stream from data source

DCL2.5-SUC-03 Synchronize heterogeneous user data 

DCL2.5-SUC-04 Send data for context determination 

DCL2.5-SUC-05 Receive context data 

DCL2.5-SUC-15 Persist sensory data in non-volatile storage

36
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DCL2-SUC-01 Receive sensory and environmental data from data source
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DCL2-SUC-02 Receive video data stream from data source
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DCL2-SUC-03 Synchronize heterogeneous user data 
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DCL2-SUC-04 Send data for context determination 
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DCL2-SUC-05 Receive context data 
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DCL2-SUC-15 Persist sensory data in non-volatile storage
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/Implementation Details

• Actionable Items
1. Application to DCL Real-time Communication

2. Regulation of Data Influx from DCL to ICL for Context Determination

3. DCL to ICL Communication

4. Non-volatile Data Persistence

43

/1. Application to DCL Real-time Communication 44

Requirements

1. Non-Blocking Async Recv.

2. Real-time Communication

3. Scalable

Candidate Solutions

I. Web services (HTTP)  

REQUEST REQUEST REQUEST

REQUEST REQUEST

SERVER CREATES NEW THREAD
FROM LIMITED POOL

OR WAITS FOR 
AVAILABLE THREAD

Thread PROCESSING Thread WAITING

Properties

1. Built for Web Applications

2. No Real-time Support

3. Less scalable

⭕
×
×
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/1. Application to DCL Real-time Communication 45

Requirements

1. Non-Blocking Async Recv.

2. Real-time Communication

3. Scalable

Candidate Solutions

II. Socket-based Communication (TCP)

Properties

1. Built for peer-to-peer Network 

Applications

2. Support for Real-time Communication

3. Blocking IO

4. Less scalable

×
✔
×

REQUEST REQUEST REQUEST

REQUEST REQUEST

SERVER SOCKET CREATES NEW 
THREAD FROM LIMITED POOL

OR WAITS FOR 
AVAILABLE THREAD

Thread PROCESSING Thread WAITING

/1. Application to DCL Real-time Communication 46

Requirements

1. Non-Blocking Async Recv.

2. Real-time Communication

3. Scalable

Candidate Solutions

III. Node.js

Properties

1. Built for Network Applications

2. Support for Real-time Communication

3. Non-Blocking IO

4. Highly scalable by event-based 

callback

✔
✔
✔

REQUEST REQUEST REQUEST

HANDLES EVENT-BASED
CALLBACK ON SINGLE THREAD

Thread
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/1. Application to DCL Real-time Communication 47

Node.js

node.js
Server

POSIX 
Async

ThreadsE
v
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n
t

L
o
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p

S
in
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le

T
h
re

a
d

D
e
le

g
a
te

REQUEST

REQUEST

REQUESTS

REQUESTS

N
o
n
-B

lo
c
k
in

g
W

ri
te

Data Buffer

1. Built for Network 

Applications

2. Support for Real-time 

Communication

3. Non-Blocking IO

4. Highly scalable by event-

based callback

Azure!
App!
Services!

/2. Regulation of Data Influx from DCL to ICL 48

Requirements

1. Heterogeneous Data Synchronization

2. Avoid Data-funneling (bottleneck)

Candidate Solution

I. Data Buffering and Synchronization Pipeline✔
✔
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/3. DCL to ICL Communication 49

Requirements

1. Non-Blocking Communication

2. Reduced Communication 

Overhead

Candidate Solutions

I. Web services (HTTP)  

Limitations

1. Slow

2. Large Communication 

Overhead

⭕
×

/3. DCL to ICL Communication 50

Requirements

1. Non-Blocking Communication

2. Reduced Communication 

Overhead

Candidate Solutions

II. Java sockets (Request-Response)  

Limitations

1. Blocking IO

2. Large Communication 

Overhead

×
×
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/3. DCL to ICL Communication 51

Requirements

1. Non-Blocking Communication

2. Reduced Communication 

Overhead

Candidate Solutions

III. Java sockets (Non-Blocking)  ✔
✔

/4. Actionable Item : Non-volatile Data Persistence 52

Requirements

1. Non-Blocking Communication

Candidate Solutions

I. Java sockets (Non-Blocking)  ✔
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/Contributions

• Acquisition of Heterogeneous data at real-time

• Synchronization of Heterogeneous data per user and timestamp

• Buffered pipe-lining of data to ICL for context determination to avoid ICL data stress

• Non-blocking IO to avoid Communication bottlenecks

53

Bilal Ali
Life-log Monitoring 

(LLM)
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/Introduction

Life-log persistently record and archive some informational dimension of user's
(user life-log) life experience in a particular data category.

55

https://en.wikipedia.org/wiki/DARPA_LifeLog

User’s Life Experience Life-log

/Introduction

Life-log monitoring is to trace the 'threads' of an individual's life in terms 
of events to observe a situation over time.

56

https://en.wikipedia.org/wiki/DARPA_LifeLog

User’s Life Experience Life-log Life-log Monitoring
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/Taxonomy of Life-log Events 57

Life-log

Activity

Time based

Sitting
Standing
Dancing

Lying
Riding Elevator
Riding Escalator

Quantity based

Eating
Climbing Stairs

DescendingStairs
Sweeping

Hybrid

Cycling
Walking
Hiking

Jogging

Location

GYM
Home
Mall

Office
Restaurant
Transport

Yard

Emotion

Anger
Boredom
Disgust

Fear
Happiness

Sadness
Surprise

MMV 2.5

/

Intermediate

database

Life-log Monitoring - Concept 58

Life-log Monitor

Knowledge Curation 
Layer

Service Curation 
Layer

Configuration: Monitoring Events & Constraints

Notify:
Alarming User
Situation

Life-log

1

2

4

3

Filtering Log:
Monitoring Events 
& Constraints

Filtered Events:
Satisfied User
Events 
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/Why Life-log Monitoring in Mining Minds

• Recognize the event from stream of life-log
• Identification of target events for efficient monitoring

• Detect the alarming condition from stream of life-log to notify
• When a user crossing the threshold of an activity which is abnormal

• Dynamically evolve to monitor events
• To accommodate when, who and which for efficient and effective actions

• When: Time

• Who: User

• Which : Activity

59

/Motivations 60

Evaluate the 
alarming condition in 

real time and 
generate alarm for 

producing 
recommendation.

Dynamically
accommodate the 

critical situation on the 
basis of expert’s 

opinion.

Monitor the Life-log 
in terms of attractive 
attributes to highlight 

the atypical
conditions.

1

2

3
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/

Methods

Challenges, Solutions, and Methods 61

Real-time Situation 
Detection

Identification of current activities 
form life-log to generate the alarm 

notification.

Active log
Monitoring

Dynamic Situation
Implementation of experts opinion 

for the identification of rules 
related to situation.

Constraints 
Configuration

SolutionChallengesMotivation

Life-log Monitoring 
Variables

Selection of Targeted contributing 
attributes

Monitoring 
Configuration

Trigger base log management to maintain current 
running activities for monitoring process after a fixed 

interval of time.

Evaluation of quantified personal life to identify 
alarming situation on the basis of experts’ decided 

rule.

Querying target variables based data from Life-log 
data , preprocess to transform for selecting essential 

attributes. 

/Related Work

Study Domain Service Methodology Techniques

(Zini 2015)
Life-logs Aggregation for 
Quality of Life Monitoring

Health Care Reporting of patient log

An architecture for the acquisition 
of life-logs, their fusion, and their 
storage. A prototype GUI to 
generate report on quality of life 
indicators

Aggregation of Log

(Kwon 2014)
Lifelog Agent for Human 
Activity Pattern Analysis on 
Health Avatar Platform

Health Care
Analyze human activity pattern by using 
lifelog agent cooperating with the Health 

Avatar platform.

Using the lifelog measured by 
accelerometer and gyroscope in a 
smartphone at a 50 Hz rate.

Hourly summarization

(Yang 2015)
Life Record:A smartphone 
based daily Activity 
Monitoring System

Wellness
Summarize report  of daily activities

Two layered architecture to 
identify the daily activities and 
provide visualization on smart 
phone

Daily summarization, 
Classification of 

activities.

(Rabbi 2015)
Automated Personalized 
Feedback for Physical Activity 
and Dietary Behavior Change 
With Mobile Phones

Wellness Imitated Feedback and suggestion
Automatic and manual logging to 
track physical activity

Decision-making 
algorithm, called multi-

armed bandit (MAB)

62
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/Limitations of Exiting Work

• Life-log is  only used for identification of activities.

• Limited reporting on user demand of recorded activities , hourly and daily 
basis.

• Small set of activities are accommodated. 

• Manual entries of activities for logging. 

63

/

Data Curation Layer

64

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Life-log Monitor – High Level Architecture

Event Classifier

Life-log Data 
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/Use Case Model- Implementation 65

Use Case Description

DCL2-SUC-01 Monitor Event Configuration for target 
Variables 

DCL2-SUC-02 Constraints Configuration

DCL2-SUC-03 Situation Event Detection

 uc Use Case Model

SCL2

KCL2

Constraints 

Configuration

Monitor Configuration 

for target Variables  

Situation Ev ent 

Detection

/

Data Curation Layer

66

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Life-log Monitor - Architecture

Event Classifier

Life-log Data 

Situation Event
Detection

Constraints 
Configuration

Monitor Event 
Configuration
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/ 67DCL2-SUC-10: Monitor Configuration for target Variables 

Use-case (DCL2-UCS-10): Monitor  Configuration for target 
variables.

• Description

• Configure the Life-log monitor for the screening of the target 
variable from Life-log data

• Input

• Target variable in common configuration format

• Process

• KCL 2 will share the target variables in common configured format 
created by expert.

• Evaluation and parsing of common configuration format into 
components.

• Events’ components are classified into constraints and monitoring 
events. 

• Life-log monitor event  is configured on the basis of the shared 
target variable.

• Output

• Target variable based monitor event configuration.

Methodology Description

/

Data Curation Layer

68

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

DCL2-SUC-10: Monitor Configuration for target Variables 

Event Classifier

Life-log Data 

@Post: Input

{
"SituationEvents":[
{
"SitauationEventID":3,
"SitauationEventStatus":"new",
"SitauationEventDetails":

{ 
"Activity":"Sitting",
"Duration":180,
"Age":"Adult",
"Gender":"Male"

}
}

]
}

RESTful Web Services

@Post: Input

{3, “New”, “Sitting”, 180,  “Duration”}

Map-Id Activity Value Type 

1 Sitting 60 Duration 

2 Standing 120 Duration 

3 Sitting 180 Duration

Monitor Events

12

4a

3a

365



/ 69DCL2-SUC-11: Constraints Configuration

• DCL2-SUC-11: Constraints Configuration

• Description

• Situation is determined by experts and is communicated to DCL 2 
for monitoring the Life-log against constraints.

• Input

• Classified constraints of a event 

• Process

• KCL 2 will share the target variables in common configured format 
created by expert.

• Evaluation and parsing of common configuration format into 
components.

• Events’ components are classified into constraints and monitoring 
events. 

• Parsed constraints are updated in persistent storage as per 
categories.

• Output

• Monitor events based configured constraints.

Methodology Description

/

Data Curation Layer

70

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

DCL2-SUC-11: Constraints Configuration

Event Classifier

Life-log Data 

@Post: Input

{
"SituationEvents":[
{
"SitauationEventID":3,
"SitauationEventStatus":"new",
"SitauationEventDetails":

{ 
"Activity":"Sitting",
"Duration":180,
"Age":"Adult",
"Gender":"Male"

}
}

]
}

RESTful Web Services

@Post: Input

S-Id Key Value Map-Id 

1 Age Adult 3 

2 Gender Male 3

Constraints 
{3, “new”, “Age”, “Adult",  “Gender”, “Male” }

Implementation

123b

4b
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/DCL2-SUC-12: Situation Detection

Persist Current 
Active Log

Filter 
Monitoring 

Attribute

Verifies 
Situation 
Attributes

Manipulate 
Status for 

Monitoring

Evaluate 
Activity for 
Threshold

71
Step-1 | Step-2 | Step-3 | Step-4 | Step-5

1 2 3 4 5

/ 72DCL2-SUC-12: Situation Detection

• Description

• Identification of the existence of a condition in user activities to highlight 
the alarming situation as per experts’ understanding.

• Input

• Activity of a user, when started.

• Process

• ICL 2 recognizes activity and sends to Life-log.

• Life-log monitor trigger identify the target activity.

• Retrieve associated situation with the activity.

• Continuous access that activity log.

• Aggregate the interval/duration of activity.

• Remove the irregularity in activity as per situation.

• Evaluate the duration of activity against the situation.

• If situation condition meets then send message to SCL 2 to inform 
about the occurrence of a situation along with user information.

• If situation condition does not occur, don’t send message to SCL 2.

• Output

• Alarming situation of a particular user.

Methodology Description
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/

Data Curation Layer

73

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

User_ID Activity Starttime Duration Map_
ID

Status

100 Sitting 4:00:00 60 1 CM

101 Standing 4:00:01 120 2 CM

Active Lifelog

User_ID Activity Starttime Duration Map_
ID

Status

100 Sitting 4:00:00 60 1 CM

101 Standing 4:00:01 120 2 CM

Active Lifelog BeforeAfter

{100, “Sitting”, “4:00:09”}

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

DCL2-SUC-12: Situation Detection (1/5)

1

1

Avoid  duplication of
Activities, ignore all 
the reoccurring
activities with 
respect to user. 

/

Data Curation Layer

74

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

1 2

{104,”Standing”,”4:01:09”} {”Standing”,Map_ID: ?, Duration:?}

Map-Id Activity Value Type 

1 Sitting 60 Duration 

2 Standing 120 Duration 

3 Sitting 180 Duration

Monitor Events

3

{”Standing”,Map_ID: 2, Duration: 120}

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

DCL2-SUC-12: Situation Detection (2/5)

Check for the 
availability for the 
monitoring attributes
against the activity 
registered . 
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/

Data Curation Layer

75

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

DCL2-SUC-12: Situation Detection (3/5)

Event Classifier

Life-log Data 

4

{104, 2}

5

{ Age=“Adult”, Gender=“Male”}

6 { 104,Age=“Adult”, Gender=“Male”}

S-Id Key Value Map-Id 

1 Age Adult 3 

2 Gender Male 3

3 Age Adult 2

4 Gender Male 2

Constraints 

U-id Name Age Gender

100 Qasim adult Male 

101 Ahmad child Male

104 Bilal Adult Male

105 Zim Adult Female

User Profiles

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

Verifies all the
constraints of events 
related to monitoring
attributes against
the user. 

/

Data Curation Layer

76

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

DCL2-SUC-12: Situation Detection (4/5)

User_ID Activity Starttime Duration Map_Id Status

100 Sitting 4:00:00 60 1 CM

101 Standing 4:00:01 120 2 CM

104 Standing 4:01:09 120 2 CM

Active Lifelog

7

{ 104, “Standing”, 4:01:09, 120, 2, CM}

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

Populate the active
life-log after 
filtering the 
monitoring attribute
and verifies the
constraints of events.

U-id Name Age Gender

100 Qasim adult Male 

101 Ahmad child Male

104 Bilal Adult Male

105 Zim Adult Female

User Profiles

S-Id Key Value Map-Id 

1 Age Adult 3 

2 Gender Male 3

3 Age Adult 2

4 Gender Male 2

Constraints 

Map-Id Activity Value Type 

1 Sitting 60 Duration 

2 Standing 120 Duration 

3 Sitting 180 Duration

Monitor Events

12

1

2

2
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/

Data Curation Layer

77

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Situation Event Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

DCL2-SUC-12: Situation Detection (5/5)

8

{Time base evaluation : Duration-(currenttime-starttime)=0 -> Notify

User_ID Activity Starttime Duration M_ID Status

100 Sitting 4:00:00 60 1 NM

101 Standing 4:00:01 120 2 CM

104 Standing 4:01:09 120 2 CM

Active Lifelog

current time=5:01:00

Service Curation 
Layer 

Service 
Orchestrator

@Post: Output

{
"EventsAlert":

[
{

"User_ID":100,
"Activity":"Sitting",
“Duration“:60

}
]

}

@Post: Output

RESTful Web Services

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

Evaluate and filter 
all the users whose
activities achieve the
threshold value. 

9 10

/ 78DCL2-SUC-12: Situation Detection (Conflicting)

Monitor Event Configurator

Multi Event Resolver

User_ID Activity Starttime Duration M_ID Status

100 Sitting 4:00:00 60 1 NM

101 Standing 4:00:01 120 2 CM

104 Standing 4:01:09 120 2 CM

106 Sitting 5:00:33 60 1 CM

Map-Id Activity Value Type 

1 Sitting 60 Duration 

2 Standing 120 Duration 

3 Sitting 180 Duration

Monitor Events

{106,”Sitting”, “5:00:33”}

Active Lifelog

If #activity > 1 
then 
Activity = Activity with min value – Last Notified

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

Life-log Data 
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/

Data Curation Layer

79

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

1 2

{104, “Eating”, “Cholesterol”} {”Eating”,Map_ID: ?,Nutrition:?}

Map-Id Activity Value Type 

1 Sitting 60 Duration 

2 Eating Cholesterol Nutrition 

3 Sitting 180 Duration

Monitor Events

3

{”Eatingng”,Map_ID: 2, Nutrition:Cholesterol }

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

DCL2-SUC-12: Situation Detection (2/5) Nutrition

Check for the 
availability for the 
monitoring attributes
against the activity 
registered . 

/

Data Curation Layer

80

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

DCL2-SUC-12: Situation Detection (3/5) Nutrition

Event Classifier

Life-log Data 

4

{104, 2}

5

{ Age=“Adult”, Weight=“Over”}

6 { 104,Age=“Adult”, Weight=“Over”}

S-Id Key Value Map-Id 

1 Age Adult 3 

2 Gender Male 3

3 Age Adult 2

4 Weight Over 2

Constraints 

U-id Name Age Gender Weight

100 Qasim adult Male Normal

101 Ahmad child Male Under

104 Bilal Adult Male Over

105 Zim Adult Female

User Profiles

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

Verifies all the
constraints of events 
related to monitoring
attributes against
the user. 
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/

Data Curation Layer

81

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

DCL2-SUC-12: Situation Detection (4/5) Nutrition

User_ID Activity Mealtime Nutrition Map_Id Status

104 Eating 1:01:09 Cholesterol 2 NM

Active Lifelog

7

{ 104, “Eating”, 1:01:09, Choleterol, 2, CM}

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

Populate the active
life-log after 
filtering the 
monitoring attribute
and verifies the
constraints of events.

U-id Name Age Gender Weight

100 Qasim adult Male Normal

101 Ahmad child Male under

104 Bilal Adult Male over

User Profiles

S-Id Key Value Map-Id 

1 Age Adult 3 

2 Gender Male 3

3 Age Adult 2

4 Weight Over 2

Constraints 

Map-Id Activity Value Type 

1 Sitting 60 Duration 

2 Eating Cholesterol Nutrition 

3 Sitting 180 Duration

Monitor Events

12

1

2

2

/

Data Curation Layer

82

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Situation Event Manager

User Situation Verifier

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

DCL2-SUC-12: Situation Detection (5/5) Nutrition

8

High cholesterol 
meal for over-
weight person is 
dangerous

Service Curation 
Layer 

Service 
Orchestrator

@Post: Output

{
"EventsAlert":

[
{

"User_ID":104,
"Activity":“Eating",
“Nutrition”: “Cholesterol”

}
]

}

@Post: Output

RESTful Web Services

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

Notify the 
unhealthy nutrition  
to all the users who
take unhealthy 
diet.

9

User_ID Activity Mealtime Nutrition Map_Id Status

104 Eating 1:01:09 Cholesterol 2 NM

Active Lifelog
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/

Data Curation Layer

83

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Life-log Monitor – Over All Flow MMV 2.5

Event Classifier

Life-log Data 

/

• Language
• Java

• Database:
• MS SQL Server

• IDEs:
• NetBeans

84Selected Tools and Techniques
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/Contribution

• Monitoring of Life-log for occurrence of alarming situation in personal life in real 
time manner. 

• Accommodate dynamically  constraints of  events on the recommendation of 
experts. 

• Configuration of Life-log monitor with  contributing factors / target variables.

85

Taqdir Ali
Life-log Representation and 

Mapping
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/Introduction

• Representation of Lifelog: Daily Activities, Goals, Recommendations and 
feedback have Continuous Semantics.

87

Heterogeneous 
Data

Stream Data Processing

Activities

Goals

TDB RDB

Total 9 representation models in 
literature

/Related Work 88

Graphical Representation
[1], [2]

Features

Limitations

 Diagrammatic Representation at design time
 Focus on issues of formality and generality 
 Cover diversity, quality and complex 

relationships

 Needs to translate into usable format
 Limitation of privacy and distribution of data 

Logic Based Representation 

[3]

Features

Limitations

 Adding data as facts and using expressions 
or rules

 Sensed data represent in First Order 
Predicate Logic 

 Also represent the meta-propositional 
properties

 Model does not support design and 
documentation of design process

 The sensed data cannot be used by software 
tool 

Ontological Representation      

[4], [5], [6], [7], [16], [17]

Features

Limitations

 Ontology based models for data 
representation

 Focus on interoperability and uniform 
format of data

 Store two types of knowledge, Domain and 
generic knowledge

 Ontological model using case-based 
reasoning

 Feedback system for verification and 
falsification

 Face challenges of abductive reasoning
 No logical reasoning on different hypothesis
 Facing challenges to exploring temporal and 

spatial inferences
 No scalability in design model
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/Related Work 89

Tuple-Based Representation

[8], [9]
Hierarchical Representation 

[10]

Domain-Focused Representation

[11]

Features

Limitations

Features

Limitations

Features

Limitations

 Using key-value pair storage system
 Contains number of attributes and 

corresponding values as a single record 
 System gave special emphasis to group 

activity and data access rights
 Data stores as tuple

{ID, Subject, State, Time, Lag, Interval}

 Limitation of capturing variety of data
 No Consistency checking
 No reasoning support

 Represent data in structure like tree
 Enhance the efficiency of searching data
 Stores data of Identity, Location, Status and 

Time

 Static data model for storing specific type of 
data

 Cannot store the sensed data from 
environment directly

 General data model to represent the facts
 Provides ease of querying, processing and 

adaptation of incomplete data
 Stored data in 4Ws

(Who, What, Where, When)

 Less expressiveness
 Less flexibility
 Needs to improve robustness and 

adaptability

/Related Work 90

Spatial Representation

[12]
Hybrid Representation 

[13]

Object Oriented Representation

[14], [15]

Features

Limitations

Features

Limitations

Features

Limitations

 Stored the spatial data for Geographical 
Information System

 Five tiers of ontology was proposed for GIS
 handle the occurrence of exceptional 

situations in consistency constraints

 It needs more efforts to gather the location 
data

 It is hard to keep the location data up to 
date

 Integrate different existing representation 
model

 Integration of ontological, tuple based and 
logic based representation

 Due to ontological model, it has clear 
advantages of interoperability and 
heterogeneity

 Inappropriate choices that arise from 
reliance on flawed data that reflect the 
user‘s requirements

 Inappropriate privacy
 Preferences exposed to users

 Data stores as object oriented principles
 It followed object’s modelling entities like 

People, Places and Objects
 Person, place, thing and patient are the 

main modelled entities

 Limitation of interoperability
 Use third party system to overcome this 

limitation
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/Comparison b/w Object Oriented and Ontological Model 91

• Pros 
Data stores as object oriented 

principals
Allows “Real World” to be modeled 

more closely
High extensibility and scalability
Support for schema evolution
High Performance (Time)

 Cons
Lack of universal data model
Lack of standards
Highly complex to manage
Less expressive

• Pros 
Data stores as classes, attributes 

and individuals with semantics
 Improve reusability and 

interoperability
More expressive
 Improvement on searches
Permit inferences
High extensibility and scalability

 Cons
Ontology creation is difficult
Low performance (Time)
Challenges in abductive reasoning

Object Oriented Representation Ontological Representation

/Comparison b/w Object Oriented and Ontological Storage 92

• Consists of DB Schema and DB Data

• Close world assumption (CWA)
• Missing information treated as false

• Unique name assumption (UNA)
• Each individual has a unique name

• Schema behaves as constraints on 
structure of data

Object Oriented Storage Ontological Storage

• Consists of axioms (Structure of model) 
and facts (Concrete Situation)

• Open world assumption (OWA)
• Missing information treated as unknown

• No-Unique name assumption (No-UNA)
• Individuals may have more than one name

• Ontology axioms behave like implications
(inference rules)
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/Discussion: Trade off between Object model and ontological model 93

• It has decided that due to 
performance issue we will 
represent and store only the 
context information (High 
Level Context) in ontological 
format while the remaining 
whole Life-log will be 
represent and store in the 
object model format using 
relational databases.

Context-ModelObject Model

Solution to performance issue 

High Level ContextLife-log

 There is trade off between performance of reasoning and 
scalability of heterogeneous source data.

 In ontological format the performance will be low and 
scalability will be high.

 In object model the performance will be high and 
scalability will be low.

/Motivation 94

Heterogeneous data 
Processing Streams

Providing extensible and understandable structured format to variety of data.

Fine-grained 
Information access 

Processable and procedural format to all layers and modules of MM Platform

Extensible Data 
Model

Integratable new models based on the different input data sources
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/Challenges and Solutions 95

Heterogeneous data 
Processing Streams

Extensible Data 
Model

Fine-grained 
Information access 

• Continuous data identification and storage

• Dynamic query generations for different layers

• Design and development of consistent data models for 
different sources of data

Representation 
Models, 

Lifelog Database

Lifelog Database

Query Manager  

Motivations Challenges Solutions

S1

S2

S3

/Proposed Architecture and solutions 96

Lifelog 
Database

Schema Class 
Mapper

Instances
Mapper

Mapper

Storage Verifier

Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation

Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler

Retrieval Handler

Persistence Handler

Data I/O Handler

Retrieval Handler

Persistence Handler

Persistence

Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

S1

S1

S3

S2
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/Proposed Architecture 97

Lifelog 
Database

Schema Class 
Mapper

Instances
Mapper

Mapper

Storage Verifier

Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation

Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler

Retrieval Handler

Persistence Handler

Data I/O Handler

Retrieval Handler

Persistence Handler

Persistence

Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

/Workflow 98

Lifelog 
Database

Schema Class 
Mapper

Instances
Mapper

Mapper

Storage Verifier

Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation

Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler

Retrieval Handler

Persistence Handler

Data I/O Handler

Retrieval Handler

Persistence Handler

Persistence

Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

00024 John 2015-02-20 08:23:06 Running Gym KHU

1

2

00024 John 2015-02-20 08:23:06 Running PersistActivity

00024 John 2015-02-20 08:23:06 Gym KHU PersistLocation

ID User Activity Time

00024 John Running 2015-02-20 

08:23:06

ID User Location Time

00024 John Gym KHU 2015-02-20 

08:23:06

RecognizedActivity

ID

User Activity

Time

RecognizedLocation

ID

User Location

Time

John

00024 2015-02-20 08:23:06

Running

John

00024 2015-02-20 08:23:06

Gym KHU

3

4
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/Objected Oriented vs Ontological Representation 99

Object Oriented Representation Ontological Representation

/Implementation Details 100

Heterogeneous 
Data

Service Curation

Information Curation

Supporting Layer

RDBMS

 Tuple-based
 Not Object Oriented

Object Model
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/Use of ORM (Object-Relational Mapping) 101

Heterogeneous 
Data

Service Curation

Information Curation

Supporting Layer

RDBMS

Object Model

ORM LibrarySocket 
Communication

Restful 
Communication

 Reusability
 Bridge Design 

Patterns
 Java Language

 High performance 
for streaming data

 Multi-threaded 
programming

 Java Language

 High performance for request 
based communication

 Façade and Bridge Design 
Patterns

 Java Language

/Object Oriented Design Patterns 102

Façade Design Pattern Bridge Design Pattern

• Provides a unified interface to multiple 
inner interfaces

• Software Library easy to use, 
understand and test

• Library become more readable
• Reduce the dependencies of outer code 

on inner library classes
• Encapsulate the inner objects and 

methods of library
• Wrap a complicated sub systems with 

unified interface

• Scalability for data storage
• Decouple the abstraction from its 

implementations
• Divide the responsibilities among 

different classes
• Hide details from client
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/ 103Object Oriented Design Patterns

Usman Akhtar
Big Data Storage
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/Introduction

• To store unstructured data from heterogeneous sources in 
real-time is must for big data storage.

• This storage must be non-volatile and allow CRUDS operations 
on data.

• Big data storage should handle very large amounts of data and 
keep scaling to keep up with growth. 

105

/Motivation

• To store raw sensory, environmental variables in a large-scale non-volatile persistence 
(Big Data) with CRUD operations.

• Real-time data storage

• For model training and rule generation, KCL requires interface to selected historic 
sensory data

• Passive data read operations

• For Analytics and Visualization, SL required real-time data read based on provided 
parameters

• Active data read operations 

106
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/Big Data Storage - Tools 107

Tools and Technologies 

/Functional Diagram 108

Hive 
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/Big Data Storage Components 109

1. Physical Data Storage
• Role

• Non-volatile Persistence to

raw-sensory and 

environmental

data

• Input

• Data Read Request

• Data Write Request

• Output

• Result set in case of Data Read

• Acknowledgment in case of 

Data Write

Hive 

/Big Data Storage Components 110

2. Data Persistence

• Role

• De-serialized data according to 

message model

• Input

• Raw sensory data

• Output

• De-serialized data according to 

the format

Hive 
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/Big Data Storage Components 111

3.  Life-log Synchronizer

• Role

• Temporal backups for life-log 

data in non-volatile 

persistence

• Input

• Life-log data, timestamps etc.

• Output

• Life-log result set

Hive 

/Big Data Storage Components 112

4. Query Writer

• Role

• Build query and execute on 

data

• Input

• Query library 

• Output

• Query

Hive 
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/Big Data Storage Components 113

5. Query Library

• Role

• Test and deployed query 

library

• Input

• Select particular query

• Output

• Query parameters

Hive 

/Big Data Storage Components 114

6. Passive Data Reader

• Role

• Received Request for schema 

for offline data request

• Input

• Query parameter

• Request for schema

• Output

• Result Set

• Schema

Hive 
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/Big Data Storage Components 115

7. Active Data Reader

• Role

• Online data request for data 

visualization and analytics

• Input

• Query parameter

• Request for schema

• Output

• Result Set in message format

Hive 

/Execution Scenario #1 116

Writing Raw Sensory Data and environment variables into Non-volatile storage in real-time

1. Raw Sensory data is received by Data Writer of Data 

Persistence Component

i. Data is de-serialized according to the Message 

Model

2. De-serialized message is sent to HDFS for persistence

3. Data gets written inside HDFS : 

Hive 
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/Execution Scenario #2 117

Offline Query Authoring

1. Big Data Storage Requirements are converted into 

MapReduce or Hive Queries

2. Queries are written using Eclipse as an IDE

3. Query is tested and deployed as part of Query 

Library in Big Data Storage

Hive 

/Execution Scenario #3 118

Online Data Request for Data Visualization and Analytics

1. Data read request is generated by Visualization and Analytics Components of SL

I. Query parameters are sent for query selection and execution

2. Active data reader selects the particular query depending upon the query parameters

3. Selected Query is sent to Hbase for 

execution

4. Required data is returned as a result set 

to Data exporter

5. Result-set is converted into data 

message per defined data format

Hive 
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/Execution Scenario #4 119

Offline Data Request by KCL for Model Training and Rules Generation

1. Request for Schema of the persisted data is received by the Passive Data Reader

2. Scanned and most updated schema from Non-volatile storage is returned to KCL

3. KCL selects the parameters from the schema to generate a query and submits the request to Passive Data Reader

4. Passive Data Reader selects the query 

from Query Library

5. Selected Query is sent to Hbase for 

execution

6. Required data is returned as a result set 

to Data exporter

7. Result-set is converted into data 

message and returned to KCL

Hive 

/Contribution

• Storage of Heterogeneous data at real-time

• Stream-based soft real-time data read for Analytics and Visualization

• Schema-based query selection and execution over Big Data Storage

• Availability to the most updated schema of persisted Data

• Temporal backups of Life-log data for non-volatile storage 

• Able to build the big data ecosystem that facilitate request from the other 
layers.

120
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Information Curation Layer 
(ICL 2.5)

Tae Ho Hur
Sang Beom Park

Inertial Activity 
Recognition
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/Introduction 123

• Life management system provides health related  information 
and services to the user

• User itself is the key factor of the system

• System will collect the data related to the user

• User Context awareness is the fundamental part in this regard 
• Various valuable information can be acquired

• Location, Situation, activity, etc.

• Activity recognition is the cornerstone of context awareness

• User context can be inferred based on user’s activity information

/Problem Statement 124

• Motivation
• Inertial sensor based activity recognition has long been used, but works 

well only in limited condition with few designated activities.
• Robustness and reliability must be settled within the range of diverse 

activities

• Goal

• Create a model for recognizing user’s activities in a highly accurate and 
robust manner

• Objectives
• Accurately recognize several diverse and commonplace activities
• Make two separate AR models for position dependency and 

independency
• Achieve the robustness and reliability based on fusion technique
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/Related Works 125

Authors
Published 

year

Sensor

placement
Sensor type Techniques Limitation

Chun zhu et al. [1] 2009 Waist, Foot ACC, Gyro

• Two feed-forward neural 

networks fusion

• Heuristic segmentation

• Few basic activities

• Offline evaluation

Jun-Ki Min et al. [3] 2011

Head, two arms

and two wrists, 

fingers

ACC, Gyro, skin 

temperature, 

heat flux, 

galvanic skin

• Dynamic feature selection

• Outputs of classifiers are 

combined and compared

• Device is to bulky to use in 

real life

Lei Gao et al. [4] 2011
Waist, chest,

thigh, side
ACC

• Considered the difference of 

sensor orientation change 

using estimate of constant 

gravity vector

• Sensor fault is considered

• Only used ACC 

Ming Zeng et al. [2] 2014 Free

ACC, GPS, 

Speed, Ambient 

light

• Build separate models for each 

activity

• Feature transformation 

• Heavy weighted system

Muhammad Shoaib

et al. [5]
2014

Upper arm, 

wrist, waist, 

two pockets on 

pants

ACC, Gyro

• Considered orientation 

independency

• Compared the difference of 

sensor types and feature sets

• Few basic activities

/Challenges 126

• Position dependency
• Some of the sensor devices are attached in fixed position while

some doesn’t such as a smartphone inside a pocket.

• Satisfying these two different characteristics into one AR model
is hard to accomplish

• Achieve Reliability
• AR model is usually made based on limited condition which

does not show expected performance in the real environment

• Achieve Robustness
• In multiple sensor based AR, It does not work fine in a single AR

model based recognizer using all the sensor values at the same
time if one of the sensor does not work properly
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/Sequence Diagram for inertial sensor based AR 127
 sd Interaction

Inertial Activity Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel

/Architecture in Mining Minds 128
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/Proposed method

• Use Multiple Activity Recognizer
• Solve the position problem

• Strong on sensor failure

• Final decision will be made by decision fusion
• Achieve high accuracy with the highest possibility

129

Smartphone Recognizer 1

(ACC)

Smartphone Recognizer 2

(ACC, GYR)

Smartphone Recognizer 3

(ACC, GYR)

Smartwatch Recognizer 1

(ACC)

Smartwatch Recognizer 2

(ACC, GYR)

Smartwatch Recognizer 3

(ACC, GYR)

Input adapter

(Distribute sensor values)

Input adapter

(Distribute sensor values)

Output adapter

(Activity Label from 

smartphone)

Output adapter

(Activity Label from 

smartwatch)

Decision Fusion Final Activity Label

/Flow chart (Abstract) 130

Activity label: walking

Input 
Adapter

Input 
Adapter

Preprocessing/
Segmentation

Feature SelectionFeature Extraction Classification

Classification

Classification

Classification

Classification

Classification

Output 
Adapter

Output 
Adapter

Decision 
Fusion

Activity 
Label

Preprocessing/
Segmentation

Feature SelectionFeature Extraction

Preprocessing/
Segmentation

Feature SelectionFeature Extraction

Preprocessing/
Segmentation

Feature SelectionFeature Extraction

Preprocessing/
Segmentation

Feature SelectionFeature Extraction

Preprocessing/
Segmentation

Feature SelectionFeature Extraction
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/Input Adapter

• Distribute sensor values to each recognizer

131

Input 
Adapter

Recognizer 1 (ACC)

Preprocessing Feature SelectionFeature Extraction Classification

Recognizer 2 (ACC, GYR)

Preprocessing Feature SelectionFeature Extraction Classification

ACC: 0.4, 0.7, 1.6
Time: 2015-05-14 

14:00:00
Device ID: 123456789

ACC: 0.4, 0.7, 1.6
GYR: 1.4, 2.1, 5.6
Time: 2015-05-14 

14:00:00
Device ID: 123456789

/Preprocessing & Segmentation

• Data synchronization
• Based on timestamp

• Segmentation
• Sliding window based segmentation
• 3 seconds window
• Half-Overlapping

132

2015/9/1 14:20:242015/9/1 14:20:21
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/Feature Extraction 133

• Each devices are specialized to recognize the activities. Smartwatch is specialized to 
recognize movement of user’s arm(e.g. direction of arm, movement of arm). And 
Smartphone is specialized to recognize user’s entire movement(e.g. walking, 
running, etc.).

• Integrated model is made for higher accuracy. It amends the misclassified activities.

• The number of feature of device model is 42, and the number of integrated model 
is 49. The feature which is used at each model is the most widely used in time 
domain feature.

/Classification

• Combine different classifiers
• To improve the performance of individual classifiers by combining their output using 

different techniques

• Decision Fusion
• Decide final activity with Weighted voting Method.

• The reason why we use Weighted Voting is WV is the most widely used method for 
decision making system and it has advantage in correction of misdecided activity.

134
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/Flowchart 135

/Devices and Tools 

• Devices
• Galaxy S5

• G Watch R

• Tools
• WEKA

• Android Studio

• Language
• Java

136
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/Experiment Result

• Experiment Result(Confusion Matrix)

137

Eating Running Sitting Standing Walking Stretching Sweeping Lyingdown

Eating 0.92 0.01 0.06 0 0 0 0 0

Running 0 0.96 0 0 0.03 0 0 0

Sitting 0.02 0 0.89 0.03 0 0 0 0.05

Standing 0 0 0.01 0.97 0 0.02 0 0

Walking 0 0 0.01 0.01 0.97 0.01 0.01 0

Stretching 0 0 0.01 0.02 0.02 0.88 0.07 0

Sweeping 0 0 0.02 0.06 0.12 0.26 0.54 0

Lyingdown 0 0 0.5 0 0 0 0 0.5

/Conclusion & Future work 138

• Conclusion

• MM v1.0 recognized 5 basic activities with smartphone

 High recognition rate but few activities recognized

• MM v1.5 recognized 8 daily activities with smartphone & smartwatch

 Increased types of activities with additional sensor

 Weak on robustness & reliability 

• MM v2.0 recognized more activities with higher accuracy

 Use of Multiple Activity Recognizer will guarantee robustness and reliability

 Decision fusion on inertial sensor and video increased the accuracy

• MM v2.5 reduced the number of activities but focused on different eating styles

 Food recognition is added on MM v2.5 which requires the recognition of eating to be improved

 While recognizing eating had poorest accuracy among all, recognizing different styles of eating increased the accuracy of eating

• Future work

• Multiple activity recognition

 As more than one kind of sensor devices are used, one activity can be combined into different kind of motions

• Ex) Walking while eating

 Different kind of sensor/device (Inertial/video, smartphone/smartwatch/wearable) based multiple activity recognition will be 
performed
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Thien Huynh-The
Video based Activity 

Recognition

/Introduction 140

• Activity recognition module is one of the 
most important components in ICL layer 
and MM platform.

• Provide much expensive information about 
activities to deeply understand user 
behaviors.

• Activity recognition can be performed on 
data collected from different sources:

• Wearable device

• Camera device

smartphone

cloud

Smartwatch

Cable connection

Video 
stream

camera
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/Motivation 141

• Collect physical sensor data to 
detect popular dynamic activities

• Poor accuracy with activities 
having different postures

• Impossible for posture detection

IC
L 

v
e
r

1
.5

Why 
camera for 

activity 
recognition 

?
• Activities are detected and recognized based on human 

posture.
• Deeply visual understand the posture of activities
• Provide some information of the scenes.

sitting
watching

/Goal & Objectives

• Goal: Improvement of the offline and online 
activity recognize module 

• Objectives
• Investigate the algorithm with different parameter 

configurations

• Implement the recognizer with the highest appropriated 
parameter pattern

• Improve the online recognition accuracy from 80% to 
85%. 

142
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/Related Works 143

Authors Year Dimension No. Activity Activity types Accuracy Key points Limitation

Dollar 2005 2D 6 Single action 80% Interest point features Low classification accuracy

Wang 2010 2D 4 Daily activity 90%
Pose estimation Highly computational cost

Limited in the number of 
activities

Chen 2012 2D 6 Single action 94%
Hybrid interest point 
detection

Highly computational cost

Liu 2013 2D 8 Single action 95% Key pose estimation High complexity

Cai 2014 2D 8 Single action 96%
Pose dictionary learning Depend on the pose 

dictionary

Liu 2014 2D 8 Single action 93%
Hybrid interest point 
detection

High complexity and 
computational cost

• Single action: walking, jogging, running, hand waving…
• Daily activity: answering phone, open refrigerator…

/Related Works 144

Authors Year Dimension No. Activity Activity types Accuracy Key points Limitation

Gu 2010 3D 8 Single action 94%
Hidden Markov Mode High complexity

Ofli 2013 3D 12 Single action 80%
Annotated joint feature Low recognition rate

Vantigodi 2013 3D 12 Single action 96%
Temporal joint distance 
feature

Kruthiventi 2014 3D 12 Single action 97%
Dynamic time warping

Wang 2014 3D 12 Single action 95%
Actionlet ensemble 
model

High complexity and 
computational cost

• Single action: hand catching, forward punching, two hand waving, ward kicking, high throwing … 
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/Limitation of Existing Works

• Using RGB color videos
• Non-robust  in the dynamic scenes

• Body-component occlusion issue

• Human pose estimation

• Pose tracking in high-speed motion.

• Highly computational cost

145

 Consider depth camera for video-based activity recognition in MM 2.0

/MS Kinect device

Why Kinect ?
• Kinect is a line of motion sensing input devices by Microsoft for Xbox One 

video game consoles and Windows PCs

• Provide depth frame channel besides RGB channel

• Provide body frame with output is 3D position of each body joint

• Kinect is receiving strong support by Microsoft  and Community to be easy 
publish apps on Windows Store.

• Has a wide range of potential applications: video gaming, education, medical, 
and so on

146

Limitation
• Only set up in the indoor environment
• Require high requirement hardware
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/Sequence diagram for VAR 147

 sd Interaction

Video Activity Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel

/Architecture –ICL 2.5 148

405



/Work Flow 149

Object detection

Skeleton estimation Feature extraction

Video Stream

Video segmentation Feature selection

i
j

t-t0

t

dX(i,j,t-t0,t)

Classification

1 2 3 4 5

/Video segmentation

• Skeleton data provided by Kinect device for 
activity recognition:

• 25-joint skeleton

• Each joint includes 3 values of x, y, and z

• 30 frames per second

• Segment the body frame stream from DCL into 
short windows with length of 3s (=90 frames)

• Recognize activities corresponding to the data of 
each window

150
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/Preprocessing

• The output from Microsoft Kinect device to 
DCL will be: 

• Body joint coordinate (25 joints with 3 values xyz 
of each joint)

 Do not use color stream because of privacy 
issue

• Object Detection and Skeleton Estimation 
are performed by using Microsoft API 
functions

151

/Feature extraction 152

Spatial Joint Distance Feature Spatial Joint Distance Feature is 
measure Euclidean distance between 
2 joints of an object in the current 
frame.

i

j

𝑑 𝑖, 𝑗 = 𝑥𝑖 − 𝑥𝑗
2

+ 𝑦𝑖 − 𝑦𝑗
2

Spatial Joint Angle Feature

i

j

α (i,j,t)

Spatial Joint Angle Feature is 
measure angle between 2 vector 𝑖𝑗
and 𝑂𝑥.

𝛼 𝑖, 𝑗 = tan−1
𝑦𝑖 − 𝑦𝑗

𝑥𝑖 − 𝑥𝑗
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/Feature selection

Why we need feature selection ?

• Select the highest discriminative features

• Reduce the computational cost  in feature extraction and 
classification

Limitation: Accuracy will be reduced based on the number of used 
features

Feature ranking 

• Rank the features by class reparability criteria 

• Use an independent evaluation criterion for binary classification.

• Absolute value two-sample t-test with pooled variance estimate.

153

Square or circle is better ?

/Decision tree

Why Decision Tree ?

• Relatively fast compared to other classification 

models

• Obtain similar and sometimes better accuracy 

compared to other models

• Simple and easy to understand

• Can be converted into simple and easy to 

understand classification rules

154

Age ?

student Credit_rating
yes

no yes no yes

youth senior

excellentfairyesno

Middle aged
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/Flowchart 155

flow chart Video-based Activity Recognition

Begin

Receive and
Buffer Skeleton

Data from
Router Buffer

Skeleon
Data

Buffered Data
>= K sec

Read
SkeletonData

from Buffer

Frame-wise
Skeleton

Segmentation

Feature
Extraction

(Joint
Distance)

Activity
Classification

End

Invoke Activity
Unifier

Inertial Activity
Recognition

No

/Tools/Technologies 156
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/Dataset collection

Scenario:
• Collect daily indoor activities: stretching, sweeping, sitting, lying, standing, and eating.

• Number of collected candidates: 10 (age: 21-30, height: 1m65-1m75)

Device:
• Laptop (Windows 8.1, USB 3.0)

• MS Kinect device

Output data:
• Body frame: 30 frames/second

157

/Evaluation results 158

• Benchmark the algorithm with different 
types and number of feature

• Number of feature

• Frame rate

• The parameter configuration is set up:
• Frame rate: 10 frame per second (30 body 

frames for each window)

• Number of feature: 70 joint distance and 
angle

• Achieve over 90% of accuracy for offline 
recognition and over 84% of accuracy for 
online recognition

Stretching Lying Sweeping Sitting Eating Standing

Stretching 0.86 0.00 0.06 0.00 0.02 0.06

Lying 0.02 0.86 0.00 0.06 0.00 0.06

Sweeping 0.12 0.00 0.84 0.00 0.00 0.04

Sitting 0.04 0.04 0.00 0.88 0.04 0.00

Eating 0.00 0.04 0.02 0.12 0.82 0.00

Standing 0.08 0.08 0.02 0.02 0.00 0.80

Classification result using decision tree on the testing dataset 
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/Contribution

• Collect a new dataset for evaluating the video-based activity 
recognition

• Develop a method for video-based activity recognition

• Investigate the proposed method on Matlab with different parameters.

• Prove a method to be efficient with a high performance in accuracy 
and computational cost

Future plan

• Video-based activity recognition demo

• Activity recognition demo

• Activity recognition video demo preparation

159

Le Ba Vui
Audio-based Emotion 

Recognition
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/Introduction

• Emotion is a person’s state of mind and instinctive responses

• Representation of emotion
o Emotional speech

o Facial expression

o Physiological signals

• Speech is the most commonly used and natural method of 
human communication

• Affected by various factors: language, gender, age, etc.

161

/Motivation

• Automatic understanding emotional speech will help smart systems to interact 
with user in emotional ways.
o Enrich the content of personality

o Provide appropriate recommendation depend on the realistic situations

o Help psychologists to understand users' mental states

162
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/Goal and Objectives

• Goal: Design and implement a methodology that is able to 
recognize emotional states from users’ speech

• Objectives:
o Achieve acceptable accuracy

o Flexible to apply on different emotions

o Can be easily integrated in different environments: call center, personal 
computer, smartphone, …

o Collect a real-world and diverse dataset

163

/Related Works – Datasets

Database Modalities Elicitation Method Emotional Content Size

AIBO database (Batliner et al., 2004) [1] Audio Natural: children interaction 
with robot

anger, bored, emphatic, helpless, ironic, joyful, 
motherese, reprimanding, rest, surprise, 
touchy

110 dialogues, 29200 words

Berlin Database (Burkhardt et al., 2005) 
[2]

Audio Acted anger, boredom, disgust, fear, happiness, 
sadness, neutral

493 sentences; 5 actors & 5 
actresses

ISL meeting corpus (Burger et al., 2002) Audio Natural: meeting corpus negative, positive, neutral 18 meetings; average 5 persons per 
meeting

Adult Attachment Interview database 
(Roisman, 2004) [3]

Audio-Visual Natural: subjects were 
interviewed to describe the 
childhood experience

6 basic emotions, contempt, embarrassment, 
shame, general positive and negative 
emotions

60 adults: each interview was 30-60 
minutes long

Belfast database (Douglas-Cowie et al., 
2003) [4]

Audio-Visual Natural: clips taken from 
television and realistic 
interviews with research team

Dimensional labeling/categorical labeling 125 subjects; 209 clips from TV and 
30 from interviews

Busso-Narayanan database (Busso et al., 
2007) [5]

Audio-Visual Acted anger, happiness, sadness, neutral 612 sentences; an actress

Haq-Jackson database (Haq & Jackson, 
2009) [6]

Audio-Visual Acted: emotion stimuli were 
shown on screen

6 basic emotions, neutral 480 sentences; 4 male subjects

164
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/Related Works – Methodologies

Reference Data Features Classifier Classes Accuracy

Borchert et al., 2005 [7] EmoDB prosody, quality SVM 7 70%

Luengo et al., 2005 [8] 97 samples per emotion; 21 number, 21 
words, 55 sentences; single actress

prosody, MFCC SVM, GMM 7 92%(SVM), 
87%(GMM)

Lee et al., 2011 [9] AIBO Dataset Prosody, MFCC + Statistical Functions Hierarchical 
Bayesian Logistic

5 48.2%

Schuller et al., 2009 [10] EmoDB, eNTERFACE Prosody, MFCC + Statistical Functions SVM 7 (EmoDB), 6 
(eNTERFACE)

84.6% (EmoDB), 
72.5% (eNTERFACE)

Wang et al., 2015 [11] EmoDB, CASIA MFCC, Fourier Parameters SVM 6 88.9% (EmoDB), 
79% (CASIA)

Schuller et al., 2007 [12] Audio-Visual, 10.5 hours of spontaneous 
conversation; 11 male and 10 female

prosody, articulatory, voice quality and 
linguistic information

SVM 3 64%

Haq & Jackson, 2009 [6] Audio-Visual; 480 sentences; four male 
subjects

prosody, MFCC, 60 facial marker GMM 7 56%(Audio), 
95%(Video)

Poria et al., 2015 [13] Audio-Visual; eNTERFACE V: characteristic points, distances;
A: MFCC, spectral features

SVM 6 81.2%(V), 78.6%(A), 
87.95% (AV)

165

/Related Works 166

• Public framework, software
o EmoVoice [14]

o EMOSpeech [15]

o Moodies Emotions Analytics [16]
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/Limitations of existing works 167

• Just focus on a particular problem

• Lack of preprocessing: noise reduction, voice activation detection, segmentation

• No consideration of personality

• There is no services utilizing emotion information: context modeling, 
recommendation, etc.

/ICL System Specification 168

 sd Interaction

Audio Emotion Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel

Recognize 

emotion based 

on audio data

Usecase

ICL2.5-SUC-08

Sequence Diagram
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/Architecture 169

Audio Emotion 
Recognizer

Input Adapter

Preprocesing

Segmentation

Feature Extraction

Classification

Output Adapter
Recognize 

emotion based 

on audio data

Usecase

ICL2.5-SUC-08

/Workflow 170

Data Curation
Layer

Speech based 
Emotion Recognizer

Sensory Data 
Router

Output AdapterData Curation
Layer

Recognized label: HAPPY

Audio Emotion label: HAPPY
Time: 2015-05-14 14:00:00

Device ID: 123456789

Input Adapter
End User 

Application

Emotion 
Unifier

Emotion 
Notifier

Emotion label: HAPPY
Time: 2015-05-14 14:00:00

Device ID: 123456789

Emotion label: HAPPY
Time: 2015-05-14 14:00:00

Device ID: 123456789

Time: 2015-05-14 14:00:00
Device ID: 123456789

User’s Profile
Sensory Data (Audio, GPS, ACC, GYRO, 

MAG)

Sensory Data (Audio, GPS, ACC, GYRO, 
MAG)

Time: 2015-05-14 14:00:00
Device ID: 123456789
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/Workflow – Emotion Recognizer 171

Preprocessing

Noise Reduction

Voice Activation 
DetectionAudio stream

Classifying

Classification

Classification 
Models

TrainingFeature Extraction

Time 
Features

Frequency 
Features

Statistic 
Functions

Feature Selection

Filter Method

Wrapper 
Method

Segmentation

Window based 
Segmentation

Emotion
label

/Workflow – Offline Training 172

Preprocessing

Noise Reduction

Voice Activation 
DetectionAudio stream

Classifying

Classification

Classification 
Models

TrainingFeature Extraction

Time 
Features

Frequency 
Features

Statistic 
Functions

Feature Selection

Filter Method

Wrapper 
Method

1 3 4 5

Single 
Segment

[f1, f2, …, fN] [f1’, f2’, …, fM’]

Feature Vector Selected Features

Segmentation

Window based 
Segmentation

2

Speech 
Content
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/Workflow – Online Classifying 173

Preprocessing

Noise Reduction

Voice Activation 
DetectionAudio stream

Classifying

Classification

Classification 
Models

TrainingFeature Extraction

Time 
Features

Frequency 
Features

Statistic 
Functions

1 3

4

Single 
Segment

[f1’, f2’, …, fM’]

Selected Features

Segmentation

Window based 
Segmentation

2

Speech 
Content

Emotion
label

HAPPY

/Noise Reduction using Spectral Subtraction 174

• Reduce the background noise in recording signal using 
spectral subtraction method

Time domain 𝑦 𝑡 = 𝑥 𝑡 + 𝑛(𝑡)

Frequency domain 𝑌 𝑤 = 𝑋 𝑤 + 𝑁(𝑤)

From recording signal, we have Y(w) and approximation of N(w), then we can 
estimate X(w)
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/Voice Activation Detection 175

• Detect the segment of signal that contains the speech content 
only using energy threshold

𝐸 = ෍ 𝑥2

• The average energy of sliding window is compared with a 
predefined threshold to consider the voice signal

/Segmentation 176

• Sliding window with 3-second length

3 seconds 3 seconds 3 seconds 3 seconds
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/

[f1, f2, …, fN, 
∆f1, ∆f2, …, ∆fN,

∆ ∆f1, ∆ ∆f2, …, ∆ ∆fN]

[f1, f2, …, fN, 
∆f1, ∆f2, …, ∆fN,

∆ ∆f1, ∆ ∆f2, …, ∆ ∆fN]

[f1, f2, …, fN]
[f1, f2, …, fN]

Feature Extraction

• Generate low-level descriptors for each frame: pitch, root mean square energy,
zero crossing rate, harmonic to noise ratio, mel-frequency cepstral coefficients

• Compute delta and acceleration coefficients of each descriptor

• Apply statistic functions: mean, standard deviation, kurtosis, skewness,
maximum, minimum, etc.

177

Frame 
Window

Generate Low-
level Features

Compute Delta and 
Acceleration

Apply Statistic 
Functions

[f1, f2, …, fN]
[f1, f2, …, fN, 

∆f1, ∆f2, …, ∆fN,
∆ ∆f1, ∆ ∆f2, …, ∆ ∆fN]

[f1, f2, …, fM]

/Feature Selection

• Select prominent features, reduce redundancy

• Reduce computation

• Sequential forward feature selection
o Starting from empty set

o Select the next best feature based on given criteria

 Filter approach: mutual information

 Wrapper approach: accuracy

o Update feature set with selected feature

o Repeat to select the next feature

178
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/Classification

• Support Vector Machines

179
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Find the optimal separating 
hyperplane that has the 
largest margin.

/Flowchart 180
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/Tools and Technologies 181

• Implementation Tools and Technologies
o Weka – Classification [17]

o openSmile – Feature Extraction [18]

o Eclipse

o Programming Language: Java

/Dataset Collection

• Scenario: Phone call

• Acted emotions: users try to simulate emotion 
by reading scripts

• 7 emotions: surprise, anger, sadness, neutral, 
boredom, fear, happiness

182

Number of emotions 7

Number of users 10

Language Korean

Duration 1 min/emotion/person

Device Galaxy S5

Anger

Sadness
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/Evaluation Results

• 10-fold cross-validation

• Average accuracy: 57%

• Feature Selection

183

a b c d e f g

a=anger 15 0 1 5 0 11 2

b=boredom 1 32 0 2 1 0 5

c=fear 1 0 31 7 1 0 1

d=happiness 6 0 5 26 0 0 5

e=sadness 0 9 1 2 13 1 2

f=surprise 9 2 1 2 2 8 1

g=neural 0 9 3 2 5 1 19

41.5

53.3
59.1 61.5

57.5 58.4
51.4

56.1

46.4
52.6

10 20 30 40 50 60 70 80 90 100

Accuracy with selected features

/Implementation Plan

• Collection of multimodal real-world dataset (audio, video, GPS, inertial sensors) using 
smartphone with predefined scenarios

• Evaluation of the proposed methodology on the collected dataset

• Implementation and Evaluation for ICLv2.5
• Designing class, sequence diagrams

• Writing source code

• Offline evaluating with collected data

• Online evaluating with real-time data

184
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/Contributions 185

• Proposing a methodology for speech based emotion recognition

• Creation of an emotion set based on requirements of services to be delivered

• Collection of a real-world emotional speech dataset

• Offline evaluation and validation of various emotion recognition models

• Implementation for ICL version 2.5

• Online validation

Jaehun Bang
Speech Emotion 

Recognition
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/Workflow – Emotion Recognizer 187

Preprocessing

Silent Remover

Audio Data Buffer 
ManagementAudio stream

Classifying

Classification

Classification 
Models

TrainingFeature Extraction

Time 
Domain 
Feature

Frequency 
Features

Statistic 
Functions

Segmentation

Window based 
Segmentation

Emotion
label

/

Preprocessing

Silent Remover

Audio Data Buffer 
Management

Feature Extraction

Time 
Domain 
Feature

Frequency 
Features

Statistic 
Functions

Segmentation

Window based 
Segmentation

Workflow – Online Classifying 188

Classifying

Classification

Classification 
Models

Training
1 3

Single 
Segment

[f1, f2, …, fN]

Feature Vector

2

Speech 
Content

Audio stream

Emotion
label

HAPPY
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/Flow Chart 189

Audio Buffer 

Size >= 3sec

Remove Silent

Store Audio Buffer

Audio Data Gathering from 

Sensory Data Router

Segmentation

No

Yes

Feature Extraction

Classification

Start

End

Transfer Emotion to DCL 

and HCL

1. Gather Audio Raw Sensory Data from 

Sensory Data Router Module

2. Stored Audio Buffer for Collecting 

Sufficient Data

3. Remove Silent in Audio

4. Check Audio Buffer Size, If Audio Buffer 

Size More Than 3sec, Begin Recognize 

Process. If Not, Return to Audio Data 

Gathering

5. Segment Data based on 3sec

6. If Segmented Data Size More than 3sec, 

Remained Data store in Audio Buffer. If 

Not, Begin Feature Extraction

7. Extract Features based on Time Domain 

Features, Statistical Feature and 

Frequency Features

8. Classification based on SVM

9. Transfer Emotion Label to DCL And HCL 

Server

Segmented 

Size > 3sec

No

Remained 

Data Store 

in Audio 

Buffer

Yes

/Evaluation Result

• Data: 9 person data

• Evaluation Method : 10-fold cross validation

• Classifier: SVM

• Evaluation Tool : Weka

190

Angry Bored Fear Happy Normal Sad Surprise

Angry 46 1 7 2 2 3 6

Bored 1 30 4 1 1 9 1

Fear 10 12 27 5 2 5 1

Happy 12 3 5 31 1 2 7

Normal 3 4 8 3 15 9 1

Sad 0 22 6 0 6 8 1

Surprise 31 1 5 3 3 0 8

7 emotions – 44.1176% 4 emotions – 70.0935%

Angry Happy Normal Sad

Angry 52 6 6 3

Happy 13 42 2 4

Normal 4 3 27 9

Sad 2 0 12 29
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/Use Case Diagram 191

Recognize 

emotion based 

on audio data

Usecase

ICL2.5-SUC-08

<Actor>

/ICL System Specification 192

 sd Interaction

Audio Emotion Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel

Recognize 

emotion based 

on audio data

Usecase

ICL2.5-SUC-08

Sequence Diagram
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/Future works

• Real-time Recognition Windowing Problem

• Call Speech data always contain blank speech

• In the Speech Emotion Recognition, the blank area has not meaningful

193

San Kim
Location Detection
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/Introduction

• The identification of people location is of much interest to support diverse type of 
services

• Location-based services have been widely explored during the last years, mainly 
exploited in social networks such as Foursquare, TripAdvisor or Twitter among many 
others

• Location detection techniques can be essentially categorized into outdoor or 
geopositioning methods and indoor positioning approaches

195

/Problem Statement

• Motivation

o Users location is a primary source of information to infer context

o Tracking of people locations can also serve to identify behaviors and routines

• Goal

o Define mechanisms to seamlessly identify and register the user location by using 
technologies readily available to every user

• Objectives

o Tag based user location detection

o Creation of personalized maps with general and user-centric points of interest

o New tagging available in run-time

196

429



/Challenges

• Geolocation mechanisms are subject to GPS signal availability; thus, no
detection is possible in places without coverage (e.g., indoor spaces)

• There exist diverse sort of map APIs; however, they present limitations in
their use for some particular countries (e.g., Google Maps in Korea)

• A very location may have different meanings for different users (e.g., “Peter’s
fitness center” is in the same building where “David’s favourite restaurant” is
located)

197

/Architecture 198

Geopositioning
Location Detector

Input Adapter

Preprocesing

Segmentation

Feature Extraction

GPS Tracking

Output Adapter
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/Workflow 199

Data Curation
Layer

Geopositioning
Location Detector

Sensory Data 
Router

Output AdapterData Curation
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(37.243551, 127.080653, 41),
(37.240989, 127.084215, 40),
Time: 2015-05-14 14:00:00

Device ID: 123456789

User’s Profile
Sensory Data (Audio, 

GPS, ACC, GYRO, MAG)

Sensory Data (Audio, GPS, ACC, GYRO, 
MAG)

Time: 2015-05-14 14:00:00
Device ID: 123456789

GPS: (37.246968, 127.078464, 40), 
(37.243551, 127.080653, 41),
(37.240989, 127.084215, 40)

/Location Detection 200

• Implementation of user-centered location registation 
module

• Implementation of classfying general POI (e.g., “City 
Hall”), user-centered POI (e.g., “home”) and Frequency 
POI (e.g., “Restuarants”)

• New features on MM v2.5
• If user stays at the same location over than 15 minutes, 

system automatically detects the context and new 
location

• The system execute the new location tagging window on 
the screen

• The user inputs the specification of the location
• The application sends the new location data (Name, 

explanation, latitude, longitude) to MM server for new 
location registration

431



/Designed Location Detector Flowchart 201

start

Gather GPS Data from Sensory 

Data Router

CurLoc = RegLoc

Distance between 

CurLoc and 

RegLoc < 10m

CurLoc = null,

RegLoc = null

Load Registered Location and 

Save in RegLoc from DCL Server

Transfer Location Information to 

DCL Server and HCLA

Yes

No
CurLoc = “OutSide”

End

1. Initialize Current Location and Registered 

Location Variable.

2. Gather User GPS Data from Sensory Data 

Router in LLCA

3. Load Registered Location and Save in 

RegLoc Variable form DCL Server

4. Calculate Distance Between CurLoc and 

RegLoc.

5. If Distance < 10m, the CurLoc has 

changed RegLoc

6. If Distance > 10m, Put “OutSide” in Cur 

Loc

7. Transfer Extracted Location to DCL Server 

and HCLA

/Conclusion & Future Work

• Conclusion
• The identification of users location is of primal necessity in order to fairly identify the user 

context

• Location tracking can be also used to better determine user behavior and routines

• GPS-based location detection is explored in MMv2.0 and MMv2.5 

• Both user-centric and generic maps are considered to personalize the information acquired 
from the user location

• Future Work
• Automatic location detection function will be added while current version is tag based

8
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Tae ho hur
Tag Based Food 

Recognizer

/Introduction 204

• Main factor for healthy lifestyle is habit, exercise and food
• Alcohol and smoking will deteriorate user’s body functions

• Exercise will increase metabolism and depletes stress

• Balanced food intake will prevent malnutrition and obesity

• Food is the most complex factor to be handled be individual
• Number of bad habits and exercise are well known while the number of 

food is not comparable

• There are thousands of food all over the world

• Ordinary people do not know what kind and proportion of nutrition is 
included in the food 

• The help of nutritionist is required
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/Problem Statement 205

• Motivation
• Knowing which kind of food the user has eaten is a challenging 

task using the sensors

• Image is the only option while analyzing the image to know the 
kind of food needs advanced machine learning

• Goal

• Recognize what kind of food the user has eaten by tagging

• Objectives
• Take the picture of the food and tag the label of it

• Send the picture and food label 

/Sequence diagram for Food recognizer 206
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/Architecture 207

Tag Based Food 

Recognizer

Output Adapter

DB Mapping

Tag Parser

Input Adapter

/Flowchart 208
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/TAG Based Food Recognizer 209

TAG Based Food Recognizer

S
e
n
d

Food Items
1 Rice
2 Noodle
3 Oats
4 Barley
5 Quinoa
6 Brown
7 Rye
8 Bread

Food Categories Food Items

1 Grain

1 Rice
2 Noodle
3 Oats
4 Barley
5 Quinoa
6 Brown
7 Rye
8 Bread

Cloud

Services
Send

High level context awareness

Tagging

/Conclusion & Future work 

• Conclusion
• Purpose of this module is to check user’s food intake habit and give 

appropriate recommendation of nutrition intake

• User’s nutrition intake proportion and consumed calories will be analyzed by 
the expert

• Future Work
• Image processing based food recognition

 Automatic food recognition by machine learning without user based tagging

90
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Muhammad Asif
Razzaq

Dr. Wajahat Ali Khan

High Level Context 
Awareness

/ 212

• High Level Context is obtained from Processing & Reasoning of Low Level 
Context based on user’s
o Activity

o Location

o Emotion

o Nutrition

Introduction
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/

•Low Level 
ContextActivity

•Low Level 
ContextLocation

•Low Level 
ContextEmotion

+  MetaData

SittingHappy

Office

EveningRunningOutdoor

Mid-Day
Happines

s

Meeting

Office
Work

Dinner Exercising

Shopping

Introduction – High Level Physical Activity 
Context

High Level Context Awareness

Labels

Low Level Context Awareness

Lifelog
Repository

DCL

Low level Context High level Context

21
3

/

EatingHappy

Restaurant

EveningRunningOutdoor

Sitting

•Low Level 
ContextActivity

•Low Level 
ContextLocation

•Low Level 
ContextEmotion

•Low Level 
ContextNutrition

+  MetaData

Meeting

Protien

Dinner Exercising

Shopping

High Level Context Awareness

Labels

Low Level Context Awareness

Lifelog
Repository

DCL

Low level Context High level Context

21
4

Salmon

Introduction – High Level Nutrition 
Context
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/Motivation

• Abstract description of user’s context

• Extraction of High level context from low level context for better 
understandability of user’s context.

• Identification of High Level Context for decision making by upper layers:

• Personalized recommendations

• Behavior modeling 

• Personalized predictions

215

/Goal and Objectives

• Goal: Design and implementation of methodology for high level context 
recognition.

• Objectives:
o Achieve acceptable accuracy for identifying HLCA

o Proposal and implementation of Low level context synchronization technique

o Deployment of Triple storage for ontology persistence

o Modeling of High-level and Low-level context

o Reasoning in order to derive High-level context from

Low-level context

o Development of a simulation tool to generate low-level

context instances

216
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/Related Work 217

Authors Domain Methodology Features Limitations

Perera
2014

IoT
Context Aware 

Computing

• Survey w.r.t IoT
• Comprehensive Analysis and Evaluation 

of Context Aware Techniques

• No Implementation
• No Practical Implementation 

with Results.

Bellavista
2013

Ubiquitous 
Systems

Unified Architectural 
model

• Context Data Distribution
• Classification of Context
• Runtime Adaptation Support

• Context Aggregation and 
Filtering

• Adaptive Context

Khattak
2014

Context Aware 
Systems

Context Fusion
• Context Fusioning Methods
• Survey of Context Representation 

Schemes

• No Implementation
• Evaluation and Proof of 

Concepts Missing

Moen
2015

Mobile 
Computing

Activity Recognition 
Algorithm • Future Research Methodologies

• Activity Recognition without 
considering Emotions.

Perera
2013

IoT
Component Level 

Architecture
• Sensor Selection
• Context Aware Architecture

• Semantic and Quantitative 
Reasoning Missing

Gerhard
2012

Context Aware 
Systems

Context Aware 
Framework

• Context Acquisition
• Context Representation
• Context Utilization

• No Implementation
• Evaluation and Proof of 

Concepts Missing

/Limitations of existing Work 218

• Lack of Implementation

• Context Aggregation and Abstraction

• Activity Recognition without Emotion Detection in High Level Context Modelling 

• Evaluation and Proof of Concept Missing

• Semantic Reasoning Missing
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/HLCA Use Cases (1) 219

ICL2-SUC-11: Create unclassified high-level context instance

ICL2-SUC-12: Classify high-level context instance

ICL2-SUC-13: Notify new high-level context

 sd ICL2.5-SUC-11

Low-Level

Context Notifier

High-Level

Context Builder

High-Level

Context Reasoner

Context Ontology

Manager

receive(unifiedLowLevelContextInstance)

mapIntoOntologicalFormat(unifiedlLowLevelContextInstance) :

ontologicalLowLevelContextInstance

storeContextInstance(ontologicalLowLevelContextInstance)

:ok

searchConcurrentLowLevelContexts(ontologicalLowLevelContextInstance) :

concurrentOntologicalLowLevelContextInstances

createRequestForConcurrentLowLevelContexts(ontologicalLowLevelContextInstance) :

requestForConcurrentLowLevelContexts

retrieveContextInstance(requestForConcurrentLowLevelContexts)

:concurrentOntologicalLowLevelContextInstances

createUnclassifiedHighLevelContext(ontologicalLowLevelContextInstance,

concurrentOntologicalLowLevelContextInstances) :

unclassifiedHighLevelContextInstance

assertMissingLowLevelContext(unclassifiedHighLevelContextInstance) :

unclassifiedHighLevelContextInstance

receive(unclassifiedHighLevelContextInstance)

 sd ICL2.5-SUC-12

High-Level

Context Builder

High-Level

Context Reasoner

High-Level

Context Notifier

alt 

[if boolean is true]

[else]

receive(unclassifiedHighLevelContextInstance)

verifyConsistency(unclassifiedHighLevelContextInstance) :

boolean

classify(unclassifiedHighLevelContextInstance) :

classifiedHighLevelContextInstance

receive(classifiedHighLevelContextInstance)

receive(unidentifiedHighLevelContextInstance)

 sd ICL2.5-SUC-13

High-Level

Context Reasoner

High-Level

Context Notifier

DCL 2.5Context Ontology

Manager

alt 

[if boolean is true]

receive(classifiedHighLevelContextInstance)

searchLastHighLevelContext(classifiedHighLevelContextInstance) :

lastHighLevelContextInstance

createRequestForLastHighLevelContext(classifiedHighLevelContextInstance) :

requestForLastHighLevelContext

retrieveContextInstance(requestForLastHighLevelContext)

:lastHighLevelContextInstance

storeContextInstance(classifiedHighLevelContextInstance)

:ok

compareInstances(classifiedHighLevelContextInstance,

lastHighLevelContextInstance) :boolean

receive(classifiedHighLevelContextInstance)

/HLCA Use Cases (2) 220

ICL2-SUC-14: Load the context ontology model ICL2-SUC-15: Store context instance
ICL2-SUC-16: Retrieve context instance

 sd ICL2.5-SUC-14

Ontology Engineer

Context Ontology

Manager

alt 

[if boolean is true]

[else]

receive(contextOntologyModel)

analyzeConsistencyAndValidate(contextOntologyModel) :

boolean

storeContextModel(contextOntologyModel)

:ok

:error

 sd ICL2.5-SUC-15

Context Ontology

Manager

High-Level Context

Builder or

High-Level Context

Notifier

alt 

[if boolean is true]

[else]

storeContextInstance(contextInstance)

validateInstance(contextInstance) :boolean

storeContextInstance(contextInstance)

:ok

:error

 sd ICL2.5-SUC-16

Context Ontology

Manager

High-Level Context

Builder or

High-Level Context

Notifier

alt 

[if boolean is true]

[else]

retriveContextInstance(contextRequest)

validateRequest(contextRequest) :

boolean

generateQuery(contextRequest) :query

getMatchingContextInstance(query) :contextInstance

:contextInstance

:error
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/HLCA Use Cases (2) 221

ICL2.5-SUC-19: Evolve Ontology ICL2.5-SUC-20:  High Level Physical Activity Context
ICL2.5-SUC-21: High Level Nutrition Context

 sd ICL2.5-SUC-19

Ontology Engineer

Context Ontology

Storage

Ontology

Engineering GUI

Ontology GUI

Reasoner

openEnvironmentGUI()

loadMMContextOntology()

loadedMMContextOntology(MMContextOntology2.5)

addFoodConcepts(LLC)

addNutrientConcepts(HLC)

addFoodContraints(LLC)

addNutrientConstraints()

checkConsistency(LLC)

checkConsistency(HLC)

executeReasoner(consistencyCheck)

update(MMContextOntology2.5)

 sd ICL2.5-SUC-20

High-Level Context

Builder

High-Level Reasoner Context Ontology

Storage

alt 

[if boolean is true]

[else]

receive(uniclassifiedPAHighLevelContextInstance)

verifyConsistency(unclassifiedPAHighLevelContextInstance) :

boolean

classify(unclassifiedPAHighLevelContextInstance) :

classifiedPAHighLevelContextInstance

receive(classifiedPAHighLevelContextInstance)

recieve(unidentifiedPAHighLevelContextInstance)

 sd ICL2.5-SUC-21

High-Level Context

Builder

High-Level

Reasoner

High-Level

Context Notifier

alt 

[if boolean is true]

[else]

recieve(unclassifiedNutritionHighLevelContextInstance)

verifyConsistency(unclassifiedNutritionHighLevelContextInstance) :

boolean

classify(unclassifiedNutritionHighLevelContextInstance) :

classifiedNutritionHighLevelContextInstance

receive(classifiedNutritionHighLevelContextInstance)

recieve(unidentifiedNutritionHighLevelContextInstance)

/HLCA Architecture 222
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/Workflow 223

High Level Context Builder

LLC Mapper LLC Synchronizer
Context 

Instantiator

Low Level Context

Activity: Eating
+

Metadata 

Emotion: Happiness
+

Metadata 

Location: Restaurant
+

Metadata 

1 2 3

Eating

Metadata

Happiness

Metadata

Restaurant

Metadata

1
2
3

Food: Salmon
+

Metadata 

Salmon

Metadata

/

High Level Context Reasoner

Workflow 224

Context Verifier Context Classifier

High Level 
Context Notifier

4 5 6 Data Curation
Layer

4
5

6

443



/Context Ontology Model 225

High Level Contexts

9  High-Level Physical Activity Contexts

3  High-Level Nutrition Contexts

Ontology modeling tool:

Publication:Villalonga,C.,Banos,O.,AliKhan,W.,Ali,T.,Razzaq,M.A.,Lee,S.,Pomares,H.,Rojas,I.High-
Level Context Inference for Human Behavior Identification. International Work-conference on Ambient
AssistedLivinganActiveAgeing(IWAAL2015),Patagonia,Chile,December1-4,(2015)

Context Ontology Metrics:

Low Level Contexts

16 Activities 

8 Locations 

8 Emotions 

10 Food Categories (57 Food Items)
• Grain  (8)

• Meat (3)

• SeaFood(11)

• Eggs (2)

• Legumes (3)

• Nuts(1)

• Fruits(12)

• Vegetables(4)

• MilkAndDairyProducts(5)

• Snacks(8)

/
Context Ontology: High-Level Physical Activity Context 
Classes Definition 226

Activity and LocationActivity, Location and 
Emotion (if available)

Activity, Location and 
Emotion (mandatory)

None of the other Contexts 
and sedentary Activity
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/
Context Ontology: High-Level Nutrition Context 
Classes Definition 227

Activity, Food, Location 
and Emotion (if available)

Activity, Food, Location 
and Emotion (if available)

Activity, Food, Location 
and Emotion (if available)

/
Context Ontology: Examples of High-Level Physical Activity 
Context Instances 228

Activity, Location and 
Emotion

Activity, Location and 
Emotion

Activity and Location, 
without Emotion

Activity and Location, 
without Emotion
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/
Context Ontology: Examples of High-Level Physical Activity 
Context Instances 229

Activity, Location and 
Emotion

Activity and Location, 
without Emotion

/
Context Ontology: Examples of High-Level Nutrition 
Context Instances 230

Activity, Location and 
Food with no Emotion

Activity, Location and 
Food with no Emotion
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/
Context Ontology: Low-level Context Instances, 
Unclassified and Classified High-Level Context Instances  231

Classified High-Level Context Instance

Unclassified High-Level Context Instance 

Low-Level Context Instances 
act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

user9876  hasContext act_sitting . 

emo_boredom type Boredom . 

emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .

user9876  hasContext emo_boredom .

loc_office rdf:type Office .

loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .

user9876  hasContext loc_office .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

/

H
ig

h
 L

e
ve

l C
o

n
te

xt
-A

w
ar

e
n

es
s

Context Ontology in HLCA 232

LLCA Activity Recognizer Emotion RecognizerLocation Detector

High-Level Context Builder

High-Level Context Reasoner

High-Level Context Notifier

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Manager

Context Handler

Data 
Curation

Layer

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

user9876  hasContext act_sitting . 
loc_office rdf:type Office .

loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .

user9876  hasContext loc_office .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

emo_boredom type Boredom . 

emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .

user9876  hasContext emo_boredom .
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/

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Manager

Context Handler

Context Ontology Manager

• Context Ontology Storage
• Persist the Context Ontology Model and Context Instances 

• Technology: Triplestore

• Tool (to be confirmed) :  TDB of

• Ontology Model Manager
• Load into MM the Context Ontology Model 

• Workflow:

• Receive Context Ontology Model (in OWL format) generated 
by the ontology engineer

• Store the Context Ontology Model into the triplestore

• Tool:

(including RDF API and Ontology API) 

233

1

Context 
Ontology

(.owl)

2

Ontology Engineer

1

2

/Context Ontology Manager

• Context Handler
• Add/Delete/Update Context Instances 

• Workflow:

• Receive Context Instance

• Store the Context Ontology Model into the triplestore

• Tool: 

(including Ontology API)

• Context Query Manager
• Retrieve Context Ontology Model and Context Instances

• Workflow:

• Receive query for specific context

• Generate SPARQL query and pose it to the triplestore

• Return results

• Tool: 

(including ARQ)

234

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

1

2 2

1

1

2

4

1

2

3 4

Context Query 
Manager

Context Handler

3

High-Level 
Context Builder

High-Level 
Context Notifier

Low-level Context 
Mapper

Low-level Context 
Synchronizer

Context 
Instantiator

High-Level 
Context 

Reasoner

Context Classifier

Context Verifier

Any of the other 
components of 

HLCA 
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/High Level Context Builder 235

1

2

3

/Low Level Context Mapper 236

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

user9876  hasContext act_sitting . 

loc_office rdf:type Office .

loc_office  hasStartTime “2015-08-10T11:04:55”^^dateTime .

user9876 hasContext loc_office .

emo_boredom type Boredom . 

emo_boredom  hasStartTime “2015-08-10T11:05:12”^^dateTime .

user9876 hasContext emo_boredom .

Low Level Context Instances
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/ 237

ctx rdf:type Context .
ctx  hasActivity  act_standing .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
user9876  hasContext ctx .

ctx  hasStartTime “2015-08-
10T11:05:55”^^dateTime .
ctx  rdf:type  hasActivity only ({act_standing}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only 
({emo_boredom}) .

ctx rdf:type Context .
ctx hasActivity act_sitting .
user9876 hasContext  ctx .

ctx hasStartTime “2015-08-
10T11:05:30”^^dateTime .
ctx  rdf:type  hasActivity only ({act_sitting}) .

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
user9876 hasContext  ctx .

ctx  hasStartTime “2015-08-
10T11:05:36”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx  rdf:type  hasLocation only ({loc_office }) .

1

1

2

2

3

3

ti User Time

t'i System Time

Low Level Context Synchronization

/ 238Low Level Context Synchronization

ctx rdf:type Context .
ctx hasActivity act_sitting .
user9876 hasContext  ctx .

ctx hasStartTime “2015-08-
10T11:05:30”^^dateTime .
ctx  rdf:type  hasActivity only ({act_sitting}) .

ctx rdf:type Context .
ctx  hasActivity  act_standing .
ctx  hasEmotion emo_boredom .
user9876  hasContext ctx .

ctx  hasStartTime “2015-08-
10T11:05:55”^^dateTime .
ctx  rdf:type  hasActivity only ({act_standing}) .
ctx  rdf:type  hasEmotion only 
({emo_boredom}) .

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
user9876 hasContext  ctx .

ctx  hasStartTime “2015-08-
10T11:05:36”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx  rdf:type  hasLocation only ({loc_office }) .

1 23

1

2

3

ti User Time

t'i System Time
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/ 239Low Level Context Synchronization

ti User Time

t'i System Time

Delay leads to misrecognition 
of HLC

• Introduction of Delay Compensation by 
Obtaining empirically from the analysis 
of the LLC Estimated identification time

Rearrangement of unidentified 
Low level context for 
Unclassified HLC

• Queuing Mechanism

/Context Instantiator 240

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

Unclassified High Level Context Instance

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

user9876  hasContext act_sitting . 

loc_office rdf:type Office .

loc_office  hasStartTime “2015-08-10T11:04:55”^^dateTime .

user9876 hasContext loc_office .

emo_boredom type Boredom . 

emo_boredom  hasStartTime “2015-08-10T11:05:12”^^dateTime .

user9876 hasContext emo_boredom .

Low Level Context Instances
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/High-Level Context Builder Flowchart 241
 flow chart HLC Builder

Begin

Receive Low Level

Context and Meta

Data

Context Ontology 

Storage

Synchronize

Search Low Level

Context wrt time

Map to Ontology

Format

Retrieve Matching

LLC Context

Instances

Create Unclassified

High Level Context

Instance

End

Yes

No

Store

Search

Retrieve

/

Context 
Ontology 
Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Handler

High-level Context Reasoner

• Context Verifier 
• Check the consistency of the unclassified high-level context 

instance versus the context ontology model

• Workflow:

• Receive an unclassified high-level context instance 

• Retrieve the context ontology model

• Verify the consistency of unclassified high-level context 
instance. If the unclassified high-level context instance is 
valid, serve it to the Context Classifier

• Tools:

242

1

2

3

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

High-Level 
Context
Reasoner

High-Level Context Builder

High-Level Context Notifier

Context Classifier

Context Verifier

5

1

2

3

4

Low-level Context 
Mapper

Low-level Context 
Synchronizer

Context Instantiator

Context Query 
Manager

(including Inference API) &     Pellet Reasoner
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/High-level Context Reasoner

• Context Classifier
• Identify the context type to which the unclassified high-

level context instance belongs

• Workflow:

• Receive a verified unclassified high-level context instance 

• Retrieve the context ontology model

• Reason to classify the unclassified high-level context instance 
and serve the classified high-level context for notification

• Tools:

243

3

4

5

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

user9876  hasContext ctx .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
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ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .
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flow chart High-Lev el Context Reasoner

Begin

Is the unclassified

high-level context

instance valid?

Receive an

unclassified high-level

context instance

Retrieve the context

ontology model

Verify the consistency

of unclassified

high-level context

instance

End

Reason to classify the

unclassified high-level

context instance

Serve the classified

high-level context for

notification

No

Yes
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/High-Level Context Notifier

• Context Notifier
• Communicate the newly recognized high-level context to Data 

Curation Layer for storage into the LifeLog

• Workflow:

• Receive a classified high-level context instance 

• Retrieve previous high-level context instance

• Add end time to previous high-level context instance
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ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .
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ctx0  rdf:type Context .

ctx0  rdf:type Inactivity .

ctx0  hasActivity act_lyingdown .
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ctx0  hasEmotion emo_boredom .

user9876  hasContext ctx0 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .
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ctx0  rdf:type hasActivity only ({act_lyingdown}) .

ctx0  rdf:type hasLocation only ({loc_office }) .

ctx0  rdf:type hasEmotion only ({emo_boredom}) .

3

/High-Level Context Notifier

• Context Notifier
• Communicate the newly recognized high-level context to Data 

Curation Layer for storage into the LifeLog

• Workflow:

• Store the two high-level context instances 

• If the new instance belongs to a different high-level context type 
than the previous one, notify Data Curation Layer about the 
detection of a new high-level context

• Tool:

(including RDF API and Ontology API)
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/High-Level Context Notifier Flowchart 247

flow chart High-Lev el Context Notifier

Begin

Does the new instance
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high-level context type

than the previous one?

Receive a new

classified high-level

context instance

Retrieve previous

high-level context

instance

Add end time to

previous high-level

context instance

End

Notify Data Curation

Layer about the

detection of a new

high-level context

Store the two

high-level context

instances

Yes

No

/Technologies for Data Representation

• Ontologies are formalized vocabularies of terms, often covering a specific domain and 
shared by a community of users 

• Vocabulary of terms plus explicit characterizations of the assumptions made in interpreting those 
terms

• Include some notion of hierarchical classification (is-a)

• Definition of classes through description of their characteristics

• Possibility of using inference to help in management and deployment of the knowledge

• Why ontologies?
• The semantics of a language can tell us precisely how to interpret a complex expression

• Ontologies have formal semantics which provide an unambiguous interpretation of the descriptions 

248

455



/Technologies for Data Representation

• Standard Ontology Languages 
• RDF is a framework for representing information in the Web. 

RDF graphs are sets of subject-predicate-object triples used to express descriptions of resources.

• RDF Schema is a semantic extension of RDF. 

RDFS provides mechanisms for describing groups of related resources and the relationships between these 
resources.

• OWL is an ontology language for the Semantic Web with formally defined meaning. 

OWL adds an additional layer of semantics on top of RDF

249

Standard Features Limitations or disadvantages

RDF 1.1 Assert statements (rdf:Statement and rdf:subject, rdf:predicate, rdf:object) Very, very restricted vocabulary

No inference

RDF 

Schema

Define classes (rdfs:Class) and their hierarchy (rdfs:subClassOf) 

Define properties (rdfs:Property) and their hierarchy (rdfs:subPropertyOf)

Restricted vocabulary

No rigid structure, i.e., no constraints

OWL 2 Describe data in terms of set operations (owl:unionOf)

Define equivalences (owl:sameAs)

Restrict property values (owl:allValuesFrom)

Define annotations or meta-meta-data (owl:deprecatedProperty)

More complex ontology

RDF 1.1 (Resource Description Framework) http://www.w3.org/TR/rdf11-concepts/

RDFS (RDF Schema) http://www.w3.org/TR/rdf-schema/  

OWL 2 (OWL 2 Web Ontology Language) http://www.w3.org/TR/owl2-overview/

/Technologies for Data Representation

• OWL 2 Syntaxes:  needed in order to store OWL 2 ontologies and to exchange them among tools 
and applications

• OWL 2 Semantics:  ways of assigning meaning to OWL 2 ontologies, which are used by reasoners
and other tools
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OWL 2 (OWL 2 Web Ontology Language) http://www.w3.org/TR/owl2-overview/

Syntax Standard Status Purpose

RDF/XML Mandatory Interoperability among all OWL 2 tools

OWL/XML Optional Easier to process using XML tools

Functional Syntax Optional Easier to see the formal structure of ontologies

Manchester Syntax Optional Easier to read/write DL Ontologies

Turtle Optional Easier to read/write RDF triples

Semantics Name Advantage Disadvantage

Direct Semantics OWL 2 DL Compatible with the semantics of 

SROIQ Description Logic (FOL)

Decidable

Restrictions on some ontology structures

Less expressiveness 

RDF-Based 

Semantics

OWL 2 Full No restrictions

Expressiveness

Undecidable
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/Technologies for Data Representation

• OWL 2 Profiles:  subset of the structural elements in an ontology 

(!) OWL 2 EL, OWL 2 QL, and OWL 2 RL are even more restrictive than OWL DL

• Standard Ontology Query Language 
• SPARQL is a set of specifications that provide languages and protocols to query and manipulate RDF 

graph content on the Web or in an RDF store
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Profile Supported Features Suitable for … Benefits

OWL 2 EL Polynomial time algorithms for 

standard reasoning

Very large ontologies Higher performance as a tradeoff 

for the lower expressive power

OWL 2 QL Conjunctive queries using standard 

relational DB technology

Lightweight ontologies with large 

numbers of individuals

Access the data directly via 

relational queries (e.g., SQL)

OWL 2 RL Polynomial time algorithms for 

reasoning using rule-extended 

database technologies operating 

on RDF triples

Lightweight ontologies with large 

numbers of individuals

Operate directly on data in the 

form of RDF triples

To be 
decided!

OWL 2 (OWL 2 Web Ontology Language) http://www.w3.org/TR/owl2-overview/

SPARQL 1.1  (SPARQL Query Language for RDF)    http://www.w3.org/TR/sparql11-overview/

/Tools for Ontology Engineering 252

Tool Description

protégé Protégé 4 supports OWL 2 on top of the OWL API. It enables users to load and 

save OWL ontologies, edit and visualize classes and properties, and check the 

ontology using an OWL reasoner.

Swoop SWOOP is a tool for creating, editing, and debugging OWL ontologies. It is an 

open source project.

NeOn Toolkit The NeOn Toolkit is an Open Source ontology engineering suite developed in 

the popular Eclipse environment. Thanks to its modular design and a rich 

choice of plug-ins, the NeOn Toolkit not only allows editing of ontologies but 

also provides a variety of leading-edge functionalities, including support for 

modularization, consistency checking and debugging, alignments and mapping, 

DB integration, as well as several novel means for visualizing and navigating 

large ontologies and ontology networks. In addition, it has a unique built-in 

support for deploying ontology design patterns and for managing ontology 

development projects, in accordance with the procedures and methods 

specified in the NeOn Methodology.

http://www.w3.org/2001/sw/wiki/OWL/Implementations

http://www.w3.org/wiki/Ontology_editors

457



/Ontology Frameworks and APIs 253

API Description

OWL API The OWL API is an API for working with OWL 2 ontologies. It comes with a Java 

based reference implementation. The OWL API reference implementation 

includes parsers and renderers for RDF/XML, OWL/XML, Turtle, and Manchester 

OWL Syntax. It provides a standard interface to various OWL reasoners

Framework Description

Jena Jena, a Java RDF API and toolkit (triple store, programming environment, 

reasoner, rule reasoner, owl reasoner, rdfs reasoner, parser). Directly usable 

from Java

Sesame Sesame is a powerful Java framework for processing and handling RDF data. 

This includes creating, parsing, storing, inferencing and querying over such 

data. It offers an easy-to-use API that can be connected to all leading RDF 

storage solutions

/Tools for Ontological Reasoning 254

Tool Native Profiles Semantics (Non-) Conformance Description

CEL OWL EL Direct Lacks support for nominals

(ObjectHasValue and 

ObjectOneOf) and 

datatypes/values.

CEL is an open-source polynomial-time Classifier 

for the OWL 2 EL profile. It has demonstrated 

scalability and proved well suited for several 

biomedical ontologies.

FaCT++ OWL DL Direct Fully conformant except for 

keys and some datatypes

(coming soon).

FaCT++ is an open-source tableaux-based OWL 2 DL 

reasoner. It is implemented in C++ and shows 

exceptional performance on expressive ontologies.

HermiT OWL DL Direct Fully conformant Based on a novel "hypertableau" algorithm, HermiT

can determine whether or not the input ontology is  

consistent, identify subsumption relationships 

between classes, and much more.

Pellet OWL DL, EL Direct Fully conformant Pellet is an open source reasoner for OWL 2 DL in 

Java. It provides standard and cutting-edge 

reasoning services for OWL ontologies.

RacerPro OWL DL Direct RacerPro is a commercial (but free for research) 

OWL reasoner and inference server.

http://www.w3.org/2001/sw/wiki/OWL/Implementations

Since it 
supports 
SWRL 
Built-in 
atoms
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/Tools and Technologies 255

• Data Representation
o Ontological representation (OWL2)

• Ontology Query
o SPARQL Queries

• Ontology Engineering
o Protégé

• Ontological Reasoner
o Pellet

• Ontology Storage
o TDB (Triplestore)

• Implementation Tools and Technologies
o Jena API (Semantic Web Framework)
o Netbeans (Java)
o SQL Server

/Contributions 256

• Engineering of an ontology for context definition

• Analysis of the best modeling principles

• Investigation of ontological reasoners

• Identification of the issues associated to low-level and high-level 
context synchronization

• Analysis and identification of the technologies required to implement 
high-level context 
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/

Knowledge Maintenance
(MCRDR)

Scope of Knowledge Curation Layer 259

Knowledge Acquisition

Knowledge Resources

Data-Driven
Expert Knowledge-

Driven
Algorithm Selection

Knowledge 
Acquisition Editor

Case Base Probabilistic Model

Rule Base
Cornerstone

Case Base

Guidelines Structured 
Knowledge 

Descriptive Unstructured 
Knowledge (CNL)

/

Knowledge Maintenance
(MCRDR)

Scope of Knowledge Curation Layer: Rule Creation Paths 260
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1 Rules creation from domain data
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X
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/ 261

User Profile and Lifelog Structured Data
(Wellness)
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#1
Appropriate Algorithm Selection
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/ 262
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#2
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Expert-Driven Knowledge Acquisition (Path 2)
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Rule Creator
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Expert
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Bridge
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/Expert-Driven Knowledge Acquisition (Path 3) 263

Knowledge Acquisition Tool 
 decision tree Diabetes-Type2
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Male

Female

Fruits Berries

Green Leafy
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Outcome

Legend

Diabetes Type-2 (Recommendations)

Adulthood (19-65

years)

Vegetables and Fruits |  The 

Nutrition Source |  Harvard 

T.H. Chan School of Public 

Health.

Available: 

http://www.hsph.harvard.edu/n

utritionsource/whatshouldyou

eat/

vegetablesandfruits/
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/ 264Knowledge Curation Layer
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Knowledge Creation & Evolution 
Expert-Driven
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Data Driven Knowledge 
Acquisition

/

Knowledge Maintenance
(MCRDR)

Scope of Data Driven Knowledge Acquisition for MM Ver. 2.5 266
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/ 267What is Knowledge Acquisition?

• Knowledge acquisition is the process of extracting, 

structuring and organizing knowledge from one source

• Source can be Structured or Unstructured Data

Relatively easy to analyze

Data Driven: Improving Business 
and Society Through Data

/What is Data Driven? 

• Data driven is a powerful approach, which  
• process existing data and then create new ones from them.

• requires less up-front knowledge, but a lot more back-end computation and 
experimentation
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http://www.cad.zju.edu.cn/home/zhx/csmath/lib/exe/fetch.php?media=2013:csmath-01-data-driven.pdf
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/Machine Learning and Data Driven 269

http://www.computervisionblog.com/2015/03/deep-learning-vs-machine-learning-vs.html

• Machine learning follows data driven approach
• Extracts hidden patterns of large data using different computerized algorithms

Model Creation

Model Execution

/Machine Learning and Data Preprocessing

• Machine learning algorithms learn from data that should
• be right

• be in a useful scale and format

• includes meaningful features

• Data Preprocessing describes any type of process performed on 
raw data to prepare it into an understandable format
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http://www.mimuw.edu.pl/~son/datamining/DM/4-preprocess.pdf

disciplined

Handling of data

Better and 
consistent

Results
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/Data Preprocessing

• Real world data is usually in raw structured format
• incomplete: lacking attribute values, containing only aggregate data

• e.g., occupation=“ ”

• noisy: containing errors or outliers
• e.g., Salary=“-10”

• inconsistent: containing discrepancies in codes or names
• e.g., Age=“42” Birthday=“03/07/1997”

• e.g., Was rating “1,2,3”, now rating “A, B, C” 

• No quality data, no quality mining results!
• Quality decisions must be based on quality data

• Data preprocessing lacks the support of Expert-Driven Feature Modeling.
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http://www.mimuw.edu.pl/~son/datamining/DM/4-preprocess.pdf

/What is Feature Modeling?

• A feature model defines the valid combinations of features in a domain.

• Used widely in domain engineering and product line Approaches [1,2]
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www2.fiit.stuba.sk/~vranic/pub/FMM.pdf
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/ 273Related Works

Category Study Features Limitations

Feature Modeling Sánchez [1], Vranić [2]

• Addresses quality attributes at run time 
by means of feature models

• Context based feature selection  
• Used in the field of Software Product 

Lines (SPL)

• Requires extra engineering efforts at 
development time for designing and mapping 
the model

Data Preprocessing Kwiatkowska [3], Dimitriadis [4], 

• Prepared consistent and calibrated 
baseline dataset

• Handle noisy, highly variable data

• Knowledge engineer dependency

Algorithm Selection
Smith [5], Ali and Smith [6], Song 
[7], Wang [8]

• Finds best classification algorithm
• Considered multiple datasets
• Considered multiple algorithms

• Use a sub-set of meta-features
• Use single-metric evaluation criteria
• Use black-box learning techniques for model 

creation

Model Learning Dimitriadis [4], Bachman [9]

• Extract new knowledge 
• Create effective set of decision rules
• Worked on Time, space, and medical 

domain

• Used fixed machine learning methods (ZeroR, 
NaiveBayes, J48, SVM)

• Knowledge engineer dependency

/Limitations

• Expert manually select machine learning algorithm for building 

classification model

• Use a sub-set of meta-features

• Lack of feature modeling for preprocessing of data

274
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/Motivations – Challenges - Solutions 275

For yielding correct classification model in
any domain, selection of quality data
requires domain configuration/engineering
as well as data preprocessing

There exist lot of ML methods that can be
utilized to build classification model for large
amount of data

A classification model can auto generate
recommendation for different services

How to select, manage, and process
quality attributes?

How to automatically select an
appropriate ML method for learning
classification model appropriately?

How to build a classification model?

Integration of Data 
Pre-Processing with 
Feature Modeling

Meta-learning

Model Learning

Motivations Challenges Solutions
Ch-1

Ch-2

Ch-3

Sol-1

Sol-2

Sol-3

/
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/

• Design and Development of Feature Model (Partial Implementation)

• Preparing raw data  into processed form 

• Meta-features extraction from UCI and OpenML datasets

• Classification algorithms performance evaluation (Offline Process)

• Classification Model Learning 

• Rules extraction from classification model (Initial Implementation)

278Goals of Data Driven Knowledge Acquisition Ver. 2.5
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/ 279Data Driven Knowledge Acquisition Ver. 2.5 – Use cases

Use Case #ID Use Case Name

KCL2.5-SUC-05 Retrieve user profile and lifelog schema

KCL2.5-SUC-01 Build feature model

KCL2.5-SUC-06 Retrieve user profile and lifelog data

KCL2.5-SUC-02 Prepare lifelog and user profile data

KCL2.5-SUC-13 Learn classification model

KCL2.5-SUC-18 Compute features priorities

KCL2.5-SUC-19 Transform the decision tree

Expert Driven

/
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Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Retrieve user 
profile and 

lifelog schema

Retrieve user 
profile and 
lifelog data

Build feature 
model

Prepare lifelog 
and user 

profile data

Learn 
classification 

model

• Data Cleaning

• Fill in missing values, identify or remove outliers

• Data Transformation

• Generalization: concept hierarchy climbing

• Data Reduction

• Obtains reduced representation in volume

• Feature Modeling

• Select the attributes

• Model Learning

• Generate the decision tree

Data Driven Knowledge Acquisition Ver. 2.5 – Use cases

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance

Transform the 
decision tree

Compute 
features 
priorities extends
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KCL2.5-SUC-05: Retrieve user profile and lifelog schema
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To help domain expert to view all available features for 
building feature model

• Methodology

 Communication: Restful Service between Feature Model 
Manager and DCL

 Lifelog Schema Loader (operation)

1. Input: Required configuration of domain

2. Processing:

a. Domain expert selects the domain and sends 
requests to DCL for user profile and lifelog schema.

b. DCL shares the user profile and lifelog schema

c. System receives the user profile and lifelog schema  

d. System saves the received schema into schema 
storage

3. Output: forwards the received schema to Query 
Configuration
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Case Base 
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Model 
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KCL2.5-SUC-05: Retrieve user profile and lifelog schema
Use Case Functions

Data Curation 
Layer

Lifelog Data

Retrieve 
user profile 
and lifelog 

schema

Request of user 
profile and 

lifelog schema 
to DCL

Receiving user 
profile and 

lifelog schema 
from DCL

Plotting of user 
profile and 

lifelog schema

Persistence of 
user profile and 
lifelog schema
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Implementation

Data Curation 
Layer

Lifelog Data

Schema

/

@Post: Output

@Post: Input

284KCL2.5-SUC-05: Retrieve user profile and lifelog schema
Implementation

Data Curation 
Layer

Lifelog Data

RESTful Web Services

Knowledge Creation &
Evolution 

Data-Driven 

Feature Model 
Manager 

[   {
"Schema": [
{
"name": "lifelog",
"id": "1",
"domain": "Physical Activity"

}     ] 
}   ]

@Post: Output

[   {
"tblUsers": [
{
"col": "User-ID",
"datatype": "int"

}, {
"col": "Age",
"datatype": "int"

}, {
"col": "Gender",
"datatype": "varchar",
"size": 50

},
……
]  },
……

}  ]   

@Post: Input
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KCL2.5-SUC-01: Build feature model
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To define the valid combinations of features in a domain for 
building feature model

• Methodology

 Query Configuration (operation)

1. Input: Lifelog schema

2. Processing:

a. Domain expert retrieves the schema from schema 
storage.

b. System loads and plots the schema

c. Domain expert builds the feature models as follows:

a. Select the required features for corresponding 
domain

b. Verify the consistency of the selected features 
(such as concept hierarchy)

c. Save the feature model

d. System persists the feature model into repository.

3. Output: builds the feature model and forwards that model 
to Lifelog Data Loader
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Model 
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KCL2.5-SUC-01: Build feature model
Use Case Functions

Data Curation 
Layer

Lifelog Data

Build 
feature 
model

Selection of 
features from 

user profile 
and lifelog 

schema
Visualize the 

selected 
features

Persistence of 
feature model
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Implementation

<<Physical Activity Schema>>
<?xml version="1.0" encoding="UTF-8"?> 
<xs:element name="tblUsers">
<xs:complexType>
<xs:sequence>

<xs:element name="User-ID" type="xs:int"/>
<xs:element name=“Age" type="xs:int"/>
<xs:element name=“Gender" type="xs:string"/>

</xs:sequence>
</xs:complexType>
<xs:key name=“tblUserKey" msdata:PrimaryKey="true">

<xs:selector xpath=".//tblUser"/>
<xs:field xpath="User-ID"/>

</xs:key>
</xs:element>
<xs:element name="tblUserGoal">
<xs:complexType>

<xs:sequence>
<xs:element name=“BMI" type="xs:float"/>
<xs:element name=“WeightStatus" type="xs:string"/>
<xs:element name=“CaloriesBurnedPerDay" type="xs:int"/>
<xs:element name=“Recommendation" type="xs:string"/>

</xs:sequence>
</xs:complexType>
<xs:keyref name=“tblUserGoalFKey" refer="tblUserKey">

<xs:selector xpath=".//tblUserGoal" />
<xs:field xpath="User-ID" />

</xs:keyref>
</xs:element>

Feature Model
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KCL2.5-SUC-18: Compute features priorities
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To compute the features priorities for helping domain expert 
to select appropriate features from available schema

• Methodology

 Query Configuration (operation)

1. Input: Lifelog schema

2. Processing:

a. Domain expert selects the features

b. System sends request to DCL2.5 for user profile 
lifelog data based on selected features of schema 
and features conditions. 

c. DCL2.5 sends the required data

d. System receives user profile lifelog data to compute 
the features priorities

e. System displays the features priorities list

3. Output: displays the features priorities list to domain 
expert for showing importance of each selected feature. 
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Case Base 

Model Translator

Model 
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KCL2.5-SUC-18: Compute features priorities
Use Case Functions

Data Curation 
Layer

Lifelog Data

Compute 
features 
priorities

Selection of 
features from 

user profile 
and lifelog 

schema

Request of 
user profile 
and lifelog 
data to DCL
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Cornerstone
Case Base 

Model Translator

Model 
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Compute the 
features’ 
priorities

Receiving user 
profile and 
lifelog data 
from DCL

Display the 
features’ 
priorities

3

/ 290KCL2.5-SUC-18: Compute features priorities
Implementation

Features’ Priorities 

Compute Features Priorities

Feature Name Feature Priority Feature Ranking

BMI 97.25 1

WeightStatus 45.21 2

CaloriesBurnedPerDay 12.5 3
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KCL2.0-SUC-06: Retrieve user profile and lifelog data
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To help domain expert to view unprocessed user profile and 
lifelog data 

• Methodology

 Communication: Restful Service between Preprocessor and 
DCL

 Lifelog Data Loader (operation)

1. Input: Feature model and lifelog data 

2. Processing:

a. Domain expert loads the feature model for selected 
domain

b. System loads the corresponding feature model

c. Domain expert sends request to DCL for user profile 
and lifelog data based on loaded feature model

d. DCL shares the user profile and lifelog data

e. System receives the user profile and lifelog data

f. System saves the received lifelog data

3. Output: forwards the lifelog data to Missing Value Handler
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KCL2.5-SUC-06: Retrieve user profile and lifelog data
Use Case Functions

Data Curation 
Layer

Lifelog Data

Retrieve 
user profile 
and lifelog 

data

Request of user 
profile and 

lifelog data to 
DCL

Receiving user 
profile and 
lifelog data 
from DCL

Visualization of 
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293KCL2.5-SUC-06: Retrieve user profile and lifelog data
Implementation

Data Curation 
Layer

Lifelog Data

RESTful Web Services

[   {
"tblUsers": [
{
"col": "User-ID",
"datatype": "int"

}, {
"col": "Age",
"datatype": "int"

}, {
"col": "Gender",
"datatype": "varchar",
"size": 50

}, ]  },
{
"tblUserGoal": [
{
"col": "BMI",
"datatype": "float"

},  {
"col": "WeightStatus",
"datatype": "varchar",
"size": 500

}, {
"col": 

"CaloriesBurnedPerDay",
"datatype": "int"

},  {
"col": "Recommendation",
"datatype": "varchar",
"size": 500

},
[  {

"relatedTable": "tblUsers",
"relatedCol": "User-ID"

}  ]   ]  
}   ]

@Post: Output

[   {
{ “User-ID”:1, “Age”:34,  “Gender”:”M”, “BMI”:26.5, “WeightStatus”:”Overweight”,  

“CaloriesBurnedPerDay”:1250, “Recommendation”: “ModerateActivity”},
{ “User-ID”:2, “Age”:22,  “Gender”:”M”, “BMI”:22.8, “WeightStatus”:”Normal”,  

“CaloriesBurnedPerDay”:1620, “Recommendation”: “LightActivity”},
…………………………………….
…………………………………….     }  ]   

@Post: Input
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KCL2.5-SUC-02: Prepare lifelog and user profile data

Data Curation 
Layer

Lifelog Data

Use Case Functions

Process 
user profile 
and lifelog 

data

Identify null 
values from 

retrieved 
data

Detecting 
outliers with 
Inter Quartile 

Range 

Finding ranks 
of attributes

Attribute 
filtering

Replace null 
values with 
mean and 

mode

Replace 
outliers with 

mean or 
mode

Transform 
the data 

using equal 
width or 

equal depth 
binning

Persistence 
of processed 

data
8

6

4

2

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance

478



/

Knowledge Creation & Evolution 
Data-Driven

295

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2.5-SUC-02: Prepare lifelog and user profile data (1/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Missing Value Handler (operation)

1. Input: unprocessed data

2. Processing:

a. Domain expert loads the unprocessed data

b. System displays the retrieved data

c. For each attribute:

i. Domain expert identifies the missing values 
and select appropriate method from following 
options for missing value replacement.

• Mean

• Mode

ii. System replaces the missing values using 
selected method.

d. Domain expert saves the processed data into 
repository

3. Output: forwards the processed data to Outlier Handler

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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/ 296KCL2.5-SUC-02: Prepare lifelog and user profile data (1/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

Unprocessed Data

• Mean/Mode substitution
• Replace missing value with sample mean or mode, which are two kinds of “averages”.
• The "mean" is the "average" you're used to, where you add up all the numbers and 

then divide by the number of numbers.
• The "mode" is the value that occurs most often. If no number is repeated, then there 

is no mode for the list.

• Dummy Variable Adjustment
• Create an indicator for missing value (1=value is missing for observation; 0=value is 

observed for observation)
• Impute missing values to a constant (such as the mean)
• Include missing indicator in regression

• Regression Imputation
• Replaces missing values with predicted score from a regression equation.

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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KCL2.5-SUC-02: Prepare lifelog and user profile data (2/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Outlier Handler (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the processed data

b. System displays the retrieved data

c. For each attribute:

i. Domain expert apply outlier detection method 
such as interquartile range and scatterplot.

ii. System display the outliers

iii. Domain expert select appropriate method from 
following options for outlier replacement.

• Mean

• Mode

iv. System replace the outlier using selected method.

d. Domain expert saves the processed data into repository

3. Output: forwards the processed data to Transformation

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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/ 298KCL2.5-SUC-02: Prepare lifelog and user profile data (2/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

Unprocessed Data

• Outlier
• An outlier is an observation which deviates so much from the other observations 

• Detection Methods
• Statistical Methods

• Parametric
• Non-Parametric

• Histogram
• Inter Quartile Ranges (IQR)

• Proximity-Based Methods
• Clustering-Based Methods

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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• Inter Quartile Ranges (IQR)
• Calculate the interquartile range (IQR) of data

• IQR = Quartile 3 – Quartile 1

• Multiply the interquartile range (IQR) by the 
number 1.5

• Add 1.5 x (IQR) to the third quartile. Any 
number greater than this is a suspected 
outlier.

• (Quartile 3) + (1.5 × IQR)

• Subtract 1.5 x (IQR) from the first quartile. 
Any number less than this is a suspected 
outlier.

• (Quartile 1) – (1.5 × IQR)

Missing Value Handler | Outlier Handler | Transformation | Features Selection

outliers outliers
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KCL2.5-SUC-02: Prepare lifelog and user profile data (3/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Transformation (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the processed data

b. System displays the retrieved data

c. For each attribute:

i. Domain expert identifies, normalizes the non-
transformed values, and updates the dataset.

ii. System modifies the values set and update the 
dataset

d. Domain expert saves the processed data into 
repository

3. Output: forwards the processed data to Feature Selection

Missing Value Handler | Outlier Handler | Transformation | Features Selection

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance
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/ 301KCL2.5-SUC-02: Prepare lifelog and user profile data (3/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

Unprocessed Data

• Transformation
• A function that maps the entire set of values of a given attribute to 

a new set of replacement values such that each old value can be 
identified with one of the new values 

• Methods
• Discretization: Concept hierarchy climbing
• Smoothing: Remove noise from data
• Attribute/feature construction

• New attributes constructed from the given ones
• Aggregation: Summarization, data cube construction
• Normalization: Scaled to fall within a smaller, specified range

Missing Value Handler | Outlier Handler | Transformation | Features Selection

CaloriesBurnedPerDay

Low

Normal

Low

Low

Low

…

Low

Normal

> 1650  High
1600 – 1650   Normal
< 1600  Low

/ 302KCL2.5-SUC-02: Prepare lifelog and user profile data (3/4)
Missing Value Handler | Outlier Handler | Transformation | Features Selection

• Discretization: Concept hierarchy climbing
• Divide the range of a continuous attribute into intervals
• Interval labels can then be used to replace actual data values
• Discretization can be performed recursively on an attribute

• Typical methods:
• Binning

• Equal-width (distance) partitioning
• Divides the range into N intervals of equal size: uniform grid
• if A and B are the lowest and highest values of the attribute, the width of intervals              

will be: W = (B –A)/N.

• Equal-depth (frequency) partitioning
• Divides the range into N intervals, each containing approximately same number of 

samples

• Histogram analysis
• Clustering analysis
• Correlation analysis

482



/

Knowledge Creation & Evolution 
Data-Driven

303

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets
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Rule Learning Case Authoring
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Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2.5-SUC-02: Prepare lifelog and user profile data (4/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Feature Selection (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the processed data

b. System displays the retrieved data

c. Domain expert applies the attributes filtration 
techniques (i.e. ranking)

d. System computes the ranks for all attributes and 
displays to expert

e. Domain expert select the highly ranked attributes 
(i.e. rank value >= 0.8)

f. System filters the attributes based on selected 
attributes and displays to domain expert

g. Domain expert saves the processed data into 
repository

3. Output: processed data

Missing Value Handler | Outlier Handler | Transformation | Features Selection

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance

/ 304KCL2.5-SUC-02: Prepare lifelog and user profile data (4/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

Unprocessed Data

• Feature Selection
• It is the process of selecting a subset of relevant features for use in model construction.

• Feature Selection Algorithms
• Filter Methods

• Chi Squared test
• Information Gain score
• Correlation Coefficient score

• Wrapper Methods
• Embedded Methods

Missing Value Handler | Outlier Handler | Transformation | Features Selection

xx x

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑺 = ෍

𝒊=𝟏

𝒄

)−𝒑𝒊 ∗ 𝒍𝒐𝒈𝟐(𝒑𝒊

𝑰𝒏𝒇𝒐𝒓𝒎𝒂𝒕𝒊𝒐𝒏 𝑮𝒂𝒊𝒏 𝑺, 𝑭𝒊 = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑺 − ෍

𝒗𝒊𝝐𝑽𝑭𝒋

𝑺𝒗𝒊

𝑺
∗ 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺 )𝒗𝒊

Where: pi - proportion of the examples belonging to the i-th class.

Svi – subset of S, for which feature Fj has value vi

VFj – set of all possible values of feature Fj
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KCL2.5-SUC-13: Learn classification model
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To generate the classification model.

• Methodology

 Rule Learning (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the user profile lifelog 
processed data for selected domain

b. System loads the corresponding processed data

c. Domain expert  selects the J48 learning algorithm 

d. System loads the J48 decision tree algorithm and 
generate the classification model

e. Domain expert saves the model.

3. Output: classification model

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance
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Missing Value 
Handler

Lifelog Data 
Loader
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Features Selection Transformation

KCL2.5-SUC-13: Learn classification model
Use Case Functions

Data Curation 
Layer

Lifelog Data

Learn 
classification 

model

Load processed 
data

Load decision 
tree learning 

algorithm

Model learning
Persistence of 
learned model

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance
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/ 307KCL2.5-SUC-13: Learn classification model
Implementation

Preprocessed Data

Age Gender WeightStatus Recommendation

34 M Overweight ModerateActivity

22 M Normal LightActivity

18 M Normal ModerateActivity

34 F Normal ModerateActivity

65 F Obese HeavyActivity

.. .. .. ..

19 M Overweight HeavyActivity

65 M Normal ModerateActivity

Processed Data

J48

Classification Model

Classification
Model

Algorithm: J48 – Decision Tree
1.Check for base cases
2.For each attribute a, find information gain ratio
3.Find the attribute a_best with the highest normalized information gain
4.Create a decision node based on a_best
5.Recur on the sublists obtained by splitting on a_best, and add as child nodes

Decision Tree
Algorithm

/
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Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2.5-SUC-19: Transform the decision tree
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To transform the decision tree into rules to conform 
them from domain expert

• Methodology

 Model Conformance (operation)

1. Input: classification model

2. Processing:

a. System loads the classification model called 
decision tree model 

b. System prunes the decision tree model

c. System translates the pruned model into XML 
format

d. System parses the XML file to extract the rules 
from XML file

e. System connects to Expert-Driven editor to 
share the parsed rules to conform them from 
domain expert

3. Output: rules Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance

Exp
e

rt-D
riven
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Use Case Functions
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Data-Driven
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Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Data Curation 
Layer

Lifelog Data

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance

Exp
e

rt-D
rive

n

Transform 
the decision 

tree

Load the 
classification 

model

Parse the XML 
to extract the 

rules

Transform the 
pruned model 

into XML 
format

Shares the 
extracted rules 

with domain 
expert

3

Prune the 
loaded model

/ 310KCL2.5-SUC-19: Transform the decision tree
Implementation

Classification Model

Classification
Model

Model Translation

<<XML Decision Tree Model>>
<?xml version="1.0" encoding="UTF-8"?> 
<Rule ID=“1”>

<conditions attribute=“WeightStatus” operator=“equal" value=“Overweight” />
<conclusion attribute=“Recommendation” operator=“equal" value=“HeavyActivity”/ >

</Rule>
…
</xml>

<<Rules>>
IF ( WeightStatus = Overweight ) THEN Recommendation = HeavyActivity
…
….
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Modeling

Algorithm Selection 
Training Dataset

Data Curation 
Layer

Lifelog Data

1

2

3

5

2

3
Feature Model

User-ID Age Gender BMI WeightStatus CaloriesBurned/Day Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

4-5

6

9

Age Gender WeightStatus Recommendation

34 M Overweight ModerateActivity

22 M Normal LightActivity

18 M Normal ModerateActivity

34 F Normal ModerateActivity

65 F Obese HeavyActivity

.. .. .. ..

19 M Overweight HeavyActivity

65 M Normal ModerateActivity

10

Processed Data

9

7

8

CaloriesBurned/Day

Low

Normal

Low

Low

Low

…

Low

Normal

10

> 1650  High
1600 – 1650   Normal
< 1600  Low

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

4 6

10

7

89

8

9

Feature Modeling Toolkit

<<Lifelog Schema>>
<User-ID type=“xsd:int”>,
<Age …>, <Gender …>,
<BMI …>, ……
…,
<Recommendation type=“xsd:string”>

1

2

12

J48
11

Classification Model

11

12

Classification Model

13

Classification
Model

Knowledgebase
Case Base

Prob. 
Models

Rule Base
Cornerstone
Case Base 

Model Translator

Model 
Conformance

13

<<Rules>>
IF ( WeightStatus = 
Overweight ) THEN 
Recommendation = 
HeavyActivity

14

14

/Dependencies, Issues and Challenges 

• The user profile and life log schema and data retrieval from DCL

• Feature model development

• Data preprocessing

• Model learning after configuration with available machine learning 
algorithms API’s

• Model Translation

312
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• Language
• Java

• Frameworks:
• Spring MVC

• AJAX - jQuery

• APIs:
• Weka

• IDEs:
• Eclipse

313Selected Tools and Techniques

/Algorithm Selection

• The process of selecting an appropriate 
algorithm for learning a dataset

• Types of selecting appropriate algorithms
• Empirical analysis

• Automatic recommendation

314

Algorithm Selection

Empirical Analysis
(cross-validation over all 

possible algorithms)

Automatic
(meta-learning)
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A1

A2

A 3

An

A3

Performance  P1

Performance  P2

Performance  P3

Performance  Pn

Dataset
Automatic 

Algorithm Selection

Empirical

Automatic

A3A1

A2

A 3

An

/
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Offline Phase 
• Creation of the Algorithm 
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Online Phase 
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Algorithm for a New Dataset
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Meta-features 
computation

2a

Preprocessor
Selection of 
Algorithm

2b

Algorithm 
Selection 

Model

Model Learner

Appropriate 
Algorithm

Offline Phase | Online Phase 

1a 1b

1c

1d

2a 2b
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/Use-case diagram of automatic algorithm selection

Use Case #ID Use Case Name

KCL2.5-SUC-07 Extract meta-features of classification datasets

KCL2.5-SUC-08 Evaluate performance of classification algorithms

KCL2.5-SUC-09 Create automatic algorithm selection Model

KCL2.5-SUC-10
Integrate automatic algorithm recommendation 
model

KCL2.5-SUC-11 Recommend appropriate classification algorithm

317

uc SystemSpecs Use Cases-withoutRDR

KCLV2.0

(from ExpertDriven)
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Domain Expert
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(from DataDriven)
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Use-case (KCL2.5-SUC-07): Extract meta-
features of classification dataset
• Objective
 Extraction of meta-characteristics

• Methodology
 Library used: OpenML dataset 

characterization library is used
 Dataset Meta-features computation 

(operation)
1. Input: UCI and OpenMl classification 

datasets
2. Processing:

a. Takes each dataset form the local 
copy of the datasets

b. Extracts basic and advanced 
statistical meta-feature and 
information theory features

c. Stores the extracted features to 
meta-feature base

3. Output: 
a. A set of meta-features
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• Meta-feature extraction
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Statistical

 Information theory

 Landmarking

Meta-Features Extraction
Use Case
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/List of Meta-features 321

No. Advanced Statistical Features

No. Basic Statistical Features Advanced Statistic 1 MeanStdDevOfNumericAtts

Simp. Statistic 1 InstanceCount Advanced Statistic 2 MeanMeansOfNumericAtts

Simp. Statistic 2 NumAttributes Advanced Statistic 3 NegativePercentage

Simp. Statistic 3 ClassCount Advanced Statistic 4 PositivePercentage

Simp. Statistic 4 PercentageOfBinaryAtts Advanced Statistic 5 DefaultAccuracy

Simp. Statistic 5 PercentageOfNominalAtts Advanced Statistic 6 IncompleteInstanceCount

Simp. Statistic 6 PercentageOfNumericAtts Advanced Statistic 7 PercentageOfMissingValues

Simp. Statistic 7 AttrWithOutlier.Prop Advanced Statistic 8 MinNominalAttDistinctValues

Simp. Statistic 8 MeanSkewnessOfNumericAtts Advanced Statistic 9 MaxNominalAttDistinctValues

Simp. Statistic 9 MeanKurtosisOfNumericAtts Advanced Statistic 10 StdvNominalAttDistinctValues

Simp. Statistic 10 MeanAbsCoef Advanced Statistic 11 MeanNominalAttDistinctValues

Simp. Statistic 11 Dimensionality

Simp. Statistic 12 NumBinaryAtts No. Information Theory Features

Simp. Statistic 13 NumNominalAtts InfTheory 1 ClassEntropy
Simp. Statistic 14 NumNumericAtts InfTheory 2 MeanAttributeEntropy
Simp. Statistic 15 NumMissingValues InfTheory 3 MeanMutualInformation

InfTheory 4 EquivalentNumberOfAtts
InfTheory 5 NoiseToSignalRatio

Total 31 Meta-features

/Meta-features Extraction (One Dataset) 322

Mean Absolute Deviation
• The sum of the differences between data values and the mean, divided by the count;
• [ (x1 - mean) + (x2 - mean) + (x3 - mean) + ... + (xn - mean) ] / n

Skewness
• The sum of the cubed differences between data values and the mean, divided by the count minus 

1 times the cubed standard deviation;
• [ (x1 - mean)3 + (x2 - mean)3 + (x3 - mean)3 + ... + (xn - mean)3 ] / [ (n - 1) * s3 ]

Kurtosis
• The sum of the fourth power of differences between data values and the mean, divided by the 

count minus 1 times the fourth power of the standard standard deviation; 
• [ (x1 - mean)4 + (x2 - mean)4 + (x3 - mean)4 + ... + (xn - mean)4 ] / [ (n - 1) * s4 ]

Mean Standard Deviation (s)
• The square root of the variance;
• 2√variance or variance = s2

Root Mean Square (RMS)
.
.

Dataset

Meta-feature 
Extractor

Meta-features
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/Meta-features Extraction  (For All Datasets)

• Types of meta-features
 Basic statistical (13)

 Advanced statistical (11)

 Information theory (5)

 Complexity characteristics

 Landmarking features

 Model-based meta-features

• Types datasets
 Classification datasets (60-100)

 Clustering
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𝑑1

𝑑2

𝑑𝑛−1

𝑑𝑛

𝑚𝑓1 𝑚𝑓2 𝑚𝑓3 𝑚𝑓𝑚−1 𝑚𝑓𝑚

Mean Absolute 
Deviation

Skewness
Mean Standard 

Deviation (s)
Class Entropy

Mean Mutul
Inform

0.750390634 2.231884058 13.209362 ………… 0.814765885 0.02238773

-1 -1 -1 ………… 0.991231 -1

-1 -1 -1 ………… 0.791645 -1

. . . ………… . .

2.059351 3.21875 -13.2185 ………… -1 -1

2.070336 2.3125 -23.5571 ………… -1 -1

# 𝐸𝑥𝑝. 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛
= 𝑛 𝑛𝑜 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠 ∗ 𝑚(𝑛𝑜 𝑚𝑒𝑡𝑎𝑓𝑒𝑡𝑢𝑟𝑒𝑠)

Meta-features

UCI and OpenML
Classification 

Datasets

OpenML Dataset Characterization Library

/Performance Evaluation of Classification Algorithm 324
Use-case (KCL2.5-SUC-08): Evaluate decision tree 
classification algorithms
• Objective
 To find the most appropriate DT algorithm for the datasets

• Methodology
 Library used: Weka, Excel Statistician Tool
 ML algorithm evaluation (operation)

1. Input: UCI and OpenMl classification datasets, Weka DT 
algorithms

2. Processing:
a. Takes each dataset form the local copy of the 

archeived datasets
b. Use Weka experimenter and test the DT algorithm on 

the loaded dataset
c. Obtain all the evaluation metrics
d. Compute Balanced accuracy
e. Perform parametric test for the significantly better DT 

algorithm
f. Select the appropriate algorithm
g. Align selected algorithm with the meta-features of 

that dataset
h. Select appropriate algorithm as a class label

3. Output:  Appropriate algorithm
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Meta features-algorithm 
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Datasets Meta-features 
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Algorithm Selector
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Meta-features 
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Algorithm 
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Archived Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Performance 
Evaluation of  DT 

Algorithm

• Evaluation of DT classification Algorithms

 DT classification algorithm

 Wgt.Avg.Fscore, Stdev as evaluation metrics

 Non-parametric t-test for significance

Use Case
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/Performance Evaluation of Classification Algorithm 325
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Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Performance 
Evaluation of  
DT Algorithm

Performing 10-fold 
CV on each dataset 
using all DT Algo. 

In Weka
Experimenter

Persistence of 
Evaluation Results 
in CSV File Format

Definition and 
Computation of 
Multi-objective 

Evaluation 
criteria

Perform Statistical  
Significance Test

21

Compare the 
results based on 

significance results

5

Select the 
appropriate 
Algorithm as 

the class label
6

Use Case Feature Functions

/Evaluation of Decision Tree Algorithms (One Dataset) 326

Dataset

Random Forest
(winner)

Comparison and 
Evaluation of the 

Results
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/Comparison and Evaluation of Results (One Dataset) 327

• Perform statistical significance 
test (Paired t-test)

1. Perform significantly better 

2. Perform equally likely, cannot decide

3. Perform significantly poor 

• Drops algorithms that performs 
significantly poor

• Perform evaluation for balanced 
accuracy

• Wgt.Avg.F-Score, Stdev

• Select the algorithm with 
maximum highest Wgt.Avg.F-Score
value and minimum Stdev

Statistical Significance 
Test

(Paired t-test)

Check 
significance? 

Performs 
significantly

Compute Balance 
Accuracy

Performs 
equally likely

Results of Algorithm 
Performance

argmax f(x):=Max(WAFScore)

Algorithm with Max 
WAFScore and Min 

Stdev
(Random Forest)

/Comparison and Evaluation of Results (All Datasets)

• Types algorithms
 Decision tree-based algo. (9)

 Rule-based algo.

 Probabilistic algo.
 Distance-based algo.

 Meta-learning algo.

 Function-based algo.

• Evaluation criteria
 Accuracy

 Wgt.Avg.F-score

 Stdev

 Balanced accuracy
 Precision

 Error rate

 Time-complexity

 .

 .

• Statistical significance test
 Parametric

 Non-parametric
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𝑅𝐸𝑃𝑇𝑟𝑒𝑒 𝐼𝑑3𝐶𝐴𝑅𝑇𝑅𝑎𝑛𝑑𝐹𝑜𝑟𝑒𝑠𝑡𝐽48

𝑑1

𝑑2

𝑑𝑛−1

𝑑𝑛

Balanced Acc Balanced Acc Balanced Acc Balanced Acc Balan Acc

6 ………

56 ………

. . . ……… . .

5 9 ………

6 ………

# 𝐸𝑥𝑝𝑓𝑜𝑟 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑛𝑔 𝑛 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠
= 𝑛 𝑛𝑜 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠 ∗ 𝑚(𝑛𝑜 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠)

𝐽48

𝑅𝐸𝑃𝑇𝑟𝑒𝑒

𝐶𝐴𝑅𝑇

𝑅𝑎𝑛𝑑𝐹𝑜𝑟𝑒𝑠𝑡

𝐽48

Meta-features + 
Appropriate 

Algorithm

UCI and OpenML
Classification 

Datasets

Appropriate Algo

Experimenting datasets by the 
candidate algorithms in Weka

environment

Comparison and 
Evaluation of the 

Results

Alignment meta-
features and 

Algorithm
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/Algorithm Selection Model Creation 329
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Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Use Case

Use-case (KCL2.5-SUC-09): Create Algorithm Selection 
Model (Algorithm Selection Case Base)
• Objective
 To Create the Case base for recommending best algorithm

• Methodology
 Library used: jColibri, Excel Statistician Tool
 Algorithm Selection Case Base Creation (operation)

1. Input: Algorithm Selection Training Dataset, Similarity 
Functions

2. Processing:
a. Define Case base structure in jColibri
b. Takes Algorithm Selection Training Dataset and load to 

Case base structure in jColibri
c. Assign local similarity functions to each meta-feature
d. Assign global similarity functions to each meta-feature
e. Save the Algorithm Selection Case Base as a CBR 

Model 
3. Output: Algorithm Selection Model (CBR Case Base)

/Algorithm Selection Model Creation 330
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Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
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Features Selection Transformation

Algorithm 
Selection 

Model 
Creation

Design Case Base 
Structure

Load Training 
Dataset to the 

Case Base 
Structure

Assign Local and 
Global Similarity 

Functions

Persistence the 
Designed Case 

Base as an 
Algorithm

Recommendation  
model

21

Use Case Feature Functions
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/Algorithm Selection Model Integration 331
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Lifelog Data 
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Preprocessed 
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Features Selection Transformation

Model 
Integration

Meta Features 
Extractor Code 

Integration to Data 
Driven 

Algorithm 
Selection Model 

Integration
(CBR System)21

Use Case Feature Functions

Use-case (KCL2.5-SUC-10): Integrate Algorithm Selection 
Model
• Objective
 To Select Best Algorithm from The Data Driven Environment

• Methodology
 Library used: Net Beans or Eclipse
 Algorithm Selection Model Integration(operation)

1. Input: Algorithm Selection Model 
2. Processing:

a. Integrate meta-feature Extractor
b. Integrate CBR algorithm selection model

3. Output: Integrated Algorithm Selection Model

/ 332

Algorithm 
Selection 

Model (CBR 
Model)

Algorithm Selector
(Reasoning Process)

Data Driven Interface

Java Net Beans etc.

Use-case
KCL2.5-SUC-10

(Model Integration)

Meta-features 
Extractor

Algo. Selection 
Model

Algorithm Selection Model Integration
Tasks Flow
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/Algorithm Recommendation 333
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Use Case

Use-case (KCL2.5-SUC-11): Recommendation of best 
Algorithm
• Objective
 To select best algorithm

• Methodology
 Library used: jColibri
 ML algorithm Recommendation (operation)

1. Input: new preprocessed datasets, CBR model
2. Processing:

a. Takes preprocessed dataset form data driven 
environment

b. Extract meta-features through meta-feature extractor
c. Apply Retrieve step of the CBR methodology
d. Select top-k similar cases
e. Select the top case as the recommended algorithm
f. Provide the recommendation algorithm to the data 

driven environment
g. Retain the new case in Case Base 

3. Output:  the best algorithm
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Model 
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Receiving 
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2

1

Use Case Feature Functions

Preprocessing of 
the Extracted 

Features

Recommend the 
top Algorithm to 

Data Driven 

Perform Case-
based Reasoning 
and Retrieve Top-

k Cases

3

4

5

Retain the new 
Case in the Case 

Base
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/ 335

New Dataset

Algorithm Selector
(Reasoning Process)

Data Driven Interface

Algorithm Recommendation

Use-case
KCL2.5-SUC-11

(Algorithm Recommendation)

Meta-features 
Extraction

CBR for Algorithms 
Recommendation

J48

Algorithm Recommendation

Task WorkFlow

Case-based 
Reasoning (CBR)

New case(s)

Algorithm 
Selection Model 
(CBR Case Base)

Retrieved Cases

Retrieve

Top k, Relevant 
Cases

Reparsed Case

Reuse

Revise

Retain

Learned 
Case

New Case (set of 
meta-features

1

2 4

3

5

Top-Ranked 
Algorithm

Pre-process meta-
features

Extract meta-
Features

Meta-features Extraction and Pre-
Processing

New 
Preprocessed 

Dataset

CBR Algorithm for Algorithm Recommendation

/

• APIs:
• Weka

• OpenML

• Tools:
• Weka

• RapidMiner

• jColibriv2.0

336Selected Tools and Techniques
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/ 337Contributions

• Support of feature modeling to select valid combination of features for 
optimal classification model

• Generating classification model

• Use of multi meta-features learning to exploit intrinsic 

behaviors of datasets for improved performance of the 

algorithm selection model

• Use of multi-metric objective function to evaluate algorithms 

performance and recommend appropriate algorithm

• Automatic recommendation of optimum performance algorithm 
for a new dataset at run time

Expert Driven Knowledge 
Acquisition
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/Goal and Objectives

• Goal
• Provide user-friendly environment to create

recommendation’s and alert’s guidelines to
transform experts knowledge into knowledge
base

• Objectives
Create easy-to-use Rule Editor to facilitate the

domain experts to create knowledge rules using
contextual selection of concepts from Intelli-sense
window and/or domain model tree

Providing user-friendly Guideline Editor to generate
guidelines with the help of Intelli-sense and domain
model tree selection as in Rule Editor

Transformation of guidelines into knowledge rules
and then to executable format to generate
recommendations and alerts

339

Creating Rule
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/Motivations 340

Incorporating 
Guidelines for 

wellness 
domain

Providing guideline 
editor to transform the 
guideline’s knowledge 
into computer 
interpretable format.

Incorporating 
expert 

experiences 
into 

knowledge 
base

Providing user-friendly 
environment to expert 
for transformation of 
their experiences into 
knowledge base

Transforming 
the rules into 

rule-based 
representation 

Providing transformation 
mechanism to represent 
the knowledge rules into 
multiple format. 

Situational 
based indexing 
of knowledge 

base

Providing situation based 
indexing for knowledge 
base in order to classify 
diverse rules and 
enhance performance of 
reasoning

1 2 3 4
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/Challenges and Solutions 341

Incorporating 
Guidelines for 

wellness 
domain

Creating unified 
guideline representation 

model.

Incorporating 
expert 

experiences 
into 

knowledge 
base

Providing easy-to-use 
and customized 

environment to create 
rules

Transforming 
the rules into 

rule-based 
representation 

Providing unified model 
to multiple 

representation

Situational 
based indexing 
of knowledge 

base

Identification of salient 
features in situation for 

indexing rules

1 2 3 4

Motivations

Solutions

Challenges

• Meta Model 
Transformation

• Guideline Meta Model 
Rule Editor

Knowledge 
Transformation Bridge

Situation Event 
Management

S1 S2 S3 S4

/ 342Knowledge Curation Layer
Expert Driven
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Features Selection Transformation

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

S1

S2

S3

S4

S1

S2

S3

S4

Incorporating Guidelines for wellness domain

Incorporating expert experiences into 
knowledge base

Transforming the rules into rule-based 
representation 

Situational based indexing of knowledge base
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/ 343Expert Driven Knowledge Acquisition-Use cases

Use Case #ID Description

KCL2.5-SUC-03 Generate Guideline

KCL2.5-SUC-04 Validate Guideline

KCL2.5-SUC-10 Create Rule

KCL2.5-SUC-11 Validate Rule

KCL2.5-SUC-15 Manage Concepts of Domain Model

KCL2.5-SUC-16 Transform Knowledge Rule

KCL2.5-SUC-17 Create Situation Event

KCL2.5-SUC-20 Create Concept

KCL2.5-SUC-21 Update Concept

KCL2.5-SUC-22 Load Concept
X X

/ 344Expert Driven Knowledge Acquisition-Use cases
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Rule Editor
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Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Generate 
Guideline

(KCL2.5-SUC-03)

Validate 
Guidelines

(KCL2.5-SUC-04)

Create Rule
(KCL2.5-SUC-10)

Validate Rule
(KCL2.5-SUC-11)

Manage 
concepts of 

domain model
(KCL2.5-SUC-15)

Transform 
Knowledge Rule

(KCL2.5-SUC-16)

Create situation
(KCL2.5-SUC-17)

X

X
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Knowledge Creation & Evolution 

345Expert Driven Knowledge Scenario for #2 path

2 Existing Wellness Mode is Loaded

Expert creating rules in the 
editor

3.a

Intelli-sense fetches the 
related concepts of value 
set

3.b

Rule and Index saved into KB

4

Rule 1:

If Gender = Male and Age Group = Adult (19-45) and current Activity = 

Sitting and Activity Duration = 1hour and Health Status = normal

Then Recommendation 1

Expert selects desired 
artifacts

3.c

1

1 Expert opens rule editor

5

Rule is validated

Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager
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Rule Editor
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Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

4

5

2

3.a

3.b

3.c

6

Share Rule with corresponding 
index

6 Rule Index:

Rule Condition  Rule 1

/ 346Methodology: Rule Editor
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Situation Event Sharing Rules Index Sharing

Use-case (KCL2.5-SUC-10): Create Rule
• Objective
 Transform the expert’s knowledge and guidelines into 

knowledge base rules
• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS
 Server side script: Spring MVC

 Rule Editor (operations)
1. Input: Concepts from wellness model/Intelli-sense, 

Expert’s/Guideline knowledge
2. Processing:

a. Wellness domain model loads to the editor
b. Domain experts create facts and conclusion of rules 

using Intelli-sense window and wellness model
c. Domain experts select the required artifacts
d. The created rule transform into plain rule format 

and store into knowledge base
3. Output: 

a. Rule in plain rule format
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/ 347Use Case Functions: Rule Editor
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Create Rule

Loading 
Wellness 

Domain Model 
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selection

Contextual 
Selection of 

concepts using 
Intelli-sense

Creating of 
rule’s facts and 

conditions

Persistence of 
created rules

/ 348Rule Reasoning Strategies 

Forward Chaining Backward Chaining

Features

Works from facts to a conclusion (Data Driven)

Appropriate when all the facts are provided with 
the problem statement

Aims for finding conclusion

Appropriate for monitoring, planning, and 
interpretation applications

Breadth-first search

Features

Works from the conclusion to facts (Goal Driven)

Appropriate when the goal is given in the 
problem statement

Aims for finding necessary data

Appropriate for Diagnostic, prescription and 
debugging applications

Depth-first search
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/ 349Use case functions: Domain Model Manager
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Manage 
concepts of 

domain 
model
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relationships

Fetching the 
existing 

hierarchy of 
concepts

Add, Update, 
and Delete the 
concepts and 
Relationship 
functionality

Persistence the 
updated model 
into repository 

Consistency 
check for the 
concept and 
relationships
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1

1 Expert opens domain model manager

2 Existing Wellness Mode is Loaded

2

Expert creating concept of domain model3.a

Expert updating concept of domain model3.b

4 Model is validated from conflict with based model

5 Store new or updated concept of domain model to 
knowledge base

3.a

3.b

4

5
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/

This module supply Loading of concept model from Knowledge data base. It can be 
provided by concept model class or json format markup language.

This module supply Modification and Deletion of model by Expert View.
Domain Expert can manage several concept model.

This module supply Creation of model by Expert View. The most of important thing is 
finding duplicated model and confliction with existing model.

Knowledge Creation & Evolution 

Expert-Driven

Knowledge Acquisition Tool

Domain Model Manager – Internal Modules 351

Domain Model Manager

Model Creator

Model Updation

Model Loader

Model Creator

Model Updation

Model Loader

IN: Expert Do(creation) / OUT: new Models and Relations

IN: Expert Do(modification, Deletion) / OUT: updated Models and Relations

IN: System Do(load KB) / OUT: stored Models and Relations by formatted forms

/ 352Methodology: Domain Model Manager
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Use-case (KCL2.5-SUC-20): Create concept
Objective
 Provides creation flow of concepts of domain model by domain 

expert
• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS and Graphic tree generation
 Server side script: Spring MVC + Restful Services

 Domain Model Manager (operations)
1. Input: Concepts
2. Processing:

a. Domain expert identify the concepts to add
b. Identify the relationship of new concept with other 

existing concepts if exists
c. Add concepts and create relationships
d. Store the updated model into repository

3. Output: 
a. Updated wellness model
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/ 353Methodology: Domain Model Manager
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Use-case (KCL2.5-SUC-21): Update concept
Objective
 Provides updating flow of concepts of domain model about 

modification or deletion by domain expert
• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS and Graphic tree generation
 Server side script: Spring MVC + Restful Services

 Domain Model Manager (operations)
1. Input: Modification or deletion of concepts
2. Processing:

a. Domain expert updating concept to modify or delete
b. Identify the relationship of updated concept with other 

existing concepts if exists
c. Modify or delete concepts and update relationships
d. Store the updated model into repository

3. Output: 
a. Updated wellness model

/Domain Model Manager – Data Work Flow 354

Domain Model Manager data flow is shown like this.

Model create

DMM

Validate 

Confliction

DMM

Knowledge DB

Model add

Model Modify 

or Delete

DMM

Validate 

Confliction

DMM

Model update

Model Creation

Model Updation

DMMDMM Backend Framework Real View Framework

Expert
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/ 355Methodology: Domain Model Manager
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Use-case (KCL2.5-SUC-22): Load concept
Objective
 Provides domain models from knowledge base to domain model 

manager.
• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS
 Server side script: Spring MVC + Hibernate + MS-SQL

 Domain Model Manager (operations)
1. Input: Signal of domain model manager
2. Processing:

a. Domain expert uses domain model manager
b. System loads domain models from knowledge base

3. Output: 
a. Stored wellness model

/Domain Model Manager – Data Work Flow 356

System/Expert

Load Model 

Concept /

Create View
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Knowledge DB

Model Loader

DMMDMM Backend Framework Real View Framework Knowledge Creation & Evolution 
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/Existing Wellness Model and Schema 357

WellnessConceptID WellnessConceptDescription ActiveYNID

54 Risky Habits Yest

55 Alcohol Drinking Yes

56 Smoking Yes

WellnessConcept

RelationshipID

WellnessConceptID

1

Relationship

Type

WellnessConceptID

2

60 55 (Alcohol

Drinking)

IsA 54 (Risky Habits)

61 56 (Smoking) IsA 54 (Risky Habits)

/

Knowledge Creation & Evolution 

358Expert Driven Knowledge Scenario for #2 path
Situation Event Base

2 Existing Wellness Mode is Loaded

Expert creating rules in the 
editor

3.a

Intelli-sense fetches the 
related concepts of value 
set

3.b

Rule and Index saved into KB

4

Rule 1:

If Gender = Male and Age Group = Adult (19-45) and current Activity = 

Sitting and Activity Duration = 1hour and Health Status = normal

Then Recommendation 1

Expert selects desired 
artifacts

3.c

1

1 Expert opens rule editor

5

Rule is validated

Expert-Driven
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4

5

2

3.a

3.b

3.c

6.a 6.b

Share Rule with corresponding 
index

6.a

6.b

Share Situation Event
Situation Event 1:

Activity = Sitting and Activity Duration = 1hour

Rule Index:

Situation Event 1  Rule 1
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1

2

3

Wellness Model
 Physical Activity
 Profile Information
 Nutrition
 Habits

1

Intermediate Rule Format
 XML format
 Rule based format

2

Rule based Model 
 Situation Event
 Rule Index

3

Expert Driven Rule Creation Workflow for #2 path

/ 360Methodology: Situation Event Manager
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Use-case (KCL2.5-SUC-15): Create Situation Event
• Objective
 To include set of associated recommendation rules and associate 

rules into index
• Methodology
 Approach: Model View Controller (MVC)

 Server side script: Spring MVC
 Situation Event Manager (operations)

1. Input: Plain rule in XML format
2. Processing:

a. Domain expert selects salient features (indicating as 
event) from conditions of the rule

b. System creates situation event with selected salient 
features

c. Assign index to the situation and associate to the rule
d. Store the index with associated rule in knowledge base 

index
3. Output: 

a. Indexed rules 
b. Situation Event: JSON
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/ 361Use case functions: Situation Event Manager and Knowledge Sharing Interface
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Create 
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Event
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/Situation, Situation Event and Rule

• Situation constitute part of rule which 
includes data elements(condition) 
required to process rule.

• Situation Event is part of Situation which 
includes salient features of data 
elements(condition).

• Rule is part of knowledge base which 
includes Situation and Action (decision)
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Rule-1

Situation

Situation ::= <Situation Event><Ai … Aj>

Action

Action::= <Decision>

Decision::=<Values>|<Description>

Rule-2

Situation

Situation ::= <Situation Event><Ak … Am>

Action

Action::= <Decision>

Decision::=<Values>|<Description>

Rule-n

Situation

Situation ::= <Situation Event><Ap … Aq>

Action

Action::= <Decision>

Decision::=<Values>|<Description>

Situation Event

Situation Event

Situation Event::= <Sfi … Sfj>

Knowledge base

Rule-1…Rule-n   |      Rule-k … Rule-m   |   Rule-p … Rule-q

Knowledge base Indexing

Situation Event-1 Situation Event-2 Situation Event-n
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@Post: Output

@Post: Input

363KCL2-SUC-15: Situation Event Sharing with DCL
Implementation

LLM
Data Curation 

Layer

RESTful Web Services

Knowledge Creation &
Evolution 

Expert Driven 

Situation Event 
Sharing

@Post: Output

@Post: Input

/

@Post: Output

@Post: Input

364KCL2-SUC-15: Rule Index and Rule Sharing with SCL
Implementation

Service Curation 
Layer

RESTful Web Services

Knowledge Creation &
Evolution 

Expert Driven 

Rules Index 
Sharing

@Post: Output

@Post: Input
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/ 365Methodology: Knowledge Transformation Bridge
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Use-case (KCL2.5-SUC-15): Transform knowledge Rule
• Objective
 Transform the created rules and guidelines into executable format 

to generate recommendations
• Methodology
 Approach: Template based code generations

 Server side script: Core Java
 Knowledge Transformation Bridge (operations)

1. Input: Plain rule in XML format
2. Processing:

a. The system identifies appropriate representation model
b. Fetch the artifacts and controls of the selected 

representation model
c. Transform the rule into selected representation model 

using its artifacts, controls and syntax
d. Store the created/updated rule into repository

3. Output: 
a. Executable rules into knowledge base

/ 366Use case functions: Knowledge Transformation Bridge
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/ 367Expert Driven Knowledge Scenario for #3 path

1 Domain Expert Select Guideline narratives and analyze for possible rule

2 Existing Wellness Mode is Loaded

Guideline Meta Model is loaded3.a

Guideline Tree is created, validated, 
stored and forwarded to Rule Editor

3.b

 decision tree Diabetes-Type2

Diabetes Type-2

Male

Female

Fruits Berries

Green Leafy

Vegetables, Fruits

Test

Outcome

Legend

Diabetes Type-2 (Recommendations)

Adulthood (19-65

years)

Vegetables and Fruits |  The 

Nutrition Source |  Harvard 

T.H. Chan School of Public 

Health.

Available: 

http://www.hsph.harvard.edu/n

utritionsource/whatshouldyou

eat/

vegetablesandfruits/

 True

 True True

 True

 True  True

Wellness Model is evolved for new
meta information

3.c
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4
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4

Rule 1:

If Gender = Male and Age Group = Adult (19-45) and current Activity = 

Sitting and Activity Duration = 1hour and Health Status = normal

Then Recommendation 1

5

Rule is validated

Share Rule with corresponding 
index

6.a

6.b

Share Situation Event
Situation Event 1:

Activity = Sitting and Activity Duration = 1hour

Rule Index:

Situation Event 1  Rule 1

X

/ 368Expert Driven Rule Creation Workflow for #3 path X
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/ 369Methodology: Guideline Manager
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Use-case (KCL2.5-SUC-03): Generate Guideline
• Objective
 Generate domain guidelines in tree format with easy manner

• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS
 Server side script: Spring MVC

 Guideline Manager (operations)
1. Input: Concepts from wellness model, Expert’s/Guideline 

knowledge
2. Processing:

a. Domain expert generate tree nodes using Intelli-
sense window and wellness model

b. Make relationships among the nodes according to 
expert’s knowledge

c. Load guideline meta model and map the created 
nodes and relationships

d. Transform the mapped nodes and relationships into 
tree in form of guideline meta model 

3. Output: 
a. Guideline Tree in graphical view
b. Guideline Tree in XML (Guideline Meta Model)

/ 370Use case functions: Guideline Manager

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Generate 
Guideline

Loading 
wellness model 

and concepts 
selection

Contextual 
selection of 

concepts using 
Intelli-sense
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/ 371Guideline Representation Model 

Guideline 
Meta 
model

Guideline 
model

XML
Proprietary

(RDB, File format)
JSON

Easy Syntactic Validation

Easily shareable

Support in visualization

Easy transformation

Features
Representations

Does not existPartially existsExists

/Guideline Template Model 372
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/Guideline Template Model 373

Activity = Sitting And Duration = 1hour

Gender = Male Gender = Female

Run for 5 min Walk for 10 min

Activity = Sitting And Duration = 1hour Gender = MaleGender = Female

Run for 5 min Walk for 10 min

Conditional Nodes :

Decisional Nodes :

/Guideline Template Model 374
<Guideline>

<Node>
<NodeID = Activity1 />
<NodeName = rootNode />
<NodeType = conditional />
<NodeContents>

<WellnessModel:Activity>
<ActivityName> Sitting </ActivityName>
<ActivityDuration> 1hour </ActivityDuration>

</WellnessModel:Activity>
</NodeContents>
<RelatedNode>

<TargetNode>Gender1</TargetNode>
<Relationship>Child</Relationship>

</RelatedNode>
</Node>

<Node>
<NodeID = Gender1 />

<NodeName = genderMale />
<NodeType = conditional />
<NodeContents>

<WellnessModel:Gender>Male</WellnessModel:Gender>
</NodeContents>

<RelatedNode>
<TargetNode>Activity1</TargetNode>
<Relationship>Parent</Relationship>

</RelatedNode>
</Node>

……..
</Guideline>

Activity = Sitting And Duration = 1hour

Gender = Male Gender = Female

Run for 5 min Walk for 10 min
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/ 375Contributions

• Provide user-friendly Rule Editor to domain experts

• Provide easy-to-use Guideline Editor to transform the guidelines from text to computer 

executable guidelines and rules

• Provide uniform Guideline Template Model (GTM)

• Provide wellness model manager to create wellness model by experts

• Index based rules (Situation enabled) generation and sharing for different services

/

• Language
• Java

• Frameworks:
• Spring MVC

• AngularJS

• Hibernate

• Database:
• MS SQL Server

• IDEs:
• Eclipse

376Selected Tools and Techniques
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/ 377Request-response flow including services with Spring MVC

Spring MVC Request 
Lifecycle Representing 
Backend Services

http://terasolunaorg.github.io/

Service Curation Layer 
(SCL 2.5)
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/Goal and Objectives

• Goal
• Providing precise and personalized wellbeing

recommendations.

• Objectives
• Enabling efficient communication within SCL

components and other layers of the MM platform

• Generating the accurate recommendations using
users profile and lifelog information.

• Interpreting the recommendations based on user
context to ensure the deliver at right time, the
right contents with right explanations.
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/SCL 2.5 Functional Diagram 380
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/SCL Components and Req Specifications 381

Recommendation 
Builder

Recommendation 
Interpreter

Service 
Orchestrator

Rahman Ali

Imran Ali

Muhammad Afzal

uc System Use Cases Updated

Service Orchestrator

Recommendation Interpreter

Recommendation Builder

(from Rec Builder)

load data for building 

recommendation

(from Rec Builder)

Prepare data for 

building 

recommendation

(from Rec Builder)

build recommendation

«actor»

DCL 2.5

(from Actors)

(from Rec Interpreter)

Interprete context

(from Rec Interpreter)

load data for 

interpreting 

recommendation

(from Rec Interpreter)

prepare data for 

interpreting 

recommendation

(from Rec Interpreter)

explain 

recommendation

(from Rec Interpreter)

interprete content

SCL 2.5

(from Service 

Orchestrator)

Receiv e Serv ice 

Request

(from Service 
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Deliev er Serv ice 

Results

«actor»

User Application / 

SL 2.5

(from System Use 
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«actor»

KCL 2.5

(from System 

Use Cases)

(from Service 

Orchestrator)

Handle Data

(from System Use 
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Load Rules

(from Rec Interpreter)

Prepare Results

(from System Use 
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Identify SNS 
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«invokes»

«include»

«include»
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«include»
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/Service Curation Layer - Architecture 382

Service Curation Layer

Service 
Orchestrator

Recommendation Manager

Input/output 
Adapter

Event Handler

Recommendation Interpreter

Context Interpreter Content Interpreter

Explanation Manager

Content Filterer

SNS Trend identifier

Context Selector

Context Interpreter

Explanation Generator

Education Support

Data Manager

Data Fetcher

Data Preparation

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern Matcher

Conflict Resolver Result Generator

Utility Library

Data Fetcher

Rules Loader
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Service Orchestrator

/Introduction

• Orchestrator enable communication of SCL with other layers and user application

• It allows implicit or explicit communications

384

implicit explicit

Time
Schedule Situation

User
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/Service Orchestrator - Architecture 385

Service Orchestrator

Input/ Output Adapter

Event Handler

Recommendation 
Builder

Recommendation 
Interpreter

Data 
Curation Layer

UI/UX

LLM

/Request for Recommendation 386

Push Model

Pull Model

User Request

Situation

Request Modes
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/Push Model (Situation Event) 3871

RESTful Web Services

Service Orchestrator
Recommendation 

Builder

Situation Event

Data Request

RESTful Web Services

DCL

Index (situation event) Reasoner

Prepare data request based on scheduled rules

a

b

{ 

"userRiskFa

ctorId":1, 

"userId":39, 

"riskFactorId

":5, 

"statusId":1 

}

User Profile

{ 

"userLifelogID":null, 

"userID":39, 

“activityID":6, 

“…”

}

Lifelog

{ "userId":39, "activityDate":"2015 05 14}

DCL---SCL 
Communication

1

2

3

3

1

1

3

3

4

4

4

4

Data Response

/Pull Model (User Request) 3881

RESTful 
Web Services

RESTful Web Services

DCL

Index (situation event) Reasoner

Prepare data request based on scheduled rules

a

b

{ 

"userRiskFa

ctorId":1, 

"userId":39, 

"riskFactorId

":5, 

"statusId":1 

}

User Profile

{ 

"userLifelogID":null, 

"userID":39, 

“activityID":6, 

“…”

}

Lifelog

User App---SCL 
Communication
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0
1
5
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Recommendation 
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Data Request
{ "userId":39, "activityDate":"2015 05 14}
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Data Response
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/Contributions

• Handling the situation based on dynamically generated events 
from DCL

• Handling user request explicitly made for the recommendation

• Handles the communication of data required for SCL services

389

Recommendation 
Builder
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/Introduction (1/3) 391

Reasoning (definition)
• An application whose 

computational function is 
to generate
recommendations for 
user query using the 
available data and 
knowledge rules with the 
help of intelligent ML 
techniques [1].

[1] Moses, Yoram; Vardi, Moshe Y; Fagin, Ronald; Halpern, Joseph Y (2003). Reasoning About Knowledge. MIT 
Press. ISBN 978-0-262-56200-3.

Reasoning

Knowledge Based 
Recommendation System

Recommendations

Service 

Query

Ingredient

/Introduction (2/3) 392

Ingredients of a 
Reasoning 
Framework

Reasoning 
Framework

Data

Knowledge

Reasoning 
methodology
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/

KCL

Introduction (3/3) – RB Example 393

Recommendation Builder
(RB)

KCL
Knowledge Base

Data Reasoning Recommendations

Physical Activity Food/Diet

Recommendations

Service Orchestrator

R
ec

o
m

m
en

d
at

io
n

 
In

te
rp

re
te

r

RBR PRCBR

SL

Preferences

Physical 
Activity

Profile

Health 
Condition

D
C

L

Service Request

1

2

3

5

X X

1

Service 
Request

Rules

Data

Rec.

X

4

Data 
Request

Recommendations

/Taxonomy of reasoning methodologies

Constraint solvers

Uses constraint 
programming

Used for optimal 
scheduling, design 
efficient integrated 
circuits

Theorem provers

Uses automatic 
reasoning 
techniques for 
proofs of 
mathematical 
theorems

Used for 
verification of the 
correctness of ICs, 
software 
programs, 
engineering 
designs

Logic programs

Uses general-
purpose logic 
programming 
language

Used for 
application across 
many disciplines

Semantic

Reasoning 
(ontological)

Uses set of classes, 
subclasses, and 
relations among 
the classes 
(ontology)

Used for finding 
relationships 
between objects

Procedural 
reasoning 
systems

Uses plans which 
represent a 

course of action 
for achievement 
of a given goal

Used in control, 
management, 

monitoring and 
fault detection 

systems

Black box machine 
learning approach

(inductive reasoning)

Uses observed 
data/training
examples to learn 
hypothesis

Used for 
predicting decision
of new example 
cases in different 
domains

Case-based 
reasoning approach 

(analogical 
reasoning)

Uses similarities to 
other problems for 
which known
solutions already 
exist

Used in industrial 
manufacture, 
agriculture, 
medicine, law etc. 
for making
decision

Rule-based 
Reasoning

(white box )

Uses discrete 
rules created 
either using 

experts or DT and 
rule-based 
algorithms

Used in decision-
making systems 

in different 
domains

394

Reasoning 
methodologies

Recommendation Builder

[Schalkoff, Robert 2011]

[Moses2003]

X X X X X X X √
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/Related Work

Reasoning Type Reference Domain Service
Key Features

Methodology Technique

Machine learning 
approach
(Black box approach)

(Zazzi2010)-Project (2006-08)
-Study

Treatment 
- HIV  

Predicts the efficiency of possible Anti-HIV drug 
combinations

• Use several prediction engines 
• combines their results

Use Classification technique

(Drăgulescu2007)
- Tool as a proof of research

Diagnosis
- hepatitis 

Predicts hepatitis infection 
• Logical, Statistical and ANN are used to first 

detect hepatitis type 
• Then treat type B and C

Logical, Statistical and ANN 

[Pandey2012]
- Tool as a proof of research

Diagnosis 
-diabetes

Predicts diabetes types
• Uses Apriori algorithm
• Finds type of diabetes based on the symptoms

Apriori algorithm

Case-based reasoning 
approach 

[Abdus Salam Khan, 2003]
Wellness 
- food Recommendation

Automatically construct food menu based on 
individual preferences

• User personal profile and preferences are 
taken

• Menus and their contents are retrieved using 
CBR

• Domain expert to directly interact

CBR

[Trewin2000] 
-prototype

Restaurants 
- recommendation

Recommends location-based restaurants with their 
offered services

• Asks for location
• Asks for preferences, price, food etc.
• Similarity-based algorithms are used

CBR

[Evans-Romaine3003] 
-prototype

Educating medicine students for
– recommending exercise 
regimes

Prescribing Exercise Regimens for Cardiac and 
Pulmonary Disease Patients with CBR

• Medicine students learn to prescribe exercise 
regimens for cardiac and pulmonary disease 
patients

• CBR similarly is used to retrieved successful 
cases

CBR

Rule-based Reasoning

[Minutolo2010]
-prototype

Cardiac patients
-monitoring

Detection of of abnormal or emergency situations in 
cardiac patient using contextual information, i.e. 
data from a wearable (ECG) that records patient's 
posture and physical activities.

• Monitors physical activities
• Monitors body postures
• Detect abnormalities using RBR approach

RBR

[Al-Dhuhli,2013]
Diet 
- recommendation

Generalized diet recommendations are generated

• Knowledge is extracted from domain experts
• Uses e2go freeware rule-based shell. 
• Diet recommendations are generated

RBR

(Husain2010)
- Model
[Lim2013]

Wellness therapy 
- Recommendation

Predicts suitable personalized wellness therapy for 
individual

• Uses RBR for the complementary and 
alternative medicine

RBR

(Yuan2014)
-Framework

Wellness Therapy 
- Recommendation

Predicts therapy to the elderly people 
• Uses sensor fusion in a smart home 

environment for data 
RBR

(Yuan Bingchuan , John Herbert, 2014)
Healthcare: at-home
- Monitoring of the elderly 
activities

Provide s personalized healthcare services for 
elderly by using reasoning framework for CARA 
system

• personalized, flexible, and extensible hybrid Fuzzy-RBR

395

/Limitations of Existing Work

• Lack of reliable recommendations due to lack of knowledge rules

• Existing knowledge-based recommendation systems are highly-coupled and 

dependent on close integration of data, knowledge and reasoning 

methodology

• Reasoning process is based on well-prepared user data

396
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/Motivations 397

Reliable Recommendations

 In wellbeing applications, users are interested in reliable service 
recommendations

Diverse Services Generation

 Diverse services generation increase utilization scope of the system

Recommendation 
Builder

(RM)

Accurate Recommendations

 Accurate recommendation from a set of candidate recommendations 
increase user satisfaction

/Motivations – Challenges - Solutions 398

Reliable 
Recommendations

Diverse Services 
Generation

Accurate 
Recommendations

 Integration of knowledge rules

 Design and development of flexible rule-
based reasoning framework

Finding appropriate rules during execution 
and generation of recommendations

Motivations Challenges Solutions

 Knowledge Loading Interface
(Indexed-based Knowledge Integration)

 S1 + Data Loading Interface + RBR 
(Flexible RBR Framework)

 Rule-based Reasoner
(RBR with Forward Chaining & Conflict 
Resolution)

S1

S2

S3
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/Recommendation Builder - Architecture 399

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge 
Loading Interface

Data Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Rules Executor

[index synchronization, 
rules request/response]

[ 
R

u
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s 
 r

eq
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t/
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sp

o
n

se
]

[Service and data 
request/response]

[Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

S2

S1:
Indexed-based Knowledge 
Integration

S2: 
Flexible RBR Framework 

S3:
RBR with Forward Chaining 
and Conflict Resolution

S3

S1

/Recommendation Builder - Architecture 400

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge 
Loading 

Interface
Data Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Rules Executor

[index synchronization, 
rules request/response]

[ 
R

u
le

s 
 r

eq
u

es
t/

re
sp

o
n

se
]

[Service and data 
request/response]

[Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

Lifelog Data Loading 
Interface

Data Fetcher

1. Receives requests from SL and 
DCL for recommendations

2. Parse request
3. Requests life-log data from 

DCL
4. Forwards recommendations 

to Recommendation 
Interpreter

1

2 2a

1

Lifelog Data Loading 
Interface
Data Transformer
• Parse rules conditions part
• Conformance check of 

condition attributes and data
• Transformation of data to the 

condition formats

2

Lifelog Data Loading Interface
Utility Library
• Utilities functions are defined
• Computations for rules condition 

attributes are done

2a
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/Recommendation Builder - Architecture 401

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface
Knowledge 

Loading Interface

Data Transformer Utility Library Rules Loader

SL

Patterns Matcher

Conflict Resolver Rules Executor

[index synchronization, 
rules request/response]

[ 
R

u
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s 
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t/
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n

se
]

[Service and data 
request/response]

[Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

Knowledge Loading Interface
Rules Loader
• Make a request for knowledge
• Send request to KCK
• Receive rules from KCL
• Provides Rules to Reasoner

1

1

/Recommendation Builder - Architecture 402

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge 
Loading 

InterfaceData Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Rules Executor

[index synchronization, 
rules request/response]

[ 
R

u
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o
n
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]

[Service and data 
request/response]

[Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

Rule-based Reasoner

Pattern Matcher

1. Matches rules against refined data
2. Uses forward chaining mechanism
3. Retrieves set of matched rules

1

Rule-based Reasoner
Conflict Resolver
• Filters the set of reterived rules
• Uses conflict resolution strategy
• Selects the final rules 

2

Rule-based Reasoner
Rules Executer
• Binds data with condition of the rules
• Execute Rule
• Provides recommendation 

3

1

2 3
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/Recommendation Builder – Use cases

Use Case #ID Description

SCL2.5-SUC-01 Load data for building recommendation

SCL2.5-SUC-02 Prepare data for building recommendation

SCL2.5-SUC-03 Load Rules

SCL2.5-SUC-04 Build Recommendation

403

Service Orchestrator

/Recommendation Builder - Architecture 404

KCL
DCL

Recommendation 
Interpreter

Rules

Service 
Orchestrator

Lifelog
Data

Rule-based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge 
Loading 

InterfaceData Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Rules Executor

SCL2.5
-SUC-

01

SCL2.5
-SUC-

02

SCL2.5
-SUC-

03

SCL2.5
-SUC-

04

[Service 
request]

[index synchronization, 
rules request/response]

[ 
R
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q

u
es
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]

[Service and data 
request/response]

[Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]
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/Use-case description 405

SCL2.5
-SUC-

01

Data Fetcher

/Methodology:  Data Fetcher 406

Use-case (SCL2.5-SUC-01): Load Data for 
Building Recommendation
• Objective
 Loads data from DCL through SO and 

forwards recommendations to SO
• Methodology
 Communication: Restful Service between SO

and RB 
 Data Fetcher (operation)

1. Input: receives SL and DCL requests 
through SO

2. Processing:
a. parses requests based on Service 

Id and Situation Event
b. requests data for condition 

attributes of the rules through SO
c. receives data from SO

3. Output: 
a. forwards loaded data to Data 

Transformer
b. forwards recommendations to SO

Utility Library

Knowledge 
Loading 

Interface

Rules 
Loader
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/Data Fetcher - Push Model (Situation Event) 4071

RESTful Web Services

Service 
Orchestrator

Data 
Fetcher

Situation Event

Data Request

RESTful Web Services

DCL

Parse the situation event

Prepare data request based on scheduled rules

a

b

{ 
"userRiskFactorId":1, 
"userId":39, 
"riskFactorId":5, 
"statusId":1 

}

User Profile

{ 
"userLifelogID":null, 
"userID":39, 
“activityID":6, 
“…”

}

Lifelog

{ "userId":39, "activityDate":"2015 05 14}

RB (Data Fetcher)—SO 
Communication

1

2

3

3

1

1

3

3

4

4

4

4

Data Response

/Data Fetcher - Pull Model (User Request) 4082

RESTful 
Web Services

RESTful Web Services

DCL

{ 
"userRiskFactorId":1, 
"userId":39, 
"riskFactorId":5, 
"statusId":1 

}

User Profile

{ 
"userLifelogID":null, 
"userID":39, 
“activityID":6, 
“…”

}

Lifelog

User App--SO---RB (Data Fetcher)

Communication

{ 
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0
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4
 }

{ "userId":39, “serviceId” : 2”" }

Service 
Orchestrator

Data 
Fetcher

Situation Event

Data Request
{ "userId":39, "activityDate":"2015 05 14}

2

3

4

Data Response

1

3

3

3

4

4

4

1 1

Parse the situation event

Prepare data request based on scheduled rules

a

b
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/Use-case description 409

SCL2.5
-SUC-

03

Knowledge Loading 
Interface

/Methodology: Knowledge Loading Interface 410

Use-case (SCL2.5-SUC-03): Load Rules
• Objective
 Enables Rules Integration

• Methodology
 Communication: Restful Service between KCL 

and RB 
 Rule Loader (operation)

1. Input: situation request
2. Processing:

a. requests KCL for the rules under the 
specified situation event

b. receives retrieved rules from KCL
c. Provides rules to RBR

3. Output: 
a. A subset of rules, which is forwarded 

to reasoner

3

1

2

Utility Library

Knowledge 
Loading 

Interface

Rules 
Loader
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/Use-case description 411

SCL2.5
-SUC-

02

Data Transformation 
and Refinement

/Methodology:  Data Transformer & Refiner 412

Use-case (SCL2.5-SUC-02): Prepare Data for 
Building Recommendation
• Objective
 Transforms and refines loaded data to be complaint 

with conditions of the rules
• Methodology
 Pre-request: research on Understanding indexes, 

understanding concepts, formulas, and equations
 Transformer (operation)

1. Input: loaded lifelong data
2. Processing:

a. Parse rules condition part
b. Conformance check of loaded data and 

condition attributes of the rules
c. Transforms data to the formats of the 

attributes e.g., age calculation from date 
of birth etc.

d. Utility Library is used for define and 
implement utility functions, such as 
computations on lifelog data and 
abstracting to required values using 
standard equations, formula (e.g., METs 
value)

3. Output: Refined data complaint with rules

Utility Library

Knowledge 
Loading 
Interface

Rules 
Loader
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/Data Transformation & Refinement - Example 413

Rule 1: 
If Gender.value = Male, Age.value > 30, WeightStatus.value = Overweight, 
MET.value = 10.3  Recommendation (Brisk walk for 30 minutes)

Transformation
• Rule Parsing For Condition part

 (Gender, AgeGroup, WeightStatus, MET)
• Conformance check

 (AgeGroup, WeightStatus, MET)
• Refinement using utility function

• Dob  Age (computation)
• Height, Weight WeightStatus (transformation)

 Height, Weight  BMI
 BMI WeightStatus

• Gender, Weight, Physical activities MET
(computation)
 Phy. Act  Accumulation  Calories METs

Lifelog loaded Data
• Gender: Male
• DoB: 1985
• Height: 6ft
• Weight: 89Kg
• Physical activities

 Walking: 20m
 Running: 30m
 .
 .
 Jogging: 10m

Data FetcherData Transformer Data Refiner

/Use-case description 414

SCL2.5
-SUC-

04

Rule-based Reasoner
(RBR)
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/Methodology:  Rule-based Reasoner 415

Use-case (SCL2.5-SUC-04):Building 
Recommendations
• Objective
 To generate knowledge-based recommendations

• Methodology
 Rule-based Reasoning with Forward Chaining
 Pattern Matcher (operation)

1. Input: Refined data + loaded rules
2. Processing:

a. matches data against condition part of the rules
b. selects the matched rules
c. creates the list of candidate rules

3. Output: List of candidate rules
 Conflict Resolver (operation)

1. Input: candidate rules
2. Processing:

a. Filters appropriate rule using conflict resolution 
strategy

3. Output: Final rules to execute
 Rule Executer (operation)

1. Input: final rules
2. Processing:

a. Binds data with conditions, generates rec.
3. Output: Recommendations

Utility Library

Knowledge 
Loading 
Interface

Rules 
Loader

/
Rule-based Reasoning (Pattern Matcher) – Controlling 
Strategies

Controlling strategies

Forward chaining 

(data driven)

Backward chaining 

(goal-driven)

Mixed chaining 

(forward-backward or backward-
forward)

416

• Works from facts (conditions) to a conclusion. 
• Matches data against 'conditions' of rules in 

the rule-base.

• Works from the conclusion to the facts (conditions). 
• Matches a goal against 'conclusions' of rules in the 

rule-base.

• Some rules are used for chaining forwards, 
and others for chaining backwards. 

• System first chains in one direction, then 
switches to the other direction (use of meta-
rules).
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/Choice of appropriate control strategy 417

Forward chaining Backward chaining

• Appropriate when all the facts are provided with the problem 
statement

• Appropriate when the goal is given in the problem statement

• Appropriate when there are many possible goals or there isn't 
any sensible way to guess what the goal is at the beginning of 
the reasoning.

• Appropriate when goal can sensibly be guessed at the 
beginning of the reasoning 

• Appropriate for monitoring, planning, and interpretation 
applications 

• Appropriate for Diagnostic, prescription and debugging 
applications

• Starts from data/request • Starts from conclusion/decision

• Aims for finding conclusion(s) • Aims for finding necessary data (reasons of decision)

• Bottom-up reasoning • Top-down reasoning

• Breadth-first search • Depth-first search

• Flow is from facts/conditions to conclusion • Flow is from consequent to conditions

http://www.ijetae.com/files/Volume2Issue10/IJETAE_1012_48.pdf

Our Choice is Forward Chaining

/Forward chaining strategy 418

While (goal is not reached)

Foreach rule in the Rulebase

1. bind Data by matching to Facts (conditions)

2. if all Facts are matched, generate Action (Conclusion)

3. Repeat 1. and 2. for all matching/instantiation alternatives

Endfor

Continue

D
irectio

n
 o

f reaso
n

in
g
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/Forward Chaining - Example 419

R#4: If goal=2000 Cal, user_Interest=walking, phy_act_Routines=Active, 
diet_Routines=regular  Brisk walk for 30 minutes

R#1: If gender=male, user_age=25, height=6.5   BMI (<18, <19-25>, <25-30>, >30)

R#3: If user_weight_Status= OW (overweight), health_Condition=Normal  GoalForWeightLoss = Burn 2000 Cal

R#2: If BMI=X Weight Status (UW, OW, N, OB)

/Challenge in forward chaining (pattern matching) 420

More than 
One Rules 

are Matched

Set of Matched Rules
(all true)

Conflict 
Resolution

Final 
Selected 
Rule (s)

Matched Rules Selected Rules

Rule 1: 
If Gender = Male, WeightStatus = Overweight, MET = 
10.3  Recommendation (Brisk walk for 30 minutes)
Rule 2: 
If Gender = Male, WeightStatus = Overweight, MET = 
10.3, Health = Normal 
Recommendation (Running for 20 minutes)

Conflict Resolution Strategy
• Maximum Specificity 

Rule 2: 
If Gender = Male, WeightStatus = 
Overweight, MET = 10.3, Health = Normal 


Recommendation (Running for 20 minutes)

Service Request
• Gender = Male, 
• WeightStatus = Overweight, 
• MET = 10.3, 
• Health = Normal 

Patterns 
Matcher

Matched 
Rules

Request

Indexed 
Rules
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/RBR with Forward Channing - Flowchart 421

Loaded 
Rules

Loaded 
Refined 

Data

Pattern Matcher Candidate List 
of Rules

Conflict 
Resolver

Conflict 
Resolution 

StrategyRules Executer

Final Rule

Recommendation

Candidate Rules

Strategy

Rules

Data

• Reasoning with forward 
chaining and conflict 
resolution

/Possible conflict resolution strategies

• Specificity or Maximum Specificity

• based on number of condition attributes 
matched

• choose the rule with the most/least matches for 
condition attributes

• Priority-based approach

• arrange condition attributes in priority queue

• use rule dealing with highest priority condition 
attributes

• Explicit /meta-rules for conflict resolution 

• rule based system within a rule based system

• use meta-rules to resolve the conflict

422

• Fire All Selected Rules 

• Executes all the matched rules

• Context Limiting

• partition rulebase into disjoint subsets

• doing this we can have subsets and we may also 
have preconditions

• Execution Time

• Chose the one with faster execution

• Physically ordering of rules

• hard to add rules based on their physical order

• Random

• Randomly pick one rule for execution
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/Rule-based Reasoning - Example 423

Rule 1: 
If Gender = Male, WeightStatus = Overweight, MET = 10.3  Recommendation (Brisk walk for 30 minutes)
Rule 2: 
If Gender = Male, WeightStatus = Overweight, MET = 10.3, Health = Normal  Recommendation (Running for 20 minutes)
Rule 3: 
If Gender = Male, WeightStatus = Overweight, MET = 10.3, Health = Disable, Age >30  Recommendation (Jogging for 10 minutes + walk for 30 minutes)

Pattern Matcher
• Rule Condition Part Matching

Matched rules: Rule 1, Rule 2
 Not matched rule: Rule 3
 Candidate Rules: Rule 1, Rule 2 

Conflict Resolver
 Conflicting List: Rule 1, Rule 2 

• Resolution
• Using Maximum Specificity resolution strategy
• Rule 2 is selected for execution

Rules Executer
 Fires Rule 2
 Produce RHS of Rule 2 (Running for 20 minutes) as 

recommendations

Transformed and Refined Data
• Gender: Male
• DoB: 1985
• WeightStatus: Overweight
• Health: Normal
• MET: 10.3

R
u

le
-b

as
ed

 R
ea

so
n

er

Data Transformer & RefinerRule-based Reasoner

/Tools and Technologies

• Language: Java

• Java Framework: Spring

• Web Server: Glassfish

• NetBean IDE/Eclipse

• Communications

• Orchestrator-Recommendation 

builder (Restful Services)

• Recommendation Builder - KCL 

(Restful Services)

424
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/Contributions

• Indexed-based knowledge integration for reliable recommendations

• Transformation and refinement of user lifelog information for recommendations

• Design and development of flexible reasoning framework with forward chaining strategy

• Provisioning of non-conflicting accurate recommendations using specificity conflict

resolution strategy

425

/Conclusions 426

• Recommendation builder(RB) provides reliable recommendations using rule-
based reasoning with forward chaining mechanism.

• A flexible reasoning framework with loosely coupled data and knowledge that 
supports diverse services

• Conflict resolution through the minimum/maximum attribute matching
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Recommendation 
Interpreter

/Introduction: Interpretations

Interpret the recommendations according to the context of the user and 
environmental variables to deliver the appropriate recommendation at right time

428

Recommendation 
Interpreter

Recommendations
Interpreted 

Recommendations

 Text
 Audio
 Video

 Tutorials
 Guidelines

545



/Introduction

Deliver the recommendation according to current context and situation

429

Recommendations
Builder

Recommendations
Interpret 
Context

Filter and 
Explain Rec

No

Yes

User is available ? User is special?

Life Log

Weather

Social

Season

Time

Preferences

Location

Emotions

Weather is 
normal

Yes

explanation of weather
No

Evidence 
available

Yes

Location

High Level 
Context

Recommendation Interpreter

User

X

X

/Taxonomy of the work

Context-Aware 
Recommender Systems

Contextual Pre-
Filtering

Contextual Post-
Filtering

Contextual Model

430

Multi-level Filtering

Knowledge-
based Filtering

Content-based
Filtering

Explanation Types

User Model Based
Recommended 

Item Based
Environmental & 

Context Based

Multi-Dimensional Explanation

preferences and 
special

conditions

Location and 
Environmental 

Variables

Context-aware Recommendations
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/Related Work 431

Argus - Pedometer and GPS Activity tracker Hybrid Reasoning Framework for Pervasive 
Healthcare

Features
Features

• Daily Steps and active Calorie counter
• GPS mapping of Running, Cycling and Driving
• Creates Food diary of all your meals with food 

photo snapping
• Set daily goals for Steps, Sleep time and 

Hydration
• Observe trends over time with all variables to 

track wellness

• Context aware timely services for elderly people
• Generate recommendation based on case base 

reasoning and fuzzy rule base reasoning
• Context-aware sensor data fusion
• Anomaly detection to support daily activity 

living

Limitations Limitations

• Only counts and tracks not recommend
• No contextual filtration and explanation

• Lack of incorporating special condition
• Lack of explanations

[Yuan 2014][Azumio 2015]

/Related Work 432

A Generic Semantic-based Framework for 
Cross-domain Recommendation

CrosSing

Features Features

• Generate a generic-base description framework 
and provide cross-domain recommendation

• Generate open structure knowledge sources 
from multiple domains

• Generic, flexible and dynamic structure for 
knowledge-based recommendation

• East integration of new domain

Limitations Limitations

• Lack of contextual filtering 
• No explanations

• Research based study…not real implementation
• Knowledge Acquisition process bottleneck

[Fernandez 2011] [AZAK 2010]
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/Related Work 433

Plausible Repairs Knowledgeable Explanation

Features Features

• Generate personalized explanation on plausible 
repairs 

• Provide justification for recommended fault

• Predicate-based explanation 
• Finite state automata

Limitations Limitations

• Applicable to item repair domain • Generate explanations only when user interest 
matches

[Felfernig et al. 2009] [Zanker and Ninaus 2010]

/Limitations of existing work

• Existing systems are largely contextual pre-filtering

• Deliver the recommendation to the user without considering the current 
context of the user.

• Not considering user emotion and environmental variables for 
explanations

434

548



/Motivation 435

To deliver recommendation at appropriate time 
based on user current context

To filter out unnecessary recommendations based 
on user preferences

To explain recommendation according to 
situation for better understandability

/Challenges and Solutions 436

Explaining recommendation 
according to situation

 Cross-context interpretations
(When to deliver?)

 Exploiting user preferences
(What, whom and how to deliver?)

 Multidimensional explanations
(Why this recommendation?)

Motivations Challenges Solutions

 Context aware recommendations

 User aware content filtration

 Situation aware explanations

Filtering out unnecessary 
recommendations based on 
user preferences

Delivering recommendation 
based on user current 
context

S1

S2

S3
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/Recommendation Interpreter: Block Diagram 437

Recommendation Interpreter

Data Handler

Context Interpreter Content Interpreter

Explanation Manager

Recommendation 
Builder

DCL Lifelog
Data

R
es

u
lt

s 
P

re
p

ar
at

io
n

Supporting 
Layer

UI/UX

S1 S2

S3

/

Recommendation Interpreter

Recommendation Interpreter: Detailed Architecture 438

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Data Fetcher

Content Interpreter

Data Transformer

Content Filterer

Filter 
Selector

DCL Lifelog
Data

Data Refiner

Context 
Interpreter

Filter 
Application

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

Explanation Manager

Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker R

es
u

lt
s 

P
re

p
ar

at
io

n

Context Moderator

Supporting 
Layer

UI/UX

S1 S2

S3

550



/

Recommendation Interpreter

Recommendation Interpreter: Data Flow 439

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Data Fetcher

Content Interpreter

Data Transformer

Content Filterer

Filter 
Selector

DCL Lifelog
Data

Data Refiner

Context 
Interpreter

Filter 
Application

Explanation Manager
Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

R
es

u
lt

s 
P

re
p

ar
at

io
n

Context Moderator

[rec id, rec value, rec desc ]

[user id]

[reason]

[rec id, rec value, rec desc, 
interpreted context ]

[user context]

[u
se

r 
p

ro
fi

le
]

[environmental 
variables]

[rec id, rec value, formatted rec ]

[explanation, 
resource links]

[Interpreted and 
explained rec]

[Interpreted and explained rec]

[user id] [Data]

SL

1

1

2 3

4

5

5 6

6

7 8

8

5

S1 S2

S3

6

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

/MM V 2.0 Implementation Scope

SCL2.5-SUC-05 Load data for interpreting recommendation

SCL2.5-SUC-06 Prepare data for interpreting recommendation

SCL2.5-SUC-07 Interpret Context

SCL2.5-SUC-8 Interpret Content

SCL2.5-SUC-9 Explain recommendations

SCL2.5-SUC-10 Prepare Results

SCL2.5-SUC-14 Identify SNS trends

440

uc System Use Cases Updated

Service Orchestrator

Recommendation Interpreter

Recommendation Builder

(from Rec Builder)

load data for building 

recommendation

(from Rec Builder)

Prepare data for 

building 

recommendation

(from Rec Builder)

build recommendation

«actor»

DCL 2

(from Actors)

(from Rec Interpreter)

Interprete context

(from Rec Interpreter)

load data for 

interpreting 

recommendation

(from Rec Interpreter)

prepare data for 

interpreting 

recommendation

(from Rec Interpreter)

explain 

recommendation

(from Rec Interpreter)

interprete content

SCL 2

(from Service 

Orchestrator)

Receiv e Serv ice 

Request

(from Service 

Orchestrator)

Deliev er Serv ice 

Results

«actor»

User Application / 

SL 2

«actor»

KCL 2

(from Service 

Orchestrator)

Handle Data

Load Rules

(from Rec Interpreter)

Prepare Results

Identify SNS 

trends

«invokes»

«include»

«include»

«invokes»

«include»

«include»

«invokes»

«invokes»

«invokes»

«include»

«invokes»

«invokes»

«invokes»

«include»

«invokes»

«include»

«include»
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/

Recommendation Interpreter

Recommendation Interpreter: Refined Architecture 441

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Data Fetcher

Content Interpreter

Data Transformer

Content 
Filterer

DCL Lifelog
Data

Data Refiner

Context 
Interpreter

Explanation Manager

Variable 
Selector

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

R
es

u
lt

s 
P

re
p

ar
er

Context Moderator

Supporting 
Layer

UI/UX

UC-09 UC-10

UC-11

UC-07

UC-08

UC-12

SNS Trend 
Identifier

UC-14

/ 442

SCL2.5
-SUC-

09

Interpret Context
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/Interpret Context (Use Case 09): Methodology 443

Recommendations
Builder

Interpret 
Context

Interpreted 

Context

Use Case 09: Interpret Context
Objective: To ensure the time is appropriate to deliver 
the recommendations.
Input: 

1. Recommendation 2. Context
Process: 

1. Get the recommendation generated by RB
2. Selects context from fetched by Data Handler
3. Interpret the selected context

a. Fetch the rules from custom rules 
repository

b. Parse the rule on selected context
4. Moderate the context

a. If time is appropriate forward the rec 
and context to content interpreter

b. Else inform the rec builder with reason
Output:

Interpreted context

Select 
Context

Reason of not delivery

repeat

Interpret 
Content

Recommendations

Recommendation Interpreter

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Context 
Interpreter

Context Moderator

UC-09

Custom 
Rules

Data Handler

Low/high 

context

Moderate 
Context

Content 
Interpreter

Methodology Description Architecture 
Mapping

Methodology Depiction

/Example Scenario 1

High Level Context

Amusement

Commuting

OfficeWork

Gardening

HavingMeal

HouseWork

Exercising

Sleeping

444

Interpret Context

Recommendation {Exercise}

If (Recommendation == Exercise && Context == OfficeWork ) 
“Recommendation shall not be delivered” 

If (Recommendation == Exercise && Context == Commuting) 
“Recommendation shall not be delivered” 

X
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/Example Scenario 2 445

Interpret Context

Recommendation {Exercise}

If (Recommendation == Exercise && Location == Office ) 
“Recommendation shall not be delivered” 

If (Recommendation == Exercise && Location == Transport) 
“Recommendation shall not be delivered” 

X
Location

Home

Office

Gym

Mall

Outdoors

Restaurant

Transport

Yard

/Example Scenario 3 446

Interpret Context

Recommendation {Outdoor Exercise}

If (Recommendation == Outdoor Exercise && Weather == Raining) 
“Recommendation shall not be delivered” 

X
Weather

Raining

Windy

Sunny

Cloudy
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/

Recommendation Interpreter

Interpret Context (Use Case 09): Example Scenario 447

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Data Fetcher

Content Interpreter

Data Transformer

Content Filterer

Filter 
Selector

DCL Lifelog
Data

Data Refiner

Context 
Interpreter

Filter 
Application

Explanation Manager
Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

R
es

u
lt

s 
P

re
p

ar
at

io
n

Context Moderator

SL

[rec id, rec value, rec desc ]

[user id]

[reason]

[rec id, rec value, rec desc, 
interpreted context ]

[user context]

[u
se

r 
p

ro
fi

le
]

[environmental 
variables]

[rec id, rec value, formatted rec ]

[explanation, 
resource links]

[Interpreted and 
explained rec]

[Interpreted and explained rec]

SNS Trend Identifier

Trend 
Processor

[user id] [Data]

Trend 
Selector

[rec id = 1, rec value = walk 5 min,…]
1

User = John
1

Data = {Low and High Level Context}
2

Reason = Busy because of Officeworks

5

User context= OfficeWork

4

User is available

5

/ 448

SCL2.5
-SUC-

10

Interpret Content
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/

Recommendation Interpreter

Interpret Content (Use Case 10): Methodology 449

Content Interpreter

Content Filterer

Filter 
Selector

Filter 
Application

Context Interpreter

Interpreted Context/ recommendation

Apply filterSelect filter

repeat

Moderate Content

Data Handler

Content 
Moderator

Data Handler Explanation Generator R
es

u
lt

s 
P

re
p

ar
at

io
n

Context 
Interpreter

UC-10

Methodology Description Architecture 
Mapping

Methodology Depiction

Explanation Generator

Result 
Preparer

User preferences/ Weather

Use Case 10: Interpret Content
Objective: To ensure the contents are filtered according to 

user preferences.
Input: 

1. Interpreted context(s) 2. User Preferences

Process: 
1. Selects the context filter from context interpreter 

and (user preferences) filters from data handler
2. Content Filtration

a. Get the data (recommendation and filter)
b. Fetch the rules from custom rules 

repository
c. Parse the rule on selected filter

3. Moderate the context
a. If contents are understandable forward 

the filtered contents to Result Preparer
b. Else forward to the explanation manager

Output:
Filtered content

Custom 
Rules

Filtered Content

filter

filtered 

contents

Filtered Content

/Example Scenario 1 450

Filter Contents

Recommendation {Exercise}

• Run 10 minutes OR

• Walk 20 minutes

Filter the running recommendation and Recommend “Walk 20 minutes”

Preferences

Walking

• Run 10 minutes 

• Walk 20 minutes

X
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/Example Scenario 1 451

Filter Contents

Recommendation {Exercise}

• Run 10 minutes OR

• Walk 20 minutes

Filter the running recommendation

Preferences

Walking

• Run 10 minutes 

• Walk 20 minutes

X

/Example Scenario 2 452

Filter Contents

Weather

Raining

Windy

Sunny

Cloudy

Recommendation {Exercise}

• Hiking   Or

• Stretching

Filter the hiking recommendation 
because in raining it is not appropriate

• Hiking

• Stretching

X
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/

Recommendation Interpreter

Interpret Content (Use Case 10): Example Scenario

Content 
Moderator

453

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Data Fetcher

Content Interpreter

Content Filterer

Data Transformer

Filter 
Selector

DCL Lifelog
Data

Data Refiner

Context 
Interpreter

Filter 
Application

Explanation Manager
Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

R
es

u
lt

s 
P

re
p

ar
at

io
n

Context Moderator

SL

[rec id, rec value, rec desc ]

[user id]

[reason]

[rec id, rec value, rec desc, 
interpreted context ]

[user context]

[u
se

r 
p

ro
fi

le
]

[environmental 
variables]

[rec id, rec value, formatted rec ]

[explanation, 
resource links]

[Interpreted and 
explained rec]

[Interpreted and explained rec]

[user id] [Data]

Rec: run = y min or ride = z min

1

Use profile = preferences

2

Run = y min

{because user doesn’t like ride}

Content 
Moderator

3

4

/ 454

SCL2.5
-SUC-

11

Explain 
Recommendation
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/

Recommendation Interpreter

Explain Recommendation (Use Case 11): Methodology 455

Data Handler

R
es

u
lt

s 
P

re
p

ar
er

Content 
Interpreter

Methodology Description Architecture 
Mapping

Methodology Depiction

Use Case 11: Explain Recommendation
Objective: To enhance the understandability of 

recommendation.
Input: 

1. Filtered Recommendation   2. Variables (Weather, 
Emotion, Location)
Process: 

1. Select the data of weather, location and emotion, 
from Data Handler

2. Explanation Generation
a. Get the data (weather/location/emotion)
b. Fetch the phrases from the phrase 

repository
c. Get the URL for linked resource selected by 

resource selector.
d. Generate explanation based on the 

matched phrase.
3. Forward the explanation to result preparer.

Output:
Explained Recommendation

Explanation Manager

Variable 
Selector

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

UC-11

Content 
Interpreter

Generate 
explanation

Select 
variable

Link resource

Select 
resource

Resources 
(URLs)

Filtered Recommendation

Data Handler Result Preparer

Phrases

/Example Scenario 1 456

Explain 
Recommendation

Weather

Raining

Windy

Sunny

Cloudy

Hot

Recommendation {Walk 10 minutes}

Walk 10 minutes: take water with you while walking because weather is too 
hot today
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/Example Scenario 2 457

Explain 
Recommendation

Emotions

Anger

Boredom

Disgust

Fear

Happiness

Neutral

Sadness

Surprise

Recommendation {Exercise}

Why not to take some exercise to release your boredom

/Example Scenario 3: Education Support 458

Explain 
Recommendation

Recommendation {Stretching}

Location

Home

Office

Gym

Mall

Outdoors

Restaurant

Transport

Yard

Recommendation Location Link to video tutorial

Stretching Office www.xyx.com

Stretching Home www.abc.com

-- -- --

Recommendation {Stretching: www.xyx.com}
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/

Recommendation Interpreter

459

Data Handler

Context Interpreter

Recommendation 
Builder

Context 
Selection

Data Fetcher

Data Transformer

DCL Lifelog
Data

Data Refiner

Context 
Interpreter

Explanation Manager
Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

R
es

u
lt

s 
P

re
p

ar
at

io
n

Context Moderator

SL

[rec id, rec value, rec desc ]

[user id]

[reason]

[rec id, rec value, rec desc, 
interpreted context ]

[user context]

[u
se

r 
p

ro
fi

le
]

[environmental 
variables]

[rec id, rec value, formatted rec ]

[explanation, 
resource links]

[Interpreted and 
explained rec]

[Interpreted and explained rec]

[user id] [Data]

Content Interpreter

Content Filterer

Filter 
Selector

Filter 
Application

Content 
Moderator

stretch= 13 min

Format: Video, Content= {http:xyz.com}

3

stretch= 13 min

Format: Video, Content= {http:xyz.com}

Evidence link = {http:abc.com}

4

1

Env. variables= {weather,..}

2

Why not to take water because 

weather is too hot to walk.

Walk = 30 min

1

4

Explain Recommendation (Use Case 11): Example Scenario

/ 460
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Prepare and 
Deliver Results
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/

Recommendation Interpreter

Prepare and Deliver Results (Use Case 12): Methodology 461

Data Handler

R
es

u
lt

s 
P

re
p

ar
er

Content 
Interpreter

Methodology Description Architecture 
Mapping

Methodology Depiction

Use Case 12: Prepare and Deliver the results
Objective: To ensure the results are delivered 
correctly.
Input: 

1. Interpreted and Explained Recommendation 
Process: 

1. Get the explained recommendation from 
Explanation Manager

2. Prepare the results
3. Deliver the results

a. Persist the recommendation in 
intermediate database

b. Forward the recommendation to UI/UX of 
supporting layer.

Output:
Prepared Results

Explanation Manager

Variable 
Selector

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

Service 
Orchestrator

Prepare 
Results

Explained 
Recommendations

UC-12

SL

DCL

/ 462
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Social Trend 
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/Social Trends Analyzer (Use Case 14): Methodology 463

Methodology Description

Methodology Depiction

Use Case 14: Social Trend Identifier
Objective: To provide popular and preference based 
nutrition recommendations
Input: 

1. Recommendation   2. Food Preferences    
3. Nutrition  Items      3. SNS Trends

Process: 
1. Receive Recommendation and food Preferences
2. Receive Food items from DCL
3. Send Food items to SL
4. Receive  Food items SNS Trends
5. Evaluate User’s Preferences and SNS Trends
6. Pick most relevant Food items for 

recommendation
7. Forward the recommendation to result preparer

Output:
Preference based Nutrition Recommendation

Recommendation Interpreter

Content Interpreter

SNS Trend Identifier

Trend Selector Trend Processor

Context Interpreter

Recommendation (Nutrition Category) 
and User Preferences

Trend 
Processor

Trend 
Selector

Data Handler

Data Handler Explanation Generator R
es

u
lt

s 
P

re
p

ar
at

io
n

Context 
Interpreter

UC-14

Architecture 
Mapping

Explanation 
Generator

Result Preparer

SNS Food item 

Trends

Combine

/ 464

Strategies
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/Filtering Strategies

Pre-contextual Filtering

Use context prior to generate 
recommendations

465

Data

Contextualized 
Data

Recommender

context

Contextual 
Recommendations

Post-contextual Filtering

Use context after the generation 
of recommendations

Data

Recommender

Recommendations

Contextual 
Recommendations

context

Preferable when 
recommendation are 
required to generate only 
contextualized data

Mostly it is used in rating 
recommender systems.

Preferable when a system 
recommends first and 
contextualize afterward.

In Mining Mind post-
filtering strategy is more 
suitable because of two 
reasons:
1. Architecture is fit for 

this strategy
2. Taking advantage of 

non-contextualized 
data to generate 
recommendations

/Explanation Strategies

White Box

• It discloses and exploit the underlying 
conceptual model of the recommendation 
engine 

• It explains “how” the recommendation is 
generated

• Explicit

466

Black Box

• It does not disclose the functioning of the 
system to user

• It explains “why” the recommendation is 
generated 

• Implicit

• It adds reasons to satisfy the user

• In clinical systems, white box explanation are preferable to provide the internal 
details of the system.

• In wellness system, black box explanation are more appropriate and suitable 
where users are most likely interested in in reasons rather in internal details. 

564



/Tools and Technologies

• Language: Java

• Java Framework: J2EE

• Web Server: Glassfish

• IDE: NetBeans/Eclipse

• Communications

• Rec Builder-Rec Interpreter 

(Method Call)

• Rec Interpreter – SL (Restful 

Service)

467

/Contributions

• Delivering recommendation at right time
• Context Interpreter

• Delivering the right recommendation to the user by filtering the 
unnecessary contents 

• Content Interpreter

• Advocate the recommendation with reason for increasing the ownership 
of the towards the system and understandability

• Explanation manager

468
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/Conclusion

• Recommendation Interpreter interprets the context and 
contents before delivering the recommendation to the end user

• It exploits the user context in order to particularize and 
contextualize the recommendation according to user situation.

• It provides additional information by providing educational facts 
and social trends.

469

Service Curation Layer 
(SCL 2.5)
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Descriptive 
Analytics

/Background 472

V 1.0 V 2.5Traditional Analytics Descriptive Analytics

• Internally Sourced and relatively 
small structured data 

• Teams of Analysts

• Internal Decision support 

• Complex Large unstructured data 
sources

• New Analytical and computation 
capabilities

• Data based Product and Services

Provide trending information

Quantitative summary

Data visualization
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/Introduction 473

Analytics

Raw Data Processing Filtered Data Visualization UI/ UX

Data Analytics Users Experts

/Motivation 474

Data 
Comprehension

Anomaly 
Detection

Trends 
Analyzer

Through analytics we can observe abnormal behavior 
and different attributes related to the user through 
visualization

Visualization and summarization brings 
context to the data and removes 
misunderstandings  and improve predictions

Understanding the data and integrating the 
data and highlighting outliers

Descriptive 
Analytics
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/Taxonomy 475

Analytics 

Predictive

Regression Classification Prediction

Descriptive 

Clustering
Online 

Analytical 
processing

Frequent 
Patterns

Summarization

A Survey of Predictive Analytics in Data Mining with Big Data ATHABASCA UNIVERSITY July 2014

MM V 2.5

/Related Work 476

Systems Limitations

• The automated extraction of interrelated data objects from ERP 
systems is discussed but without using a graph model and for the 
single analytical goal of process mining

• Gradoop (Graph analytics on Hadoop) analyze graph data for 
business intelligence and social network analysis.

• Radoop is a big data analytics solution for Hadoop which computes 
the jobs on the cluster using ensemble learning

• No parameter type classification
• No distribution of data ranges and rendering information

• Only graph analytics and focus on trends based on images
• It stores graph formats only

Rudolf, Michael, et al. "SynopSys: large graph analytics in the SAP HANA database through summarization." First International Workshop on Graph Data Management Experiences and Systems. ACM, 2013.
Junghanns, Martin, et al. "GRADOOP: Scalable Graph Data Management and Analytics with Hadoop." arXiv preprint arXiv:1506.00548 (2015).
radoop.eu

• It is based on complex machine learning techniques
• Less information as it is being developed into a product.
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/Limitations of Existing Work

• No query library for mapping the queries, lack of which results in 
inefficient data retrieval in case of big data.

• Lack of Parameter filtration which makes it difficult to group and 
summarize the data.

• No model transformation for preserving semantics of data and 
integration of heterogeneous data

477

/MM V2.5 Challenges and Solutions 478

Anomaly 
Identification

Trend 
Analyzer

Heterogeneous Data 
Comprehension

Redundant Parameter     
Selection

Unstructured data and 
semantics 

Clustering and consistency 
of data attributes

Textual Filtration and 
visualization

A query Library and 
Transformation model

A data model representation 
and association clustering

Challenges

Motivations

Solutions
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/Solutions and Methods 479

Textual Filtration and 
visualization

Solutions

S1

S2

S3

M1: Taking additional information about the data for filtering into categories and visualizing data based 
on the predefined templates.

M2: Designing a data model and associating data and grouping them according to a data model

M3: A Query Manager and information about data formats for transformation
A query Library and 

transformation Guidelines

A data model representation 
and association clustering

Methods

/Descriptive Analytics in MMV2.5 480

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

S3
: 

M
3

S1: M1

S1
: 

M
1

S2: M2

S3: M3

571



/Descriptive Analytics in MMV2.5 481

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data IntegrationSL2-
UCS-

11

SL2-
UCS-
012

SL2-
UCS-

13

SL2-
UCS-

14

SL2-
UCS-

15

SL2-
UCS-

16

/Methodology : Query Creation Interface 482

Use-case (SL2.5-UCS-11): Map Request to Query
• Objective
 Map user request to query library to fetch data

• Methodology
 Communication: Request Response with UI
 Query Creation Interface ((Request/Operation)

1. Input: receives request from the expert
2. Processing:

• The parameters of the request is extracted and sent 
to query manager.

• The query is broken in conditional, temporal and 
return attributes.

• The query manager matches the parameters with 
the predefined queries in the query library.

3. Output: 

a. The query is selected to be posed on the data store 
interface and data is extracted.
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/Methodology : Model Transformation 483

Use-case (SL2.5-UCS-12): Transform Data
• Objective
 The mapping query is to be transformed to specific model 

structure for trend analysis.
• Methodology
 Communication: Data is passed to model transformation from 

data store interface
 Data Integration(operation)

1. Input: receives request from the expert
2. Processing:

• The unstructured data from the big data repository is 
sent to the data integration component.

• The data is transformed in a table/JSON.
• The query manager matches the parameters with 

the predefined queries in the query library.
3. Output: 

a. The data is transformed into the standard JSON 
format.

/Methodology : Textual Classification 484

Use-case (SL2.5-UCS-13): Classify Data
• Objective
 The data is to be classified so that further analytics can be 

performed on the expert query.
• Methodology
 Communication: Transformed data is further classified for 

analytics
 Textual Classification(operation)

1. Input: receives data from model transformation 
2. Processing:

• The textual data is extracted from the transformed 
data.

• The textual data is associated with each other to be  
based on the query attribute and their 
corresponding facts.

3. Output: 
a. The data is classified for the analytics.

573



/Methodology : Association Clustering 485

Use-case (SL2.5-UCS-14): Analyze data
• Objective
 To prepare data for visualization and analytics

• Methodology
 Trend Analysis (operation)

1. Input: receives data from model transformation 
2. Processing:

• The data classifier passes the data for association 
clustering.

• The temporal and numerical data is analyzed for 
clustering.

• The data is clustered into a group for graph plotting.
• The textual data is associated with the numerical 

data to create analytics based on the textual 
attribute and their corresponding facts

3. Output: 
a. The data is prepared for visualization and analytics.

/Methodology : Visualization Enabler 486

Use-case (SL2.5-UCS-15): Display Analytics
• Objective
 The data is sent to visualization enabler distinguishable by their 

attributes and association. 
• Methodology
 Display Analytics (operation)

1. Input: receives data from model transformation 
2. Processing:

• The data is categorized according to the graph 
templates for visualization. 

• The scales are defined for the grouped data to be 
plotted on the coordinates.

• The association text and the relevant facts about the 
data is also attached to the graph as analytics.

3. Output: 
a. The analytics and relevant visualization is sent to 

the user interface
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/Methodology : Visualization Enabler 487

Use-case (SL2.5-UCS-16): Get Personalized SNS
• Objective
 The SNS trends are given to service curation layer (SCL) from 

tapacross. 
• Methodology
 Get Personalized SNS(operation)

1. Input: SCL sends keywords to supporting layer
2. Processing:

• The descriptive analytics module receives keywords 
from SCL.

• The keywords are appended in the webservice to get 
the trends from tapacross.

• Tapacross sends the trends of the keywords in terms 
of frequency.

• The trends and keywords are transformed into the 
JSON format agreed with SCL.

• The json is forwarded to the SCL.
3. Output: 

a. The SNS trends of keywords are sent back to SCL

/Workflow of Descriptive Analytics 488

uid ActId DateTime Activity Duration accX accY accZ

2 2 20/08/1513:
00:03

Walking 5Min 1213.23
1123

1213.23
1123

1213.23
1123

29 2 20/08/1510:
00:03

Walking 45m24s 14334.1
23

14334.1
23

14334.1
23

30 4 20/08/1511:
00:03

Sitting 2hr 1232 1232 1232

23 2 21/08/1518:
00:03

Walking 10min 1213.23
1123

1213.23
1123

1213.23
1123

32 4 21/08/1512:
00:03

Sitting 2m24s 14334.1
23

14334.1
23

14334.1
23

30 3 21/08/1513:
00:03

running 4m 1232.84
1

1232.84
1

1232.84
1

Id X-axis Y-axis Multiple series Graph

1 Yes No No Pie

2 Yes Yes Yes Line

3 Yes Yes Yes Bar

4 Yes Yes No Bubble

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Food Age Days

Activity Duration DateTime

*.activity uid None

Activity GPS/Location Days
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/Workflow of Descriptive Analytics 489

uid ActId DateTime Activity Duration accX accY accZ

2 2 20/08/1513:
00:03

Walking 5Min 1213.23
1123

1213.23
1123

1213.23
1123

29 2 20/08/1510:
00:03

Walking 45m24s 14334.1
23

14334.1
23

14334.1
23

30 4 20/08/1511:
00:03

Sitting 2hr 1232 1232 1232

23 2 21/08/1518:
00:03

Walking 10min 1213.23
1123

1213.23
1123

1213.23
1123

32 4 21/08/1512:
00:03

Sitting 2m24s 14334.1
23

14334.1
23

14334.1
23

30 3 21/08/1513:
00:03

running 4m 1232.84
1

1232.84
1

1232.84
1

Id X-axis Y-axis Multiple series Graph

1 Yes No No Pie

2 Yes Yes Yes Line

3 Yes Yes Yes Bar

4 Yes Yes No Bubble

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Food Age Days

Activity Duration DateTime

*.activity uid None

Activity GPS/Location Days
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/Workflow of Descriptive Analytics 490

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Find the weekday walking, running 
and sitting  and their average  in 
last 30 days

1
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/Workflow of Descriptive Analytics 491

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Break Down the Query into 
operator attribute

2a

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Activity Duration Days

/Workflow of Descriptive Analytics 492

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Search a match for query based 
on attributes

2b

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Food Age Days

Activity Duration Days

uid All None

Activity GPS/Location Days
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/Workflow of Descriptive Analytics 493

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration
3

Based on the query big data 
connector or IDB interface is 
called.

Big data connector decides to 
send the query to HDFS based 
on the temporal attribute of 30 
days

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Running Duration >1m Day 30

Sitting Duration >15
m

Day 30

Walking Duration >2m Day 30

/Workflow of Descriptive Analytics 494

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration
3

Based on the query big data 
connector or IDB interface is 
called.

uid ActId DateTime Activity Duration accX accY accZ

2 2 20/08/1513:
00:03

Walking 5Min 1213.23
1123

1213.23
1123

1213.23
1123

29 2 20/08/1510:
00:03

Walking 45m24s 14334.1
23

14334.1
23

14334.1
23

30 4 20/08/1511:
00:03

Sitting 2hr 1232 1232 1232

23 2 21/08/1518:
00:03

Walking 10min 1213.23
1123

1213.23
1123

1213.23
1123

32 4 21/08/1512:
00:03

Sitting 2m24s 14334.1
23

14334.1
23

14334.1
23

30 3 21/08/1513:
00:03

running 4m 1232.84
1

1232.84
1

1232.84
1
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/Workflow of Descriptive Analytics 495

Admin
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Visualization  
Interface
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Visualization Data 
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Manager
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4

The data is integrated and 
transformed into a model for fast 
processing. 

{
“Walking":[45,10,5,7,2,0,2,14]
“Running":[4,0,0,0…..],
“Sitting”:[120,60,30,21]

}

/Workflow of Descriptive Analytics 496
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5

The data view model sends the data 
for analyzing trends.
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/Workflow of Descriptive Analytics 497

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

6

The trend analyzer classifies the data 
depending on the metadata, adds facts 
and clusters the data for visualization.

Activity Average

Walking 16min

Running 6 min

Sitting 63 min

Activity Max Time

Walking 32

Running 12

Sitting 240

Activity Calories 
Burned

MET

Walking 523 80

Running 180 60

Sitting 26

/Workflow of Descriptive Analytics 498

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
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HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface
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Connector

DCL 
Interface

Trend Analyzer

Textual 
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HTML View 
Model

Visualization 
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Mining Minds 
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Data View 
Model

Data Integration

7

The data is sent in descriptive and 
graphical view whichever is 
requested. 

Id X-axis Y-axis Multiple series Graph

1 Yes No No Pie

2 Yes Yes Yes Line

3 Yes Yes Yes Bar

4 Yes Yes No Bubble
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/Workflow of Descriptive Analytics 499

Admin
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Visualization  
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Visualization 
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Ratio of walking on total active time: 70%
Ratio of Running on total active time: 30%

Ratio of walking on total active time: 80%
Ratio of Running on total active time: 20%

Users Below 50 Users Above 50

/Tools /Technologies- Data Store Interface and Query Creation Interface 500

• Much Easier to Scale out.
• Compressed data could be queried
• Faster than most alternatives and mature

Options

• Apache Hive 
• Pig Latin
• MapReduce
• MongoDB

Selected Tool
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/Tools /Technologies- Visualization, Model Transformation and Trend Analyzer 

• Java

• PHP

501

• Fast, flexible, and free.
• Much faster to develop and 

PHP tends to have fewer 
issues when using shared 
hosting.

Options

• CSS

• Apache Webserver

Hosting and Styling

• AmCharts Graph API
• Anychart
• D3

Options

• Stable and been longer on 
marketing

• Theme Support

/Contributions

• A query library for efficient data retrieval from big data repository.

• Model Transformation module to transform the data from HDFS and integrate it 
semantically

• Data Store interface for bringing unstructured (Big Data) and structured data 
(Intermediate).

• Trend analyzer to classify parameters and associate and cluster them for further 
insights

• Focus on grouping and association techniques

502
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/MMv1.5 Implementation Challenges 503

• SQL Server procedure 
modification in life log data.

• A query library for efficient 
data retrieval for big data 
repository.

• Multiple Nested Queries to 
Data Curation Layer for 
visualization.

• Performance bottleneck 
with monthly and weekly 
queries.

Issues in MMv1.5 Solutions in MMv2

/MMv2 Implementation Challenges 504

• Multiple Nested 
Queries to Data 
Curation Layer for 
visualization.

• Performance bottleneck 
with monthly and 
weekly queries.

Issues in MMv1.5
• The SNS results were 

usually inconclusive and 
not correctly mapped to 
user scenario

• The overall execution 
times of analyzing the 
user timeline was very 
slow and error prone

Issues in MMv2
• The relevant SNS results are 

returned to map to the user 
scenario through filtration

• The execution time is 
reduced through the new 
introduced DCL web 
services and lighter 
visualization

Solutions in MMv2.5
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/Conclusion

• Big data analytics and visualization go hand in hand as we need an effective way to 
display the data intuitively for the users and the developers.

• The parameters vary from social attributes, temporal attributes and text based.

• We take the data and display visualization/analytics in to different users which vary from 
service users to domain experts. 

• The data is associated and clustered to represent similar information and highlight 
outliers.

505

UI/UX Authoring 
Tool
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/Introduction [1/2]

An Adaptive User interface is a User Interface(UI) which adapts,  its  layout
and elements to individual users based on information acquired about its 
user(s), the context of use and its environment. 

508

Context of use

Device Information

Information about user

Adaptive UI
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/Introduction [2/2]

• In order to achieve a satisfactory adaptation, it is necessary to have 
several inputs such as 

509

Adaptive UI

User 
information

Environmental 
information

Device 
characteristics

/Inputs for Adaptive User interface (AUI) 51
0

User

Technology

Environment

Perceptual (Senses)

Demographic

Experience

Motor (Motions)

Cognitive (Memory

Connectivity

Screen resolution

Battery

Light

Temperature

Noise

Gender

Age

Visual Acuity 

Hearing

Attention 

Processing Speed 

Finger Precision 

Hand Precision 

[ https://www.interaction-design.org/literature/book/the-
encyclopedia-of-human-computer-interaction-2nd-ed/user-
interface-design-adaptation ]

Inputs for adaptive UI
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/Taxonomy of UI adaptation

UI Adaptation

Adaptive UI 

Granularity levels

Presentation

Content

Navigation

Adaptable UI

511

The UI automatically adapted according to 
user preference and context of use

The user configures manually the system UI 
according to his personal preferences

/Granularity levels- UI adaptation at different level 51

2

Adaptive UI

 To guide a user to their specific goal within 
the system by altering the way the system 
is navigated based on certain factors of the 
user

 It concern the design of the interface, e.g. 
font size or color, layout of user interface 
elements

 Adaptations that deal with the context of 
the situation occurred.
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/Composition of adaptive systems 513

3 stages for adaptive UI
1. Data acquisition

Collection of data about the user

2. UX Metrics

Creating or updating a user data 
using different techniques

UX

3. Adaptation Engine

Deciding how to adapt the system 
behavior based on data and 

adaptive rules

Explicit Data Collection

Implicit Data Collection Environmental characteristics

Task-oriented

User characteristics

Technical characteristics

Rating system

Questionnaires

Rule Based UI adaptive 

Performance Metrics

Issue-Based Metrics

Self-Reported Metrics

Behavioral and Physiological Metrics

Semantic reasoner

Note: Initially, we start with minimal user data, residing  in 
life-log, and create the rest of required data with the help 
of our own UX metrics collection techniques e.g. 
performance, self-reported , physiological  metrics.

/Goal of Adaptation

• Easy, efficient and effective to use

• To make the complex system usable

• Present want a user want to see

• Speed up and simplify  use

• A UI that fit to heterogeneous group of user

• A UI that considers increasing the user experience

514
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/Overview of existing adaptive systems 515

Existing Systems Descriptions Pros: Cons:

Doppelgänger [20]
It was intended to produce a personalized, 
printed Newspaper for the user

• Sharing of user information among several applications.
• Diverse types of sensors contribute to an extensive user 

model.
• Unobtrusive user modelling.

• No systematic feedback mechanism  

Flexcel [21]
It enhances Microsoft Excel by an adaptive 
User Interface

• Users have control over their own user profiles
• Some of the user dialogues for adaptability seem 

very complex

Lumière-
Project[22]

It led to the later MS-Office assistant
• It combined the temporal reasoning and Bayesian user 

models in order to manage the uncertainty of recognizing 
user goals from a stream of user actions over time.

• It only focus on recognizing user goals in order to 
provide appropriate

Lifestyle Finder[25]
It gives the user suggestions for interesting 
websites

• User profiling and clustering is based on publically 
available demographic mass data

• Adaptation covers only the selection of content
• User modelling covers aspects such as purchasing 

history, lifestyle characteristics and survey 
responses

Supple[26]

It is an application that adapts the display 
of objects considering window size and 
user
preferences

• Run-time rendering of the user interface
• Information about the user is collected by analyzing user 

tracking

• Adaptation focuses on layout and selection of 
appropriate controls and display elements

• It does not address accessibility issues
• It does not provide an authoring tool

MYUI [19]

It generates individualized user interfaces 
and performs adaptations to diverse user 
needs, devices and environmental 
conditions during run time.

• Toolkit: supports industrial developers and designers to 
easily create self-adaptive applications

• Explicit and implicit data collection about user for user 
modeling

• Run-time rendering of user interface.

• No feedback functionality 
• Manual setting for platform device category

/Limitations of existing Work

• The existing user models are not comprehensive
• Lacks behavioral & physiological  measurement for adaptive UI

• Environmental variables

• Lack addressing accessibility issues

• No feedback functionality 

• Lack of user experience for adaptive UI

516
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Motivation

User Model

Gathering knowledge of user capabilities and limitations based on 
user experience

Adaptive UI

Adaptive UI

Adaptive User interface generation based on user information, 
context of user & device at run time

Context & Device Model

Gathering knowledge of device and context of use

/Challenges and Solutions 518

Gathering knowledge of user 
capabilities and limitations based on 

user experience

User experience quantification and 
comprehensive user model creation

Modelling Layer, User 
Experience (UX)S1

Gathering knowledge of device and 
context of use

Gathering correct context and device 
information

Modelling LayerS2

SolutionChallengesMotivation

Adaptive User interface generation 
based on user information, context 

of user & device

Real time user interface rendering 
based on user , context and device 

information
Adaptation EngineS3
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9
Adaptive User Interface (AUI) User Experience (UX)

User Satisfaction Model

Personalized Information Evolution

UX Measurement 

DCL

Modelling Layer

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Feedback 
collector

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logsCapabilities 
collector

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Issue-Based Metrics

Issues by Task

Self-Reported Metrics

Rating scales

Semantic Differential Scales

Issues by Category

Frq. Unique Issues

Pragmatic Quality Hedonic Quality

Solution-1
Modelling Layer, 
User Experience 

(UX)

Solution-2
Modelling Layer

Solution-3
Adaptation 

Engine
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0
Adaptive User Interface (AUI) User Experience (UX)

User Satisfaction Model

Personalized Information Evolution

UX Measurement 

DCL

Modelling Layer

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Feedback 
collector

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logsCapabilities 
collector

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Issue-Based Metrics

Issues by Task

Self-Reported Metrics

Rating scales

Semantic Differential Scales

Issues by Category

Frq. Unique Issues

Pragmatic Quality Hedonic Quality

SL2-

UCS-02

SL2-

UCS-04

SL2-

UCS-07

SL2-

UCS-08

SL2.5-

UCS-09

SL2.5-

UCS-10
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1
Adaptive User Interface (AUI) User Experience (UX)

User Satisfaction Model

Personalized Information Evolution

UX Measurement 

DCL

Modelling Layer

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Feedback 
collector

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logsCapabilities 
collector

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Issue-Based Metrics

Issues by Task

Self-Reported Metrics

Rating scales

Semantic Differential Scales

Issues by Category

Frq. Unique Issues

Pragmatic Quality Hedonic Quality

RESTful Web Services

1 1Profile Data{Name, ID, DOB, Vision} Device Information {Screen Size, Battery Level}

2

3

3-a
3-b

3-c
3-d

4

Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 
Theme 2: Low vision
Theme 3 : Low Light

:

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx

Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light

:

5-a

6

7

8

Observational data

UX Metrics

User Satisfaction values

Update/store user profile value

RESTful Web Services

5-b

5-c
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2

Capabilities Retriever
 It collect data for adaptation engine such as 

 User Profile data
 Environmental data
 Device information

Adaptation Engine
 Reasonar

 Input data
 Rules 
 Fire rules based on collected data

 GUI Generator render UI based on fired rules

Capabilities collector
 Responsible to collect information about user perception, cognitive and motor 

skill using different game/ techniques

Analytics Collector
 User interaction behavioral data collection

 To measure the Pragmatic qualities

Feedback Collector
 Responsible for display the prompt feedback form based on implicit collected data 

then the user feedback data can be send to self-reporting component to in order 
to find out (1) the hedonic and (2) pragmatic quality

UX Measurement
 It deals with metrics that reveal something about the user experience- about the 

personal experience/ interaction of user with product or system like 
 effectiveness (being able to complete a task),
 efficiency (the amount of effort required to complete the task), 
 satisfaction (the degree to which the user was happy with his or her 

experience while performing the task)

User Satisfaction Model
 It can be measures it by checking to which extent the users achieved the hedonic 

and pragmatic goals. It considered many UX variables such as
 likability (to which extent user achieve the pragmatic goals),
 pleasure (to which extent user achieve the hedonic goals), 
 comfort (to which extent user feel comfort), and 
 trust (to which extent user satisfy with overall system).
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DCL

Intermediate Database

User Profiles
Life-log 

Data

Supporting Layer

Adaptive User Interface (AUI) User Experience (UX)

Profile Data{Name, ID, DOB, Vision}1

Device Information {Screen Size, Battery Level}1

Environmental Information {Light Intensity Level}2

Adaptive Rules

Adaptation Engine

If ( Age =32 & Vision= low) 
Then 
adaptTextViewSize = 60dp;

 Restful Service

/UI/UX Authoring Tool – Overall Concept 52

4
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Capabilities Retriever 
Context Characteristic
• It is responsible for collection 

of environmental information 
such as
 Light intensity (Lx)
 Nosie level
 Timing Information
 Temperature 

1 b

Capabilities Retriever 
User Profile
• When the user sign-in/sign-up 

, the user profile module send 
request to DCL

• The DCL  send back  the 
required user profile attributes 
that will be need for adaptive 
UI

Note: The user profile data are 
fetched based on per user login 
or when there will be change in 
user profile

1 a

Capabilities Retriever 
Device Characteristic
• It is responsible to identify 

several device characteristics 
such as

• Screen Size
• Battery Level 

• In order to be aware of the 
whole domain limitations

1 c

Modelling Layer – Capabilities Retriever

1

1 b 1 c

Capabilities Retriever 
• Its component can enable to retrieve the required data based on context for AUI Rules Engine component

1

1 a

User Profile 
Data

Restful API

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False

Step 2Step 1
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5
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Modelling Layer – Capabilities Retriever

1

1 b 1 c

Capabilities Retriever 
• Its component can enable to retrieve the required data based on context for AUI Rules Engine component

1

1 a

Algorithm 1  Capabilities Retriever 

1. function retrieve capabilities(x, y , z)

Input: Three kind of information where x is user profile information , y is environmental information, 
and z is device information

Output:  The required capabilities data are retrieve for adaptive rule engine

2. If User is not valid Then
3. return(x) ← error

4. else
5. set(x) ← (u_ID, name, age impairment, & disability, …. )
6. get(light_level) ← lux
7. get(noise_level) ← dBA
8. set(y) ← (light_level, noise_level )
9. get(screen_size) ← dp
10. return (x, y, z)
11. end
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6
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Adaptation Layer – Adaptation Engine

3

Adaptation Engine
Reasoner (Rule Base)
Easy Rules is a simple yet powerful Java rules engine 
framework
 Name: a unique rule name within a rules namespace 
 Description: a brief description of the rule
 Priority: rule priority regarding to other rules 
 Conditions: set of conditions that should be satisfied to 

apply the rule Actions: set of actions to perform when 
conditions are satisfied

3

Adaptation Engine
Adaptation & navigation rules
• The adaptation rule are classified according to 

the target user disabilities, environmental 
conditions and as well as accessibility rule to in 
order to increase positive user experience (UX)

2

Adaptation Engine
• It can perform reasoning based on pre-defined adaption and navigations rules. It recommend the user interface 

components and its styles to render the adaptive UI

1

2

1

DCL Adaptive UI 
Rules 

Engine
UI Generator 

UI adaptive Rules

User Profile 
Data

Rule 1: Color blind 

Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 

Theme 2: Low vision
Theme 3 : Low Light

:

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False

Step 1

Step 2
Restful API

Modelling Layer

Step 2
1

2

3

Note: Easy Rule framework will handle the conflict 
resolution and final fire rules based on priority 
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 Adaptive UI Rule Engine use the user, environmental, technology information  
and UI adaptive rules to fire the UI rules

 UI generator use the fire UI rule in order to generates the final adapted UI

527

Adaptive UI Rules 
Engine

Data

UI Generator 

UI adaptive 
Rules

Adapted UI

Adaptation Layer – Adaptation Engine

/UI/UX Authoring Tool – Overall Concept 528

Adaptive UI Rules 
Engine

Data

UI Generator 

UI adaptive 
Rules

Adapted UI

Used rule from literature 

UI adaptive Rules
Used Objected oriented 

approach for rules creation

Easy Rules : Easy Rules is a simple yet powerful Java rules engine framework

Note: In MMv2.5 we will created rule Authoring tool, so 
that UX expert will be able to create new rule, update 
and delete the existing rules.

http://www.easyrules.org/index.html

Adaptation Layer – Adaptation Engine
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9
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Adaptation Layer – Adaptation Engine

3

Adaptation Engine
• It can perform reasoning based on pre-defined adaption and navigations rules. It recommend the user interface components and its styles to render the adaptive UI

1

2

1

Algorithm 2  Adaptation Engine

1. Function reasoning(x, y )

Input: Two kind of information where x is retrieved information, y is adaptation rule sets 

Output:  Fire the final rule so that GUI generator can render the GUI based on that rule

2. If User is not valid Then
3. return(x) ← error

4. else
5. set(x) ← (user profile, environmental information, device information)
6. set(y) ← load all rules from adaptation and navigation rules from the local DB

7. foreach input ϵ y do
8. registered all rules to rule engine

9. end 
10. fire_rule ← fire rules based on matching

11. return (fire_rule)
12. end
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0
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Adaptation Layer – Adaptation Engine

3

Adaptation Engine
UI & style selector
Easy Rules is a simple yet powerful Java rules engine 
framework
 Name: a unique rule name within a rules namespace 
 Description: a brief description of the rule
 Priority: rule priority regarding to other rules 

3

Adaptation Engine
GUI Generator
• GUI received the fire rules
• GUI generator 

2

Adaptation Engine
• It can perform reasoning based on pre-defined adaption and navigations rules. It recommend the user interface 

components and its styles to render the adaptive UI

1

2

1

DCL
Adaptive UI 

Rules 
Engine

UI Generator 

UI adaptive Rules

User Profile 
Data

Rule 1: Color blind 

Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 

Theme 2: Low vision
Theme 3 : Low Light

:

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False

Step 1

Step 2

Restful API Modelling Layer

Step 3
1

2

3

Note: Easy Rule framework will handle the conflict 
resolution and final fire rules based on priority 

Step 4

Adaptive UIDefault UI
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1

SL2.5-SUC-01: Monitor Configuration for target Variables
• Objective
 To lead the dynamic adaptation of the elements presented in the user 

interface
• Methodology
 Communication: adaptation and modelling layer
 Semantic Modeller

1. Input: receives request from the modelling layer
2. Processing:

• User request for personalize user interface to UI/UX.
• UI/UX send request to adaptation engine for generating the 

personalized user interface based on user, context and device 
information.

• Adaptation engine perform reasoning based on pre-defined 
adaption and navigations rules.

• Reasoner recommend the user interface components and its styles 
to generate the UI.

• Then personalized generated UI is displayed to end user.
3. Output: 

• Adaptive UI rendered/generated based on collected information

Methodology Description
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs
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2
Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Use-case (SL2.5-UCS-02): Retrieve capabilities for user interface 
adaptation
• Objective
 The Capabilities retriever is a software module that allows the system 

gathering non physiological capabilities of the user, collect different variables 
of the current environment situation, and identify several device 
characteristics in order to be aware of the whole domain limitations

• Methodology
 Communication: request to DCL 2 using restful API
 Capabilities Retriever

1. Input: receives request from the application layer
2. Processing:

• SL generates request for user, device, and context information 
collection from DCL 2

• DCL 2 provide the requested data based on User ID
3. Output: 

• The required capabilities data are retrieve for mapping data on 
the AdaptiveUI Ontology

• forwards loaded data to Semantic Modeller

 The user Profile data will be fetched one time unless user profile is not changed
 The context and environmental information will be fetched after fixed interval of 

time (e.g. 1 min)

Methodology Description

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs
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Step 1

Adaptive UI 
Rules 

Engine
UI Generator 

UI adaptive 
RulesUser Profile 

Data

Restful API

Step 3

Default UI

Adaptive UI

User ID: 2
Full Name: Khan 
Age: 31 year
Vision: Normal
Color Blind: True

Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 
Theme 2: Low vision
Theme 3: Low Light

:

Step 2

/App Demo Scenario (3): Adaptation based on environmental variables 534

Adaptive UI 
Rules 

Engine
UI Generator 

UI adaptive 
Rules

Step 2

Rule 1: Color blind 
Rule 2: Low vision

Rule 3: Low Light
:

Theme 1: Color blind 
Theme 2: Low vision

Theme 3 : Low Light
:

Step 1

Environmental sensors: 
Sensor Type: TYPE_LIGHT

onSensorChanged(SensorEvent event){

Return Lux
}

Lux 20 

Step 3

Adaptive UIDefault UI
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Data is sent to 
Google’s Server

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Step 1

Track user ID, Screen, Event, 
errors

Step 2

Retrieve collected data from google 
server using analytics core API

/Adaptation & navigation Rules 53

6

Adaptation and 
Navigation rules

Pre-adaptation Rules

These rules are designed to check the values that are 
needed for final adaptive UI

The usability Rules

Adaptation Rules

These rules determine if the interaction with the adapted 
user inter- face might be considered enough.

Depending on the pre-adaptation and usability checked 
rules, different rules are triggered; which bringing the final 

adaptation to the device

CheckUserCapabilities: Visual Acuity

If(20/12 || 20/15 || 20/20 || 20/25)  { 
Vision = Range of Normal
} else if (20/30 || 20/40 || 20/50,20/60) {
Vision= Mild Visual Impairment; 

} else  { vision= low }

checkTaskEfficiency

If(TaskCompletionRate = 65 && TaskTime==1.5 ) 
{ efficiency = 71; }

TextView

If ( Age =32 & Vision= low) {
adaptTextViewSize = 60dp;
}
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Rule Format: Event / Condition / Action

Event: The user interface is activated

Condition : The user is color-blind

Action: change the foreground color to white and the background color to black in order to provide a high-contrast UI.

/Design space of the adaptation rules 538

Miñón, Raúl, et al. "Integrating adaptation rules for people with special needs in model-based 
UI development process." Universal Access in the Information Society: 1-16.

Granularity Level

Adaptation Type

User Disability

Blindness

Low vision

Color blindness

Deafness

Motor impairment

Cognitive impairment

Tailored UI

Adaptive UI
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/Pre-adaptation Rules

Pre-adaptation Rule Classes Descriptions Details

checkBatteryLevelSuffici
ent

Device,
Battery

this rule evaluates if the current battery level is 
enough to perform any adaptation.

x  ≤ 15 → not sufficient
15 < x ≤ 50 → sufficient
50 < x ≤ 100 → optimal

checklightlevel
Context,
Light

This rule evaluate the current environment light 
condition using lux

0.0001 lux → Moonless, overcast night sky 
(starlight)
0.002 Lux → Moonless clear night sky with air-
glow
0.27-1.0 → Full moon on a clear night

checkNosieLevel
Context,
Nosie

This rule evaluate the background noise using 
Decibels (dB) scale

0  → absolute threshold of hearing
10 →  Breathing
40 → Library
60  → office

…. …. …. ….

CheckUserCapabilities User
This rule evaluate the user capabilities such as 
sight , hearing, movement attention, problems

{20/12, 20/15, 20/20, 20/25} →  Range of Normal 
Vision (sight) 
{20/30,20/40,20/50,20/60} → Mild Visual 
Impairment (sight) 
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/Usability Rules 540

Usability Rule Classes Descriptions

checkTaskEffectiveness ,
checkTaskCompletion ,
checkErrorFrequency

Effectiveness
It measures the proportion of  goals of the task achieved correctly.
It measures the proportion of the task that is completed.
It measures the frequency of errors.

… … …

checkTaskTime ,
checkTaskEfficiency,
checkRelativeUserEfficiency

Efficiency
It measures the required time to complete the current task.
It measures the efficiency of the user.
It compares the efficiency of the user compared to an expert.Th
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Adaptation Rule Classes Descriptions

adaptBrightness and adaptVolume
Brightness,
Volume

These rules adapt the screen brightness and volume of device according to user 
profile values

adaptButtonSize ,
adaptButtonBackgroundColor,
adaptButtonTextColor,

Button
These rules considered the buttons configuration according the user disabilities and 
its profile

… … …

adaptTextViewSize,
adaptTextViewTextColor
adaptTextViewBackgoundColor

TextView
These rules considered the TextViews configuration according the user disabilities and 
its profileA
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/The information flow within the AdaptUI 54

2
Adaptive User Interface (AUI)

DCL

Modelling Layer

Intermediate Database

User Profiles
Life-log 

Data

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

reasoner

Application Layer

GUI generator

GUI

UI & Style selector

1

Last Name : Jone Processing Speed : good

Gender: Male Finger Precision :good

DOB:19850303 Hand Precision : good

Hearing : good Visual Acuity : 20/100

User level : 
Normal

Concentration: normal

Tempareture: 32o c

Noise: 80 dBs

Location:
48.87146 2.35500

Time: 8 pm

Light : too dark

2
3

4

5

7

Device:Samsung Galaxy S6

DeviceScreenResolution : 
480×800

<LinearLayout

<ImageView
android:src="@drawable/ocean"
android:layout_width="wrap_content"
android:layout_height="wrap_content"
android:scaleType="centerCrop" />

<TextView
android:text="Minig Minds"
android:layout_width="match_parent"
android:layout_height="wrap_content"
android:layout_weight="1"
android:textColor="@android:color/white"
android:textSize="60sp"
android:background="#009688" />

</LinearLayout>

If ( Age =32 & Vision= low)

{ 

adaptTextViewSize = 60dp; 

}.
.

.
……………………………………………

Default view Adaptive view

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Capabilities Retriever

User profile
Context

characteristics
Device characteristics
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/Strategy II: UX Experience(UX) 543

DCL

Intermediate Database

User Profiles
Life-log 

Data

Supporting Layer

Adaptive User Interface (AUI) User Experience (UX)

Adaptive Rules

Adaptation Engine

Google’s Server

Google analytics data Processed  data

UX Measurement

User Satisfaction Calculator

Adaptive 
Rules

Performance 
metrics 

Issue-Based 
Metrics

/Methodology : Analytics collector and UX measurement 
54

4

Use-case (SL2.5-UCS-05): Collect and analyze observational data
• Objective
 To identify areas of improvement and maximize the user interaction by 

analyzing the user interaction with app.
• Methodology
 Communication: end user interaction with MM app
 Analytics collector and UX measurement

1. Input: receives request from end user
2. Processing:

• Analytics collector collect the user interaction data such as 
user ID, event, session, screen, crashes & exceptions, and user 
timings 

• The collected data is stored locally before being dispatched 
• Data is dispatched for user experience measurement from the 

app for every 30 minutes 
• the pragmatic quality such as usability-( e.g. performance, 

issues) are calculated in order to find the user experience (UX) 
3. Output: 

a. UX quality variables are sent to DCL2 for storage/updating in 
user profile.

Methodology Description
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/Analytics Collector Work flow 54

5

add Analytics 
to your 

Android app

2

Data is sent to 
Google’s Server

1

Data is processed 
and pre-aggregated

3

Data is processed 
and pre-aggregated

4

UX Measurement

DCL

Intermediate Database

User Profiles
Life-log 

Data

5

6

/Example Scenario 1: Task Success Metric
54

6

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_001 Set goal submit
error- integers 
value

… … … …

U_001
Edit

profile

Task Success

Task 1 Task 2 Task 3 Average

U_001 1 0 0 33 %

U_002 1 1 1 100%

… … … … …

U_003 0 1 1 80%

CONFIDENCE 
INTERVAL

2

Data is sent to 
Google’s Server

1 3

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Update weight actions")

.setAction("Update weight ")

.setLabel(updateweight )

.build());

*/

}

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Activities graphs")

.setAction("View activities graphs screen")

.setLabel(activitiesgraphs)

.addActivities(activitiesgraphs)

.setActivitiesAction(activitesAction)

.build());

}

UX Measurement 

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

// Set the dispatch period in seconds. 

GoogleAnalytics.getInstance(this).setLocalDispatchPeriod(15);

DCL

Intermediate Database

User Profiles
Life-log 

Data

U_001 Task Success 33 %

4

5
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/Example Scenario 2: Learnability Metric
54

7

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_001 Set goal submit
error- integers 
value

… … … …

U_001
Edit

profile

LEARNING CURVES

2

Data is sent to 
Google’s Server

1 3

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Update weight actions")

.setAction("Update weight ")

.setLabel(updateweight )

.build());

*/

}

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Activities graphs")

.setAction("View activities graphs screen")

.setLabel(activitiesgraphs)

.addActivities(activitiesgraphs)

.setActivitiesAction(activitesAction)

.build());

}

UX Measurement 

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

// Set the dispatch period in seconds. 

GoogleAnalytics.getInstance(this).setLocalDispatchPeriod(15);

DCL

Intermediate Database

User Profiles
Life-log 

Data

5

learnability

Trial 1 Trail 2 Trail 3

Task 1 55 sec 45 sec 38 sec

Task 2 60 sec 50 sec 40 sec

… … … …

Task 3 80 sec 100 sec 200 sec

4

U_001 Task 1 good

U_001 Task 2 good

U_001 Task 3 averave

/Example Scenario 3: Efficiency Metric
54

8

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_002 Set goal submit
error- integers 
value

… … … …

U_00n
Edit

profile

LOSTNESS

2

Data is sent to 
Google’s Server

1 3

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Update weight actions")

.setAction("Update weight ")

.setLabel(updateweight )

.build());

*/

}

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Activities graphs")

.setAction("View activities graphs screen")

.setLabel(activitiesgraphs)

.addActivities(activitiesgraphs)

.setActivitiesAction(activitesAction)

.build());

}

UX Measurement 

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

// Set the dispatch period in seconds. 

GoogleAnalytics.getInstance(this).setLocalDispatchPeriod(15);

DCL

Intermediate Database

User Profiles
Life-log 

Data

5

4

Task 1 Very good design

Task 2 above average design

Task 3 bad design

Efficiency

Task Completion 
Rate 

Task Time 
(min)

Efficiency 
(%)

Task 1 65% 1.5 71

Task 2 8% 1.2 48

… … … …

Task 3 40% 2.1 19

LOSTNESS 
L= sqrt[(N/S - 1) 2+ (R/N - 1) 2 ]   

N: The number of different screen visited while performing the task 

S: The total number of pages visited while performing the task, counting revisits to the same screen

R: The minimum (optimum) number of screen that must be visited to accomplish the task
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/Example Scenario 4: All UX Measurement Metrics
54

9

Adaptive User Interface (AUI) User Experience (UX)

User Satisfaction Model

Personalized Information Evolution

UX Measurement 

DCL

Modelling Layer

Capabilities Collector

User profile
Context

characteristics
Device 

characteristics

Semantic Modeller

Intermediate Database

User Profiles
Life-log 

Data

Adaptive ontology

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Semantic reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Feedback 
collector

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logsCapacity 
collector

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Issue-Based Metrics

Issues by Task

Self-Reported Metrics

Rating scales

Semantic Differential Scales

Behavioral & Physiological Metrics
Perceptions Emotions

Stress Cognitive

Issues by Category

Frq. Unique Issues

Pragmatic Quality Hedonic Quality

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_001 Set goal submit
error-

integers value

… … … …

U_002
Edit

profile

1

Task Success

Task 1 Task 2 Task 3 Average

U_001 1 0 1 80 %

U_002 1 1 1 100%

… … … … …

U_003 0 1 1 80%

CONFIDENCE INTERVAL

Time On task

Task 1 Task 2 Task 3

U_001 55 20 10

U_002 30 20 10

… … … …

U_003 0 1 1

2

Errors

Task 1 Task 2 Task 3

U_001 1 1 0

U_001 0 1 1

… … … …

U_001 0 1 0

Efficiency

Task Completion Rate Task Time (min) Efficiency (%)

U_001 1 0 1

U_002 1 1 1

… … … …

U_003 0 1 1

learnability

Trial 1 Trail 2 Trail 3

Task 1 60 % 70% 80 %

Task 2 60 % 50 % 40 %

… … … …

Task 3 80 % 80 % 80 %

LOSTNESS L= sqrt[(N/S - 1) 2+ (R/N - 1) 2 ]   

Update  pragmatic constructs 

in user profile

1. Need  simple UI 
2. Change the task 2 flow

/Methodology : Feedback Collector & Self-reported Metrics
55

0

Use-case (SL2.5-UCS-10): Collect user response data as self-
reported metrics
• Objective
 To identify the user feeling/response based on user feedback in order to 

evaluate the user experience
• Methodology
 Communication: end user fill the user feedback from by MM application
 Feedback data and UX measurement

1. Input: receives request from end user
2. Processing:

• The end user provide feedback using the questionnaire.
• The feedback is sent to user experience in order to evaluate 

the user response.
• user experience variables such as usability, pleasure, beauty 

are calculated based on filled questions 
• The UI/UX update the calculated variables values in user 

profile by sending request to DCL 2.5
3. Output: 

a. UX quality variables are sent to DCL2.5 for storage/updating 
in user profile.

Methodology Description
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/Tools and Technologies

• Data Representation
• Object  Oriented representation 

• Implementation Tools and Technologies
• Language Java

• Language PHP

• HTML 5 

• Angular.JS

• JQuery

• Web services (SOAP based/Restful)

• Google analytics

• Google tagmanage

551

/Contributions

• Rules for adaptive UI

• User experience measurement toolkit development

552
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/Conclusion

• UI/UX Authoring Tool is the adaptive face of Mining Minds Platform

• Personalized and contextual information presentation key aspect of 
adaptation

• User experience is the distinguishing factor of MM UI/UX Authoring tool

• User Experience (UX) can be improved with Adaptive UI

• Adaptive UI can improved accessibility

• Adaptive UI can improved users' performance and satisfaction

• Continuous evolution of UI with contextual information change

• UX Authoring Tool for user experience measurement

553

Privacy and 
Security

Supporting Layer

(SL 2.5)
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/Introduction [1/2]

Privacy and Security are closely related terms having symbiotic relationship 
with each other. 

Privacy applies to a consumers right to safeguard his or her information 
from any other party

Security is the confidentiality, integrity, and availability of data as per the 
CIA triad model

555

/Introduction [2/2]

Security is a concealed envelope and Privacy is the successful delivery of the message 
inside that content to the intended recipient

556

Security 

(Encryption)

Successful delivery of contents

to the intended recipient

(Privacy)

x
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/Overview of existing adaptive systems 557

Existing Systems Descriptions Pros: Cons:

MyFitness Pall [4]
MyFitness pall is a weight lose applications 
that uses the consumption of calories and 
guide the user accordingly

• Easy to use and interactive
• Comprehensive food catalogue over 5 million entries 
• Shares the privacy policy with user
• Free to use

• The system lacks authentication

Endomondo [5]

Endomondo is a personal trainer in the 
pocket. It allows users to track their fitness 
and health statistics with a mobile 
application and website

• Stores data on cloud 
• Offers DLP in case of stolen device
• Shares privacy policy with the user

• The system lacks authentication 
• Do not update profiles [3]
• Lacks profile integrity check

iTriage[6]

iTriage is a FREE smartphone app with 
comprehensive medical content that 
guides you through the symptom-to-
provider ™ pathway

• After checking symptoms of user disease related problem it 
recommends the nearest medical service (usage of geo 
location services)

• Authentication is missing 
• Geo location service is restricted with the discovery 

of nearest medical services alone 

Runkeeper[7]
It record, monitors and visually display the 
running activities performed by a user 

• Interactive and easy to use
• Records running, walk, cycling, workout and track pace and 

weight 
• Secure storage and authentication is available 

• Do not explicitly state about the user profile and its 
integrity check if modified accidently or maliciously 

Argus[11]
It tailors workouts based on fitness goals. 
Helps the user to progress quickly without 
to worry about details. 

• Tracks steps, calories, heart rate , meals and hours of sleep
• Profile update and its impact on system generated 

recommendation is not explicitly stated 

/Limitations of existing Work

• Ability to detect duplicate sign on with respect to
• User habitual workout area

• Distance measure between two locations

• Profile integrity check

• Successful and integrity assured delivery of recommendations

558
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/Motivation

• Data security at rest and during its transmission 
to end user

• Privacy aware delivery of services 
(recommendations)

• Maximum utilization of data resources without 
disclosing the individual identity

559

Utility

Privacy Security

/Taxonomy-Privacy and Security in mHealth Applications 560

Miloslava Plachkinova et al. A taxonomy of mHealth Apps – Security and Privacy-2015

Privacy and Security

App Domain
Security 

Domain
Privacy Domain

Patient care and 

monitoring

Communication, 

education, research

Layperson

Physician or student 

reference

Authentication

Accountability

Availability

Confidentiality

Authorization

Integrity

Ease of use

Management

Identity threats

Access threats

Disclosure threats

MM 2.5
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/Challenges and Solutions 561

Information Disclosure 

threat -Inference attack

Information Integrity 

threat-recommendations

Privacy and Security-Man 

in the Middle Attack

Achieving through query 

and response retention 

with successive queries

Monitoring of data 

resources affecting 

recommendations 

Message digest and double 

acknowledgement strategy

Challenge

Solution

Preemptive discovery of 

information disclosure 

using query and response 

logs

Observer on profile update 

with user 

acknowledgement

Message digest using the 

public key of MM
Methodology

/Disclosure Threat : Inference Attack (1/5) 562

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

Data Curation Layer

Query Library

Intermediate 

Database

1

A
c
c
e
ss

 v
a
li
d
a
to

r
Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

Malicious user

Using the adaptive user 

interface a malicious user 

interact with the system 

with compromised 

credentials
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/Disclosure Threat : Inference Attack (2/5) 563

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

1

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

Malicious user

With compromised 

credentials the malicious 

user gets the access

2

Data Curation Layer

Query Library

Intermediate 

Database

/Disclosure Threat : Inference Attack (3/5) 564

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

1

A
c
c
e
ss

 v
a
li
d
a
to

r
Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

Malicious user

The interactions made by 

the malicious user are 

engaged with DCL

2

3
Data Curation Layer

Query Library

Intermediate 

Database
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/

Data Curation Layer

Query Library

Intermediate 

Database

Disclosure Threat : Inference Attack (4/5) 565

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

1

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

Malicious user

All the queries are logged 

through query library and 

the response prepared by 

successive queries is 

checked for successive 

reduction
2

3

3-a

3-b

/

Data Curation Layer

Query Library

Intermediate 

Database

Disclosure Threat : Inference Attack (5/5) 566

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

1

A
c
c
e
ss

 v
a
li
d
a
to

r
Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

Malicious user

If successive queries 

inclined towards the 

discovery of an individual 

user, a decoy information is 

sent along the response

2

3
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/Integrity Threat : Tempering User Profile (1/5) 567

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

1

(DCL)

Big Data Storage

Life-Log Monitor

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

User

Using the adaptive user 

interface a user creates her 

profile information which is 

used by MM or an expert to 

generate personalized 

recommendations

Life-log data &

User profile 

/Integrity Threat : Tempering User Profile (2/5) 568

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

1

(DCL)

Big Data Storage

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

User

Assuming that a hacker 

updates the victim profile 

information to falsify the 

generation of 

recommendation

hacker

2

Life-log data &

User profile 

Life-Log Monitor
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/Integrity Threat : Tempering User Profile (3/5) 569

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

1

(DCL)

Big Data Storage

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

User

The profile observer on User 

profile keep track of all 

changes in user profile 

affecting the 

recommendations

hacker

3

Life-Log Monitor

Life-log data &

User profile 

/Integrity Threat : Tempering User Profile (4/5) 570

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

1

(DCL)

Big Data Storage

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

User

The user is reconfirmed with 

the updated profile 

information 

hacker

4

Life-log data &

User profile 

Life-Log Monitor
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/Integrity Threat : Tempering User Profile (5/5) 571

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

1

(DCL)

Big Data Storage

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

User

In case of tempering user 

profile, an alarm is generated 

asking user to reset the 

password

hacker

4

Life-log data &

User profile 

Life-Log Monitor

/Privacy and Security (Man in the Middle Attack) 1/5 572

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

ExpertUserMalicious user

User receives 

recommendations generated 

by MM or the expert

1
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/Privacy and Security (Man in the Middle Attack) 2/5 573

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

ExpertUserMalicious user

Assuming the ability of 

malicious user to intercept the 

recommendations and 

replaying them to the user 

with modification

2

/Privacy and Security (Man in the Middle Attack) 3/5 574

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

ExpertUserMalicious user

All recommendations 

generated by an expert are 

encrypted with MM public key 

and stored in the encrypted 

storage through DCL

3

(DCL)

Big Data Storage
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/Privacy and Security (Man in the Middle Attack) 4/5 575

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

ExpertUserMalicious user

Recommendation received by 

the user is again encrypted for 

message digest under the 

public key of MM and stored in 

the encrypted storage through 

DCL

4

(DCL)

Big Data Storage

/Privacy and Security (Man in the Middle Attack) 5/5 576

Enhancement of anonymization and privacy data protection technology

Cloud Access Security Broker (CASB)

Visibility Policy 

Compliance

Threat prevention

Data Security

Anonymization

Utility and 

privacy 

controller

Model 

selector

Raw data 

Apps Users Devices

Internal

External

Authorized 

users

Unauthorized 

users

Encryption DLP*

Mobility risk 

factor

Inference 

attack

Adaptive 

user 

interface

A
c
c
e
ss

 v
a
li
d
a
to

r

Encrypted 

storage

Oblivious 

Evaluator

Data 

anonymizer

ExpertUserMalicious user

In case of tempered 

recommendation the MM 

discovers mismatched message 

digest

(DCL)

Big Data Storage

5

≠
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/Tools and Technologies 577

• Java

• MD5 Hashing 

• Public key cryptography (A-symmetric encryption)

/Conclusion

• Ensuring data privacy and security have different considerations however 
are closely related

• The users data is sensitive in nature and has certain requirements for its 
storage and processing

• Besides data protection at rest, certain challenges of tempering, man in 
the middle attack and privacy exposure during data transmission are 
highlighted and resolved 

• Ensuring data privacy and security in MM, achieves user confidence while 
using the offered services. 
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DCL Detailed Architecture

Scenario 1: Real-time

Desc. : Raw-sensory data from multimodal 

data sources is acquisitioned, and 

persisted. identified context on the 

sensory data is mapped to user life-log 

and monitored for situation detection.

633



LOGICAL CLOCK SYNCHRONIZATION
1/4

User Activity registered in Smart phone and Kinect Camera.1

LOGICAL CLOCK SYNCHRONIZATION
2/4

User Activity registered in Smart phone and Kinect Camera.

Real Time Synchronization of logical clocks

1

2
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LOGICAL CLOCK SYNCHRONIZATION
3/4

User Activity registered in Smart phone and Kinect Camera.

Real Time Synchronization of logical clocks

Share Synchronized time with smart phone and Kinect connected PC

1

2

3

LOGICAL CLOCK SYNCHRONIZATION
4/4

User Activity registered in Smart phone and Kinect Camera.

Real Time Synchronization of logical clocks

Share Synchronized time with smart phone and Kinect connected PC

Logical Clocks are updated on smart phone and Kinect Connected PC.

1

2

3

4.1
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MESSAGE GENERATION
1/1

Logical Clocks are updated on smart phone and Kinect Connected PC.

Creation of communication message of payload

4.1

4.2

RAW SENSORY DATA ACQUSITION
1/2

Logical Clocks are updated on smart phone and Kinect Connected PC.

Creation of communication message of payload

Created message is communicated through end point of Sensory Data 
Acquisition Services.

4.1

4.2

5
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RAW SENSORY DATA ACQUSITION
2/2

Logical Clocks are updated on smart phone and Kinect Connected PC.

Creation of communication message of payload

Created message is communicated through end point of Sensory Data 
Acquisition Services.

End point places the received messages in respective Raw content 
buffers.

4.1

4.2

5

6

RAW SENSORY BUFFER SYNCHRONIZATION
1/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scan the buffer on the basis of user_id and 
time stamp.

6

7.1
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RAW SENSORY BUFFER SYNCHRONIZATION
2/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

6

7.1

RAW SENSORY BUFFER SYNCHRONIZATION
3/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

6

7.1

7.2
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RAW SENSORY BUFFER SYNCHRONIZATION
4/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

Sensory Data Synchronizer en-queues the message instance in 
Sensory Data Queue.

6

7.1

7.2

7.3

RAW SENSORY BUFFER SYNCHRONIZATION
5/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

Sensory Data Synchronizer en-queues the message instance in 
Sensory Data Queue.

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

6

7.1

7.2

7.3

8.1
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SEND FOR CONTEXT AND PERSISTENCE 1/1

8.2

6

7.1

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

Sensory Data Synchronizer en-queues the message instance in 
Sensory Data Queue.

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

7.2

7.3

8.1

8.2

6

7.1

Big Data Persistence 1/3

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

Data writer create Hive query to perform insert operation on data.

8.1

8.2

9
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Big Data Persistence 2/3

8.110.1

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

Data writer create Hive query to perform insert operation on data.

Data writer hand over Hive query with data to Name node for data 
persistence.

8.1

8.2

9

10

Big Data Persistence 3/3

8.110.1

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

Data writer create Hive query to perform insert operation on data.

Data writer hand over Hive query with data to Name node for data 
persistence.

Name Node distributes the data for insertion to multiple data node.

8.1

8.2

9

10

10.1
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Context Mapping and Persistence 1/8

8.2
Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message for Context identification to 
ICL.

Context Reader receives identified context through end point of 
service.

8.1

8.2

9

Context Mapping and Persistence 2/8

Instance Writer dequeuer the instance message 
from Sensory Data Synchronizer.

Instance Writer send instance message for 
Context identification to ICL.

Context Reader receives identified context 
through end point of service.

Context Mapper map the  received context into 
respective model through Map operation.

8.1

8.2

9

10

642



Context Mapping and Persistence 3/8

Instance Writer dequeuer the instance message 
from Sensory Data Synchronizer.

Instance Writer send instance message for Context 
identification to ICL.

Context Reader receives identified context through 
end point of service.

Context Mapper map the  received context into 
respective model through Map operation.

Mapper built Life-log model from the  context 
received from ICL .

8.1

8.2

9

10

11

Context Mapping and Persistence 4/8

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message for Context identification to 
ICL.

Context Reader receives identified context through end point of 
service.

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

8.1

8.2

9

10

11

12
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Context Mapping and Persistence 5/8

Context Mapper map the  received context into respective 
model through Map operation.

Mapper built Life-log model from the  context received from ICL
.

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

10

11

12

13.1

Context Mapping and Persistence 6/8

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

ORM layer performs UPDATE operation on object received from 
Mapper to update activity End_Time

10

11

12

13.1

13.2
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Context Mapping and Persistence 7/8

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

ORM layer performs UPDATE operation on object received from 
Mapper to update activity End_Time

ORM layer performs INSERT operation on Activity Table.

10

11

12

13.1

13.2

13.3

Context Mapping and Persistence 8/8

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

ORM layer performs UPDATE operation on object received from 
Mapper to update activity End_Time

ORM layer performs INSERT operation on Activity Table.

ORM layer performs INSERT operation on Lifelog  table.

10

11

12

13.1

13.2

13.3

13.4
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Life-log Monitoring 1/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

12

13.4

14.1

Life-log Monitoring 2/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

12

13.4

14.1

14.2
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Life-log Monitoring 3/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

Situation Event Detector evaluates the occurrence of situation.

12

13.4

14.1

14.2

14.3

Life-log Monitoring 4/5

14.3

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

Situation Event Detector evaluates the occurrence of situation.

Situation Event Detector triggers when situation occurs.

12

13.4

14.1

14.2

14.3

15
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Life-log Monitoring 5/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

Situation Event Detector evaluates the occurrence of situation.

Situation Event Detector triggers when situation occurs.

Situation Event Detector notifies SCL on triggering the situation

12

13.4

14.1

14.2

14.3

15

16

Scenario 2: Real-time

Desc. : Raw-sensory data from big data storage

is requested for visualization and 

analytics.
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SL Request of Parameters 1/1

SL send a static queries towards Active Data Subcomponent1

Hive Query Selection 1/3

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

1

2
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Hive Query Selection 2/3

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

1

2

3

Hive Query Selection 3/3

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

1

2

3

4
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Query Execution and Response Generation 1/8

SL send a static queries towards Active Data Subcomponent1

Query Execution and Response Generation 2/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

1

2
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Query Execution and Response Generation 3/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

1

2

3

Query Execution and Response Generation 4/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

1

2

3

4
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Query Execution and Response Generation 5/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

1

2

3

4

5

Query Execution and Response Generation 6/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

Send a result set to Data exporter 

1

2

3

4

5

6
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Query Execution and Response Generation 7/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

Send a result set to Data exporter 

Convert a result set into a stream 

1

2

3

4

5

6

7.1

Query Execution and Response Generation 8/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

Send a result set to Data exporter 

Convert a result set into a stream 

Send a continuous stream of data for Visualization 

1

2

3

4

5

6

7.1

7.2
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Scenario 3: Off-line (Passive)

Desc. : Raw-sensory data from big data storage

is requested for model training by KCL.

Get Schema 1/4

KCL request DCL for Schema of data persisted in big data 
storage

1
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Get Schema 2/4

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

1

2

Get Schema 3/4

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

1

2

3
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Get Schema 4/4

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

1

2

3

4

Generate and Execute Query 1/2

KCL request DCL for Schema of data persisted in big data 
storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

1

2

3

4

6
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Generate and Execute Query 1/2

KCL request DCL for Schema of data persisted in big data 
storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

1

2

3

4

6

7

Generate and Execute Query 2/2

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

The query id execute on data node

1

2

3

4

6

7

8
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Generate and Execute Query 2/2

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

The query id execute on data node

Result send back to query generator 

1

2

3

4

6

7

8

9

Create and Send Response 1/1

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

The query id execute on data node

Result send back to query generator 

Requested response send back to KCL

1

2

3

4

6

7

8

9

10 11
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Scenario 4: Periodic 

Desc. : Life-log data is backed up over big data

storage

Video data contents from Kinect source 

are backed Up in big data storage

Life-log Backup 1/6

ORM layer select data of a particular duration 1
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Life-log Backup 2/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

1

2

Life-log Backup 3/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

1

2

3
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Life-log Backup 4/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

Hive Backup query is initiated 

1

2

3

4

Life-log Backup 5/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

Hive Backup query is initiated 

Query runs on the Namenode for available data node 

1

2

3

4

5
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Life-log Backup 6/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

Hive Backup query is initiated 

Query runs on the Namenode for available data node 

Namenode distributes the data on Data node 

1

2

3

4

5

6

Depth Video Content Backup 1/4

Kinect send the data to video module1
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Depth Video Content Backup 2/4

Kinect send the data to video module

Hive query is responsible for inserting the component

1

2

Depth Video Content Backup 3/4

Kinect send the data to video module

Hive query is responsible for inserting the component

Hive query execute the mapreduce jobs on namenode

1

2

3
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Depth Video Content Backup 4/4

Kinect send the data to video module

Hive query is responsible for inserting the component

Hive query execute the mapreduce jobs on namenode

Finally the data is stored on the available datanode

1

2

3

4
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ICL Detailed Architecture
High Level Context-Awareness

Low Level Context-Awareness

Sensory Data Router

Activity Unifier

Inertial                   
Position Indep. 

Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Video
Activity

Recognizer

Classification

Feature 
Extraction
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Scenario 1: Low level Context 

Recognition

Desc. : Low-level Context is recognized based 

on Raw-sensory data from multimodal                 

data sources which is received by DCL.
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LLCA: Sensory Data Routing
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Video Activity Recognizer
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separated from the metadata 
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LLCA: Activity Recognition
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LLCA: Activity Recognition
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LLCA: Activity Recognition
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Video Activity Recognizer
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The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

The person is detected and 
the joints-skeleton estimated

The video stream is split into 
short clips

Spatial distance and angle 
features are extracted 

Probabilistic models are used 
after training for the 
identification of the emotion

The metadata are attached to 
the recognized activity label
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and buffered in a table
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LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 6 seconds the local 
watchdog triggers the fusion of 
given time window

8

9

Activity 
Unifier

Inertial 
Position Indep.                   

Activity
Recognizer

Video
Activity

Recognizer

Inertial 
Position Dep.                   

Activity
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Sitting, user_9876, 11:05:30

Timer 
Trigger

<11:05:30 - 11:05:32>

LLCA: Activity Recognition

Sensory Data Router

Low-level Context Unifier

8 8 8

9

10 11

Inertial 
AR (PI)

Inertial 
AR (PD)

Video AR Time

Sitting Sitting Sitting 11:05:30

Standing Sitting Sitting 11:05:31

Sitting : 5
Standing :1

Majority Voting
Duration: 
Every 6sec

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

11

LLC (here activities) identified 
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and buffered in a table
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The labels registered for the 
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by each recognizer are received 
and buffered in a table

Every 6 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion

The labels are combined into 
one by using majority voting
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LLCA: Emotion Recognition
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The raw audio data is separated 
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timestamp) for further processing 
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through reducing the background 
noise and removing silences from 
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LLCA: Emotion Recognition
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from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data
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LLCA: Emotion Recognition
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3

1

4

2

5

6

Classification

Feature 
Extraction

Segmentation

Preprocessing
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Output Adapter
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The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

Low-level descriptors are 
extracted from each segment, 
including cepstral coefficients and 
statistical values
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3

4

5

6
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LLCA: Emotion Recognition
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Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

3

1

4

2

5

6

7

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

Low-level descriptors are 
extracted from each segment, 
including cepstral coefficients and 
statistical values

Probabilistic models are used 
after training for the identification 
of the emotion
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5
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LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer
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Preprocessing
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Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14
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Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14
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Classification
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Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

Low-level descriptors are 
extracted from each segment, 
including cepstral coefficients and 
statistical values

Probabilistic models are used 
after training for the identification 
of the emotion

The metadata are attached to the 
recognized emotion label

1

3

4

5

6

7

8

2

680



Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

8 8

Audio
ER (Raw)

Audio
ER (Sil.)

Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12

Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

8

Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

8 8

9

Audio
ER (Raw)

Audio
ER (Sil.)

Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12

Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 9 seconds the local 
watchdog triggers the fusion of 
given time window

8

9
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Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

8 8
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10 11

Audio
ER (Raw)

Audio
ER (Sil.)

Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12

Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 9 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion
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9
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11

Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

8 8

9

10 11

12

Audio
ER (Raw)

Audio
ER (Sil.)

Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12

Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 9 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion

The labels are combined into 
one by using majority voting

8

9

10

11
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682



Lo
w

 L
e

ve
l C

o
n

te
xt

 A
w

ar
e

n
e

ss

Sensory Data Router

Low-Level Context Notifier

High Level Context Awareness

Data 
Curation 

Layer

Audio (Raw)
Emotion

Recognizer

Audio (Silenceless) 
Emotion

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Emotion UnifierActivity Unifier

Video
Activity

Recognizer

Inertial                   
Position dep. 

Activity Recognizer

Inertial                   
Position Indep. 

Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Geopositioning
Location Detector

GPS Tracking

Input Adapter

Output Adapter

LLCA: Location Detection

1

2 2 2 2 2 2

3 3 3 3 3

4 4

3

5

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Geopositioning
Location Detector

GPS 
Tracking

Input 
Adapter

Output 
Adapter

Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection

Personali
-zed
Map

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1

User_9876
User_9877

3

1

2

The GPS data is separated from 
the metadata (userID, 
timestamp) for further 
processing (*this applies to all 
recognizers) 

1

3

2
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Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1

User_9876
User_9877

3

1
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4

The GPS data is separated from 
the metadata (userID, 
timestamp) for further 
processing (*this applies to all 
recognizers) 

Deliver personalized map 
information such as latitude, 
longitude.
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Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude
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Restaurants 37.922142 127.527251

…. ……

Geopositioning
Location Detector
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Tracking
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Output 
Adapter

Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection

Personali
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Map

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1

User_9876
User_9877

3

1
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2
4

The GPS data is separated from 
the metadata (userID, timestamp) 
for further processing (*this 
applies to all recognizers) 

Deliver personalized map 
information such as latitude, 
longitude.

Based on the GPS coordinates 
(longitude and latitude) an area 
of confidence is calculated. And 
calculated coordinates within the 
person area are used to 
determine the personal location. 
To that end a simple lookup table 
is used

1

3

4

5

2
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Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Geopositioning
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GPS 
Tracking

Input 
Adapter

Output 
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Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection
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Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1

User_9876
User_9877
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The GPS data is separated from 
the metadata (userID, timestamp) 
for further processing (*this 
applies to all recognizers) 

Deliver personalized map 
information such as latitude, 
longitude.

Based on the GPS coordinates 
(longitude and latitude) an area 
of confidence is calculated. And 
calculated coordinates within the 
person area are used to 
determine the personal location. 
To that end a simple lookup table 
is used

The metadata are attached to the 
recognized emotion label

1

3

4

5

6

2

Scenario 2: LLC Notification to DCL & 

HLCA

Desc. : Low-level Context is notified to High

Level Context Awareness and persisted

at Data Curation Layer.
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Low-level
Context
Notifier

Activity
Unifier

Location 
Detector

Emotion 
Unifier

Notifier
Manager

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

High Level Context Awareness Data Curation Layer

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

Boredom, 
user_9876, 
11:05:12

Sitting, 
user_9876, 
11:05:30

Office, 
user_9876, 
11:04:55

LLCA: Low-level Context Notifier

Low-level Context Integration

1 1 1

The Low-level Context data is 
gathered from each recognizer 
with metadata (user Id, 
timestamp)

1

Low-level
Context
Notifier

Activity
Unifier

Location 
Detector

Emotion 
Unifier

Notifier
Manager

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

High Level Context Awareness Data Curation Layer

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

Boredom, 
user_9876, 
11:05:12

Sitting, 
user_9876, 
11:05:30

Office, 
user_9876, 
11:04:55

LLCA: Low-level Context Notifier

Low-level Context Integration

1 1 1

2

The Low-level Context data is 
gathered from each recognizer 
with metadata (user Id, 
timestamp)

Communicate the recognized 
Low-level Context to Data 
Curation Layer and High Level 
Context Awareness Module

1

2

3
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High Level Context-Awareness
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Classify
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RetreiveOntModel

ReceiveLLC

LLCA Activity Recognizer Emotion RecognizerLocation Detector

Overall HLCA

Scenario 3: Unclassified HLC from LLC

Desc. : Low level activities and High level 

activities are modeled in ontology and 

persisted in triple storage. Low level 

activities are mapped, then 

synchronized in a window size for 

HLC reasoning instantiation.

112
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1

1 Ontology Engineers models the context ontology
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High Level Context-Awareness
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2

1

1 Ontology Engineers models the context ontology

Ontology is loaded and Ont Model is created for storage 
as triple storage

2

High Level Context-Awareness
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Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology
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Context Ontology Engineering & Persistence

3

2

1

1 Ontology Engineers models the context ontology

Ontology is loaded and Ont Model is created for storage 
as triple storage

Store Context Ontology in Jena TDB

2

3
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5

4

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC

4 5
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LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC

The ontology model is retrieved for mapping and transformation and 
forwarded to MapLLC

4 5

6 7

High Level Context-Awareness
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5
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4

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC

The ontology model is retrieved for mapping and transformation and 
forwarded to MapLLC

MapLLC transforms the LLCA data into ontological format and send to 
ReceiveMappedLLC

4 5

6 7

8

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user_9876. 

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user_9876.

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user_9876.
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4

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC

The ontology model is retrieved for mapping and transformation and 
forwarded to MapLLC

MapLLC transforms the LLCA data into ontological format and send to 
ReceiveMappedLLC

Transformed LLCA data is stored into triple storage
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6 7
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9 10
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13

Context Synchronizer retrieves the LLC instances which start & 
end within a time window.

Retrieves concurrent LLC from the triple storage 

U
se

r 
9

87
6

llc_1777  
Sitting

llc_1778
Office

llc_1779
Boredom

11:05:30

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 

Trigger LLC

11 12

11:05:45

SELECT ?llc_id ?llc

WHERE { ?llc rdf:type ?c .

?c rdfs:subClassOf ?type .

?type rdfs:subClassOf icl2:LowLevelContext .

?llc icl2:isContextOf icl2:user_9876 .

FILTER (?starttime > startwindow^^xsd:dateTime)

}

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user9876 .

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user9876 .
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o

n
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en

t 
LL

C

13
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Context Synchronization & Unclassified HLC

12

13

14

15

Receive the trigger LLC instance and its concurrent ones.

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user9876 .

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user9876 .

C
o

n
cu

rr
en

t 
LL

C

15

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 
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ge
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C

11

14

High Level Context-Awareness

Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator

Access
PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC

InstantiateNew
UnclassifiedHLC

Context Classifier

ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC
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12

13

14

15

16

Receive the trigger LLC instance and its concurrent ones.

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user9876 .

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user9876 .

C
o

n
cu

rr
en

t 
LL

C

15

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 

Tr
ig

ge
r 

LL
C

11Generate an unclassified HLC Instance which 
contains the LLC instances  and notify the new 
unclassified HLC to the High Level Context 
Reasoner  

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

Unclassified HLC

16

14
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Scenario 4: Classified HLC to DCL

Desc. : LLC instances based reasoning for 

HLC identification and persistence in DCL and 

context ontology storage.
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ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

HL Context Reasoning 
17 Receive an unclassified high-level context instance 
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ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

Logical consistency check versus the ontology18

17 Receive an unclassified high-level context instance 

HL Context Reasoning 
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ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
17 Receive an unclassified high-level context instance 

Logical consistency check versus the ontology18

Verify the consistency of unclassified high-level context instance. 19
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ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
17 Receive an unclassified high-level context instance 

Logical consistency check versus the ontology18

Verify the consistency of unclassified high-level context instance. If the unclassified high-level context instance is valid, serve it 
to the Context Classifier

19

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .
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ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
20 The valid unclassified high-level context instance is served to 

InferHLC function

High Level Context-Awareness

Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator

Access
PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC

InstantiateNew
UnclassifiedHLC

Context Classifier

ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC

17

19

20

21

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
20 The valid unclassified high-level context instance is served to 

InferHLC function

Retrieve OntModel and serve it to InferHLC for reasoning21
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ctx hasActivity act_sitting .
ctx hasLocation loc_office .
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ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
20 The valid unclassified high-level context instance is served to 

InferHLC function

Retrieve OntModel and serve it to InferHLC for reasoning21

Classification of the HLC instance using 
Pellet
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HL Context Reasoning 

Realization, validation of the HLC instance. 22
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HL Context Reasoning 

Realization of the HLC instance. 22

Validation of belonging to subclasses of HLC 23

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .
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26

25

24 25 26

SELECT ?hlc
WHERE { 

?hlc rdf:type HighLevelContext .
?hlc isContextOf user_9876 .
?hlc icl2:hasStartTime ?starttime .

FILTER NOT EXISTS { ?hlc hasEndTime ?endtime}
FILTER (?starttime < "2015-08-10T11:05:30"^^xsd:dateTime)

}

Retrieve the previous classified high level context 
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24 25 26

SELECT ?hlc
WHERE { 

?hlc rdf:type HighLevelContext .
?hlc isContextOf user_9876 .
?hlc icl2:hasStartTime ?starttime .

FILTER NOT EXISTS { ?hlc hasEndTime ?endtime}
FILTER (?starttime < "2015-08-10T11:05:30"^^xsd:dateTime)

}

Retrieve the previous classified high level context 

Retrieve the previous classified high level context 

ctx0  rdf:type Context .

ctx0  rdf:type Inactivity .

ctx0  hasActivity act_lyingdown .

ctx0  hasLocation loc_office .

ctx0  hasEmotion emo_boredom .

ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .

ctx0  rdf:type hasActivity only ({act_lyingdown}) .

ctx0  rdf:type hasLocation only ({loc_office }) .

ctx0  rdf:type hasEmotion only ({emo_boredom}) .

27

HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator

Access
PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

24

26

27

28

25

28

27

lastHlc

newHlc

Add end time to previous high-level context instance. Provide both instances to 
NotifyNewHLC function and new high level context to NotifyDCL function.

28
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HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator

Access
PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

29

Communication of the newly recognized 
high-level context to Data Curation Layer 
for storage into the LifeLog. 

29

HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator

Access
PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

29

29

30

31

ctx rdf:type Context .
ctx rdf:type OfficeWork .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx0  rdf:type Context .
ctx0  rdf:type Inactivity .
ctx0  hasActivity act_lyingdown .
ctx0  hasLocation loc_office .
ctx0  hasEmotion emo_boredom .
ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .
ctx0  hasEndTime “2015-08-10T11:05:30”^^dateTime .
ctx0  rdf:type hasActivity only ({act_lyingdown}) .
ctx0  rdf:type hasLocation only ({loc_office }) .
ctx0  rdf:type hasEmotion only ({emo_boredom}) .

Communication of the newly recognized 
high-level context to Data Curation Layer 
for storage into the LifeLog. 

29

29 30 31

Storage of high-level context into the 
Context Ontology Storage
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KCL Expert Driven Detailed Architecture

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 

Model

Guideline 

Meta 

Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

KCL Expert Driven Detailed Architecture
Knowledge Creation & Evolution 

Expert-Driven

Domain Model Manager Rule Editor

(LLM) Data Curation Layer

D
ata

-D
rive

n

Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Intelli-sense Manager

Retrieve 
Reconcile Model

Filter Matched 
concepts

Display Rule 
Canvas

Retrieve related 
value set

Wellness Model

Knowledge Base

Index Based Rules Rule Base KB

Artifacts Loader

Load Artifacts

Artifacts Repository

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

Situation Event Manager

Identify Salient 
Features

Associate 
Situation Event

Knowledge Sharing Interface
Rules Index SharingSituation Event Sharing

Retrieve 
Situation Event

Transform into 
JSon

Share with LLM
Request from 

SCL
Fetch matched 

rules
Transform into 

JSon

User’s Profile

1

23

3

4

3a

3b

6a

5

7

8
7

10
9a

9b

10a

10b
12

13

14

11a

11b

15

16 17

Service Curation Layer

18 19

20 21
Share with 

SCL

22

23

6b

6
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Scenario 1: Rule Creation

Desc. : I-KAT rule creation scenario for physical 

activity through wellness model and Intelli-sense

support.

Major Steps:
1. Wellness Model Loading

2. Rule Creation

3. Intelli-sense based concept filtration

1. Wellness Model Loading

3a

Knowledge Creation & Evolution 

Expert-Driven

Domain Model Manager Rule Editor

Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Wellness Model

1

2

ID Concepts

1 MM – Wellness Model

2 Profile Information

3 Physiological

4 Blood Pressure

5 Systolic

6 Diastolic

2

1

1

2

Domain expert starts creating rule using Rule Editor

Load Concepts fetches all the concepts from wellness model
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1. Wellness Model Loading

3a

Knowledge Creation & Evolution 

Expert-Driven

Domain Model Manager Rule Editor

Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Wellness Model

3a

3a

3b

Access Wellness Model function get the connection to the wellness model in database

Load Wellness Model loads the complete wellness model to the editor

3apreferences

Food Physical Activity Transportation

Grain

Meat

seafood

Sitting

Standing

Walking

Subway

Bus

P. Car

<beans:bean id="dataSource1" 
class="org.apache.commons.dbcp.BasicDataSource" destroy-
method="close">

<beans:property name="driverClassName" 
value="com.microsoft.sqlserver.jdbc.SQLServerDriver" />

<beans:property name="url" 
value="jdbc:sqlserver://163.180.116.194:1433;instance=SQLEXPRESS;dat
abaseName=“DBName" />

<beans:property name="username" value="sa" />
<beans:property name="password" value=“abcdefg" />

</beans:bean>

3b

Eating

Breakfast

Lunch

Dinner

3b

1

2

Domain expert starts creating rule using Rule Editor

Load Concepts fetches all the concepts from wellness model

2

1

1. Wellness Model Loading

3a

Knowledge Creation & Evolution 

Expert-Driven

Domain Model Manager Rule Editor

Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Wellness Model

3

4

Load Relationships loads all the relationships among the concepts

Reconcile Model merge the concepts and relationships and transforms id’s to labels of 
concepts.

3

C1ID RelationID C2ID

41 116680003 38

42 116680003 38

43 116680003 38

44 116680003 38

45 116680003 38

C1 R C2

Pain Is-a Symptom

Allergies Is-a Symptom

Sleep Disorder Is-a Symptom

Fatigue Is-a Symptom

Digestion Disorder Is-a Symptom

4

3

4

3a

3b

2

1

3a

3b

Access Wellness Model function get the connection to the wellness model in database

Load Wellness Model loads the complete wellness model to the editor
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2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

5 The graphical user interface (GUI) of the Rule Editor is rendered by Display Rule 
Canvas

5

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

5

2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor
6

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

The default information (Metadata)about 
the rules and some guidelines are 
fetched to Rule Editor by Fetch Default 
Metadata.

6

6

5

5

The graphical user interface (GUI) of the 
Rule Editor is rendered by Display Rule 
Canvas
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2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

7

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

Required operators are loaded to Rule 
Editor by Display Artifacts with the help 
of Load Artifacts

7

8
Create Conditions facilitates the expert 
to create desired facts that includes in 
rule creation with the help of Condition 
Keys, Operators, and Condition Values

8

7

Artifacts Loader

Load Artifacts

7a

8

6

5

6 The default information (Metadata)about 
the rules and some guidelines are 
fetched to Rule Editor by Fetch Default 
Metadata.

5
The graphical user interface (GUI) of the 
Rule Editor is rendered by Display Rule 
Canvas

2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

10

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

The Create Conclusions facilitates the 
domain expert to create multiple 
Conclusions with some 
Recommendations text for the 
explanation purpose

10

10

7 Required operators are loaded to Rule 
Editor by Display Artifacts with the help 
of Load Artifacts

8
Create Conditions facilitates the expert 
to create desired facts that includes in 
rule creation with the help of Condition 
Keys, Operators, and Condition Values

7

8

6

5
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2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

12

RuleConID RuleID ConditionID

20550 20092 1

20551 20093 1

20552 20092 3

20553 20093 3

20554 20092 5

Rule ID Key Operator Value

20092 Current
Activity

= Walking

20092 Activity 
Duration

= 10 min

12

107

8

6

5

The Condition Key is associate with 
corresponding rule and that rule id is associate 
with corresponding conclusions.

12

10

The Create Conclusions facilitates the 
domain expert to create multiple 
Conclusions with some Recommendations 
text for the explanation purpose

8
Create Conditions facilitates the expert 
to create desired facts that includes in 
rule creation with the help of Condition 
Keys, Operators, and Condition Values

2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

13

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

Rule is tested with some auto generated 
cases to check the duplication and conflict
of rule. It enhances the expert satisfaction 
level.

13

The Created Rule is 
successfully executed for 
the selected case.
(No duplication and No 
Conflict)

13

12

107

8

6

5

The Condition Key is associate with 
corresponding rule and that rule id is 
associate with corresponding conclusions.

12

10

The Create Conclusions facilitates the 
domain expert to create multiple 
Conclusions with some 
Recommendations text for the 
explanation purpose
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2. Rule Creation

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

14

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

Created rule is saved into the 
knowledge base by Save Validated 
Rule

14

14

13

12

107

8

6

5

13

Rule is tested with some auto generated 
cases to check the duplication and conflict
of rule. It enhances the expert satisfaction 
level.

The Condition Key is associate with 
corresponding rule and that rule id is 
associate with corresponding conclusions.

12

3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

Intelli-sense functionality first fetches all the 
reconcile model in form of list

3. Intelli-sense based concepts filtration
7

Intelli-sense Manager

Retrieve Reconcile 
Model

Filter Matched 
concepts

Retrieve related 
value set

7

7

9a 10a

9a 10a

During write up the reconcile model is 
filtered out according to written characters 
in condition creation

9a

10a

During write up the reconcile model is 
filtered out according to written characters in 
conclusion creation
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3a

Knowledge Creation & Evolution 

Expert-Driven

Rule Editor

3. Intelli-sense based concepts filtration

Intelli-sense Manager

Retrieve Reconcile 
Model

Filter Matched 
concepts

Retrieve related 
value set

9b 10b

9b 10b

Retrieve all possible values set of selected concept in conclusion10b

9b Retrieve all possible values set of selected concept in condition

7

9a 10a

During write up the reconcile model is filtered out according to written characters in condition9a

10a During write up the reconcile model is filtered out according to written characters in conclusion

Scenario 2: Situation Event creation 

and sharing

Desc. : I-KAT situation event association with rule 

and sharing with LLM (DCL).

Major Steps:
1. Situation Event Creation

2. Situation Event Sharing
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3a

Knowledge Creation & Evolution 

Expert-Driven

1. Situation Event creation

11a 11b

11b

Identify salient features in the rule’s facts 
as Situation EventSituation Event Manager

Identify Salient 
Features

Associate 
Situation Event

Situation Event Sharing
Rules Index Sharing

Retrieve 
Situation Event

Transform into 
JSon

Share with 
LLM

11a

11a 11b

Associate Situation Event to the rule by 
selecting the desired features

3a

Knowledge Creation & Evolution 

Expert-Driven

2. Situation Event sharing

16

Retrieve situation event from the knowledge base 
to share

Situation Event Manager

Identify Salient 
Features

Associate 
Situation Event

15

Transform the situation event into Json for sharing

Situation Event Sharing
Rules Index Sharing

Retrieve 
Situation Event

Transform into 
JSon

Share with 
LLM

15 16 17

16

{
"situationID": "1",
"situationDescription": "Testing Situations",
"listSConditions": [

{
"conditionKey": "Current Activity",
"conditionValue": "Sitting",
"conditionType": "String",
"conditionValueOperator": "="

},
{

"conditionKey": "Activity Duration",
"conditionValue": "2h",
"conditionType": "time",
"conditionValueOperator": "="

}
]

}

15

@Post: BaseURIDCL, content-type:JSon

17

17 Share the created Json to LLM on specified URL

11b Associate Situation Event to the rule by selecting the 
desired features

11a 11b
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Scenario 3: Rule sharing for 

recommendation

Desc. : I-KAT rule sharing with SCL for 

recommendation generation based on received 

situation event

Major Steps:
1. Situation Event received from SCL

2. Retrieved matched rules (Situation 

Reasoning)

3. Share matched rules with SCL

Knowledge Creation & Evolution 

Expert-Driven

1. Situation Event received from SCL

2. Situation Reasoner

20

Request from Service Curation Layer to get all 
matched rules for situation occurring

19

The situation reasoner fetches all matched rules 
from knowledge base

Situation Event Sharing

19

{
"situationID": "1",
"situationDescription": "Testing Situations",
"listSConditions": [

{
"conditionKey": "Current Activity",
"conditionValue": "Sitting",
"conditionType": "String",
"conditionValueOperator": "="

},
{

"conditionKey": "Activity Duration",
"conditionValue": "2h",
"conditionType": "time",
"conditionValueOperator": "="

}
]

}

**************************************************
INFO : - Rule-ID: 20103
INFO : - Rule-ID: 20102

INFO : - Rules loaded successfully:[2016/02/04 17:41:46]: 2
INFO : - Time of Execution: 24 millisecond

INFO : -
**************************************************

20

Rules Index Sharing

Request from 
SCL

Fetch matched 
rules

Transform into 
JSon

Share with 
SCL

19 20
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Knowledge Creation & Evolution 

Expert-Driven

3. Shares matched rules

22

21

Situation Event Sharing

21

Rules Index Sharing

Request from 
SCL

Fetch matched 
rules

Transform into 
JSon

Share with 
SCL

21 22

[
{
"ruleConclusion": "Take a five-minute walk.",
"conclusionList": [
{
"conclusionKey": "Current Activity",
"conclusionValue": "Walking",
"conclusionOperator": "=",
"ruleID": 20103,
"conclusionID": 10149

}
],
"conditionList": [
{
"conditionKey": "Current Activity",
"conditionValue": "Sitting",
"conditionType": "String",
"conditionValueOperator": "=",
"isItSituation": false,
"conditionID": 1

},
{
"conditionKey": "Activity Duration",
"conditionValue": "2h",
"conditionType": null,
"conditionValueOperator": "=",
"isItSituation": false,
"conditionID": 20163

}
],
"ruleID": 20103

}

]

@Post: BaseURISCL, content-type:JSon

22
Transform the matched rules into Json for sharing

Share the created Json to SCL on specified URL

19 20

20

Request from Service Curation Layer to get all 
matched rules for situation occurring

19

The situation reasoner fetches all matched rules 
from knowledge base

STENCILS for Data-Driven Micro-Demo
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KCL Data Driven Detailed Architecture

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 

Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Schema Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 

Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 

Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm 

Selection 

Training Dataset

Missing Value 
Handler

Data Loader

Preprocessed 

Data

Outlier Handler

Features Selection Transformation

Knowledge Base

Knowledgebase
Case Base

Prob. 

Models
Knowledgebase

Rule Base
Cornerston

eCase Base 

Classification
Model

KCL Data Driven Detailed Architecture

Knowledge Creation & Evolution 

Data-Driven

Feature Model Manager Preprocessor

Model Learner

Data Curation Layer

Knowledge
Base

Classification
Model

Exp
e

rt-D
rive

n

Algorithm Selector

Algorithm
Selection

Schema Loader

Create Request 
for Schema

Retrieve Schema

Query Configuration

Select Features

Write Conditions

Create Query

Data Loader

Create Request 
for Data

Retrieve Data

Parse Data
Parse Schema

Convert Data

Missing Value Handler

Identify Missing 
Value

Compute 
Attribute Mean

Replace Missing 
Value

Outlier Handler

Get Filled Data

Detect Outlier

Compute 
Attribute Mean

Transformation

Get Consistent 
Data

Discretization

Get Original Data

Replace Outlier
Features Selection

Get Discretized 
Data

Filter DataOriginal
Data

Filled 
Data

Preprocessed Data

Consistent 
Data

Discretized 
Data

Filtered
Data

Select J48 Rule
Learning

Model 
Learning

Compute 
Accuracy

Generate 
Model

2

3

5

10

1

4

6

7

8

9

11

12

14

15 17

18

13

16

19 20

21

23

22

25

24

26

28

27

29

30

32

31

34

35
33

36

38

37

39
42

40 41
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Scenario: Classification Model Creation

Desc. : Lifelog schema and Data is acquired 

from DCL. Preprocessed the data to 

generate the classification model using

J48 algorithm.

Major Steps:
1. Data Selection and Retrieval Process

2. Data Preprocessing

3. Model Learning Process

1 - Data Selection and Retrieval Process (1/2)

@GET: URL: DCL/schema 1
2

3

obj <- { “schema_name”:Diabetes
Schema”,
“schema_tables”: [   {

“table_name”: “UserInfo”,
“table_metadata”: [

{
"column_name": "User-ID",
"datatype": “(int)"

}, {
" column_name ": “UserName",
"datatype": “(string)"

}, ……      ]  },      ……   }  ] 

4

query <- {{ table="UserInfo", 
column = "User-ID", condition = ""},
{ table="UserInfo", column = "Age", 
condition = ">=21"}, ………}}

ParseSchema(obj)
schema name : obj. schema_name
table name :
obj.schema_tables[tableindex].table_name
column name : 
obj.schema_tables[tableindex].table_metadata[col
umnindex].column_name

5

obj

6.1

6.2

7 8

9

10

q
u

er
y

Parses the object to retrieve schema, table, and column 
names

Parsed data converts into tree structure using jQuery plugin

Domain expert selects the features based on his own 
experience and knowledge

Domain expert writes the conditions for each selected 
feature

Creates the query object based on selected features and 
their conditions (JSON format)

Forwards the query object for lifelog data loading  purpose

6.1

6.2

7

8

9

10

Creates and sends lifelog schema request to DCL

DCL sends lifelog schema object (JSON format)

Retrieves and forwards JSON object for parsing

1 2

3

4 5
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1 - Data Selection and Retrieval Process (2/2)

@POST:  URL: DCL/data?kclquery=query 1112

13

obj <- { "data_name": “Diabetes Data",
"data_attributes": [ 

{"attribute_name": "User-ID“,"attribute_type": 
"int"}, …],

"data_values": [ 
[1,6,148,72,35,5468,33.6,2.288,50,Positive],
[2,1,85,66,29,0,26.6,0.351,31,Negative],
…..]     } 

14

15

obj
ParseData(obj)
data name : obj.data_name
attribute name : 
obj.data_attributes[columnindex].attribute_name
attribute value : 
obj.data.data_values[rowindex][columnindex]

16

convertData(obj)
@attribute User-ID numeric
@attribute NumberOfTimesPregnant numeric
………
@data
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
……..

17

obj

18

19

Creates and sends lifelog data request based on query to DCL

DCL sends lifelog data object (JSON format)

Retrieves JSON object

Forwards retrieved JSON object for parsing

Parses the object to retrieve data name, attributes’ name and 
value

Forwards retrieved JSON object for CSV conversion

Converts the object into CSV format

Persists the data into CSV file (Original Data)

11 12

13

14

16

17

18

19

15

2 - Data Preprocessing (1/2)

getOriginalData()
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
…..

21

replaceMissingValue()
Filled Data <-
replaceMissingValue(missing_value_location, 
attribute_mean)
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

search()
missing_value_location <- search(0)
e.g. Instance 2, column 6

computeMean()
attribute_mean <-
computeMean(missing_value_location)
e.g. 205.31

22

23

24

20 25

getFilledData()
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

26

replaceOutlier()
Consistent Data <- replaceOutlier(outlier_location,
attribute_mean)
1,6,148,72,35,5468,33.6,0.51,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

detectOutlier()
outlier_location <- InterQuartileRange(columnindex)
e.g. Instance 1, column 8

computeMean()
attribute_mean <- computeMean(outlier_location)
e.g. 0.51

27

28

29

30

Loads original data from CSV file

Identifies and records the locations of missing values (i.e. 0) 
from original data

Computes the mean of all attributes having missing values

Replaces each missing value with its corresponding 
attribute mean and then stores the filled data into memory

20 21

22

23

24 25

Loads filled data from memory

Detects the outliers using InterQuartileRange technique and records the 
locations of outliers (an observation which deviates so much from the other 
observations) from filled data

Computes the mean of all attributes having outliers

Replaces each outlier with its corresponding attribute mean and then stores
the consistent data into memory

26

27

28

29 30
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2 - Data Preprocessing (2/2)

getConsistentData()
1,6,148,72,35,5468,33.6,0.51,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

31

discretization()
Discretized Data <- discretize(no_of_bins, equal_width_partitioning)

'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'', ….., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'', ….., \'(45-57]\'‚
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
…..

32

30 33

filterData()
Filtered Data <- filter(greedy_stepwise, subset_evaluation, 
backward_search)

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.51,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
137,43.1,2.288,33,Positive
116,25.6,0.201,30,Negative
…..

35

36

getDiscretizedData()
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'', ….., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'', ….., \'(45-57]\'‚
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
…..

34

Loads consistent data from memory

Discretizes (mapping the entire set of values of a given attribute to a new set of replacement values) the 
loaded data using equal width partitioning method and then stores the discretized data into memory

Loads discretized data from memory

Selects and filters a subset of relevant features of loaded data using GreedyStepwise technique and then 
stores the filtered data into memory

33

34

35 36

30 31

32

3 - Model Learning Process

37

36

FilteredData

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.51,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
….. 37

modelLearning()

1. Check for base cases
2. For each attribute a, find information gain ratio
3. Find the attribute a_best with the highest normalized information gain
4. Create a decision node based on a_best
5. Recur on the sublists obtained by splitting on a_best, and add as child nodes

39

38 J48

computeAccuracy()
Accuracy <- computeAccuracy(filtered_data, J48, 10_cross_fold_validation)

Confusion Matrix ===
a    b   <-- classified as

142  126 |   a = Positive
73  427  |   b = Negative

Model Accuracy = 74.09%

40

41

42

Loads filtered data from memory for model learning

Selects J48 algorithm for model learning

Learns the model and computes the model accuracy based 
on 10 Cross Fold Validation technique

Generates the decision tree and then stores the 
classification model 

38

40

41 42

36 37

39
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STENCILS for SCL MMV2.0 Micro-Demo

SCL Detailed Architecture
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Service Curation Layer - Scenarios

Scenario 1: Recommendation Building

Desc : Generation of Recommendations for the 
Situations, triggered by LLM. 

1. Situation Event (SE) received from LLM to Service 
Orchestrator (SO).

2. SO forwards the situation to Recommendation Builder(RB). 

3. RB builds the recommendations Based on rules retrieved 
from KCL and life-log/user profile data from DCL.

4. RB sends the recommendation back to SO. 

5. SO forwards the recommendation to Recommendation 
Interpreter.

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data
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Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1
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RB Data 
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Recom. 
Receive/Send
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Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
ResolverResult 

Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute RuleEP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

SO receives situation event (SE) from LLM

SO forwards SE is to Data Fetcher

1

2

1

2

Situation Event
situationEvent: 
{
uid=39, 
situation = sitting,
Duration= 2 hours
}

1 2

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
ResolverResult 

Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

Conversion

Resolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute RuleEP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

2

Data Fetcher parse SE & sends to knowledge 
loading interface(KLI)

KLI transforms SE to JSON format

3

4

3

4

Parse Situation Event
Parsed Situation: 
{Activity=“sitting”, Duration=“2 hour”}

3

JSON for Situation Event
{
“SituationEvent” [

{
Activity=“sitting”,
ActivityDuration=“1hour”

} 
]

}

4

SO forwards SE is to Data Fetcher2
Situation Event
situationEvent: 
{uid=39, situation = sitting 2 hours}

2
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Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
ResolverResult 

Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

Conversion

Resolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute RuleEP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

4 5

KLI transforms SE to JSON format and sends
KCL for rules

4

KCL share indexed-based rules for the SE 5

Rules JSON for Situation Event
5

JSON for Situation 
Event
{
“SituationEvent”
[

{
Activity=“sitting”,
ActivityDuration=“1hour”

} 
]

}

4

Recommendation Building Scenario
Service Curation Layer
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Prepare Data

Data JSON
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Data Type 

ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

5

6

5a

Rules JSON for Situation Event
5 6

Rules Conditions
{
"conditionList"   [

{
"Weight Status“, 
"Hypertension"   

} 
]

}

5a

KCL share indexed-based rules 
conditions f information with Data 
Fetcher for request generation

5a

Rules are provided to Pattern 
Matcher for reasoning

6
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Recommendation Building Scenario
Service Curation Layer
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Utility Function 1

Utility Function n
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JSONReceive Data JSON
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Data Type 

ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

6

6

7 6

5a

Rules Conditions
{
"conditionList"   [   {

"Weight Status“, 
"Hypertension"   

}  ]}

5a

Preparing Data Request
{

Uid =39
Risk Factor?
Physiological Factor?

}

6

Data Request/Response
{ Uid =39

Gender = Male,   Height= 153cm,
Weight = 65Kg,   Disease = Hypertension
Disability = None

}

7 7a

7a

Rules are provided to Data Fetcher for data 
request preparation

5a

Data Fetcher prepares data request from 
DCL data 

6

Data request is forwarded to SO, for loading 
data from DCL

7

Data is loaded by SO, and provided back to 
Data fetcher

7a

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
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Send Data

Parse & Send SE

Execute Rule
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EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send 8

8a
9

10

Data for Transformation
• height 
• weight

8

Prepared Data
Uid =39
Activity = Sitting
Duration = 1 Hour   
Gender = Male
Weight Status = Normal
Disease = Hypertension
Disability = None

9

Input Data/Query JSON
{

“Activity”: “Sitting”
“ActivityDuration”: “2 Hour”  
“Gender”:“Male”
“Weight Status”: “Normal”
“Hypertension”:”Yes”

“Disability”: “none”
}

10

Transform Data
BMI = computeBMI (height, weight)
Weight Status = Normal

8a

Data required for computation is provided to 
Data Transformation module

8

Transformation for composite conditions is 
performed using utility library

8a

Input/query case is prepared from the computed 
data

9

Input case is transformed to input JSON10
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Recommendation Building Scenario
Service Curation Layer
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Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

10

Input Data/Query JSON
{

“Activity”: “Sitting”
“ActivityDuration”: “2 Hour”  
“Gender”:“Male”
“Weight Status”: “Normal”
“Hypertension”:”Yes”

“Disability”: “none”
}

10

6

Rules JSON
6

10

Input case is transformed to 
input JSON

10

Rules JSON is passed to Pattern 
Matcher

6

Recommendation Building Scenario
Service Curation Layer
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Execute Rule
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Recom. 
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Input Data/Query JSON
{

“Activity”: “Sitting”
“ActivityDuration”: “2 Hour”  
“Gender”:“Male”
“Weight Status”: “Normal”
“Hypertension”:”Yes”

“Disability”: “none”
}

10

Input case JSON is passed to the Pattern Matcher10

Rules JSON
11

10

Rules JSON is passed to Pattern Matcher11

10 11

12

Type Conversion
12

Data types conversion take place for rules matching12
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Recommendation Building Scenario
Service Curation Layer
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12

Matched Rules {"ruleID": 20103,"ruleID": 20102}
13

13

Type Conversion
12

Data types conversion take 
place for rules matching

12

Rules Matcher start 
matching rules using 
forward chaining strategy 
and get matched rules

13
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Matched Rules {"ruleID": 20103,"ruleID": 20102}
13

13

12

Rules Matcher start 
matching rules 
using forward 
chaining strategy 
and get matched 
rules

13

14

Resolved Rule {"ruleID": 20102}
14

Conflict resolver 
resolves matched 
rules using 
maximum 
specificity algorithm

14
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Recommendation Building Scenario
Service Curation Layer
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12

14

Resolved Rule {"ruleID": 20102}
14

Conflict resolver 
resolves matched 
rules using 
maximum 
specificity algorithm

14

Execute Rule
15

Resolved rule(s) 
is/are received and 
executed for 
recommendations

15

15
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Execute Rule
15

Resolved rule(s) is/are 
received and executed for 
recommendations

15

15

16

Send Recommendation
16

Recommendations are 
generated and passed to 
SO as a java object

16
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Recommendation Interpreter Scenario

Scenario 2: Recommendation Interpreting

Desc : Interpretation of Recommendations for 

Personalization. 

1. Recommendation received from Service Orchestrator (SO) to 

Recommendation Interpreter (RI).

2. RI interprets the recommendations Based on the location, 

high level, and weather context retrieved from DCL.

3. RI sends the personalized recommendation back to SO. 

4. SO forwards the personalized recommendation to DCL for 

persistence and SL for presentation.
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Recommendation Interpreter Scenario
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Context request is sent to SO
2
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Recommendation Interpreter Scenario

Service Curation Layer
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2

Context request is sent to SO
2

Context is received by Moderator 
3

3

Receive Context:

Location:   “Out Doors”
HLC:            “Amusement”
Emotion:   “Happiness”
Weather:   “Rainy”

3
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Moderator sends context to 
Context Selector for evaluation

Context Selector requests for the 
blocking rules 

Blocking rules are fetched from the 
repository

4

5

6

4

5

6

If loc: “Home” AND HLC= “Sleeping”
If HLC= “Having Meal”
If HLC = “Commuting”

…

6
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5

6

If loc: “Home” AND HLC= “Sleeping”
If HLC= “Having Meal”
If HLC = “Commuting”

…
Blocking rules are fetched from the 

repository
6

Both context and rules are forwarded 
to            the Context Interpreter

Context Interpreter evaluates context 
against the rules and decides about 
User availability Status

7

8

7

return flag Match(rules, context) 

{

flag = -1

rules.add(scanFile.nextLine());

if(rules.contains(context)){

flag=1;

break; } 

return flag;

}

8 6
8
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Both context and rules are forwarded to            
the Context Interpreter

Context Interpreter evaluates context against 
the rules and decides about User availability 
Status

7

8

return flag Match(rules, context) 

{

flag = -1

rules.add(scanFile.nextLine());

if(rules.contains(context)){

flag=1;

break; } 

return flag;

}

8

9

If user is available then Content Interpreter is 
invoked otherwise recommendation is 
delayed 

9

User_Status_Eavl() {

If flag==-1

Delay_Rec()

else                      

Content_Interpreter.Select_Path()

}   

7

8

9
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Context Interpreter evaluates context against the rules and decides about User 
availability Status

8

9

If user is available then Content Interpreter is invoked otherwise 
recommendation is delayed 9

User_Status_Eavl() {
If flag==-1 Then  Delay_Rec()
else    
Content_Interpreter.Select_Path()}   

10

If a single recommendation is received then “Select Alternative” is invoked 
otherwise “Filter Recommendation” is called for further processing10

Select Rec Eval Path

selt_path(Rec) {

If (Rec.len == 1)
Select_Alternative()

Else
Filter_Recommendation()

}

8

10

9
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11

Get Global Preferences

get_loc_pref (user_id);
get_hlc_pref (user_id);
get_weather_pref (user_id);
get_emotion_pref (user_id);

Prepared Context Matrix
11a

Global preferences are fetched from the local 
repository for cross-context recommendation

Contextual Matrix is generated to evaluate 
recommendation against the current context

11a

11

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 1 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

11
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Get Global Preferences

get_loc_pref (user_id);
get_hlc_pref (user_id);
get_weather_pref (user_id);
get_emotion_pref (user_id);

Prepared Context Matrix
11a

Global preferences are fetched from the local 
repository for cross-context recommendation

Contextual Matrix is generated to evaluate 
recommendation against the current context

11

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

11a

Recommendation (running) is unsuitable in the 
current context 

12

Running 
5m

12

11
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Prepared Context Matrix
11a

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

12

Contextual Matrix is generated to evaluate 
recommendation against the current context

11a

Recommendation (running) is unsuitable in the 
current context 
In case of unsuitability, Alternative 
Recommendations are searched in the 
Contextual Matrix

12

Walking Stretching
10m 15m
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Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

12

Recommendation (running) is unsuitable in the 
current context 
In case of unsuitability, Alternative 
Recommendations are searched in the 
Contextual Matrix

12

13

For multiple alternative recommendations, 
User’s Preferences are weighed in

13

Walking Stretching
10m 15m

get_pref (user_id);

14

“Walking” is preferred over “Stretching” by the 
user therefore “Walking” is treated as final 
recommendation

14
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15

“Walking” is preferred over “Stretching” 
by the user therefore “Walking” is treated 
as final recommendation

14

Final Recommendation if forwarded to 
Explanation Manager

15

Received Description

get_Description()
//empty string

16Forward Description

forward_Descption();

No explanatory sentence accompanies an 
alternative recommendation

16
15

16

733



Recommendation Interpreter Scenario

Service Curation Layer

Recommendation Interpreter

Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager

Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services

EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

15

Final Recommendation if forwarded to 
Explanation Manager

15

Received Description

get_Description()
//empty string

16Forward Description

forward_Descption();

No explanatory sentence accompanies an 
alternative recommendation

16

17

Explanation Generation component is 
invoked 

17

Evaluate Description

Eval_Desc() {
if (Descprption.isEmpty())

Explanation_Generation() 
else

Education_Support() 
}

15

16

17
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17

Explanation Generation component is 
invoked 

17

Evaluate Description

Eval_Desc() {
if (Descprption.isEmpty())

Explanation_Generation() 
else

Education_Support() 
}

18

19

A template is fetched from the local 
repository and forwarded to further 
processing

18

19

17
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19

A template is fetched from the local 
repository and forwarded to further 
processing

18

19

20

Process Template

String get_Template(Rec,Duration);

// “You are Recommended Walking
For  10 mins”

Template is processed to accommodate 
contents of the recommendation

20

20
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15

18

19

A template is fetched from the local 
repository and forwarded to further 
processing

18

19

20

Process Template

String get_Template(Rec,Duration);

// “You are Recommended Walking
For  10 mins”

Template is processed to accommodate 
contents of the recommendation

20

21

Post Processing is applied to the context 
to reflect certain elements of the context 
e.g. weather

21

Post Process Template

String post_process(Sentence, 
Context);

// “You are Recommended Walking 
For  15 mins and it may rain so take 
umbrella with you”

20

21
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21

Process Template

String get_Template(Rec,Duration);

// “You are Recommended Walking For  10 
mins”

Post Process Template

String post_process(Sentence, Context);

// “You are Recommended Walking For  15
mins and it may rain so take umbrella with 
you”

22

Template is processed to accommodate 
contents of the recommendation

20

Post Processing is applied to the context 
to reflect certain elements of the context 
e.g. weather

21

A complete recommendation along with 
education support is forwarded to SO for 
further processing

22

20

21

Interpreted Recommendation
//return Interpreted_Rec Obj
Obj.Rec = “Walking”
Obj.Duration = “15m”
Obj.Description=“You are Recommended 
Walking For  15 mins and it may rain so take 
umbrella with you”
Obj.Url = 
https://www.youtube.com/watch?v=DYuw4f
1c4xs

22
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22

A complete recommendation along with 
education support is forwarded to SO for 
further processing

22

Data Curation Layer Supporting Layer

2323

A complete recommendation along with 
education support is forwarded to SO for 
further processing

22

SO sends the recommendation to the 
Supporting Layer and Data Curation Layer
for persistence

23

Interpreted Recommendation
//return Interpreted_Rec Obj
Obj.Rec = “Walking”
Obj.Duration = “15m”
Obj.Description=“You are Recommended Walking For  15
mins and it may rain so take umbrella with you”
Obj.Url = https://www.youtube.com/watch?v=DYuw4f1c4xs

22
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STENCILS for SL Micro-Demo
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DESCRIPTIVE ANALYTICS DETAILED ARCHITECTURE
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Scenario 1: Visualization and 

Analytics from Lifelog data and SNS

1. The request is parsed from the expert.

2. The request is converted into a queries from the 

library.

3. Data is integrated and  transformed into a 

predefined format

4. Trend analysis is done through calculating facts

and grouping data

5. The data is visualized in graphs and data facts are 

presented.

Descriptive Analytics
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Receive Request

Render Output

Query Creation Interface

Query attribute breakdown 

Parse queryParameter Loader

Select

Data Store Interface
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service Receive Result Set Validate Data Send Data

Data transformation

Parse Data

Transform data

Map data to 
format

Text Classification

Attribute correlation

Write Text

Create Response

Association Clustering

Scan Data

Attribute Reduction

Group and Create Response

Query 
Library

Data Curation Layer

3

4

5

6

Expert View

Get Request from the expert
Find the walking, running and sitting  and their 
average  in last 30 days

1

QUERY PARSING AND CREATION
1/6

The expert queries the life log data from the 
expert panel

1
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Expert View

Get Parameters from the Request
Activity: walking, running and sitting 
Function: average 
Time:  in last 30 days

2

4

Get Request from the expert
Find the walking, running and sitting  and their 
average  in last 30 days

1

1

2

QUERY PARSING AND CREATION
2/6

The expert queries the life log data from the 
expert panel
The parameters from the queries are extracted

1

2
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Expert View

Get Parameters from the Request
Activity: walking, running and sitting 
Function: average 
Time:  in last 30 days

Breaking Query in attributes
Return Attribute:
Walking, sitting, running 
Conditional Attributes: 
Walking, sitting, running
Temporal Condition Attribute:
1 Jan to 30 Jan

2
3

1

2

QUERY PARSING AND CREATION
3/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute

1

2

3
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Breaking Query in attributes
Return Attribute:
Walking, sitting, running 
Conditional Attributes: 
Walking, sitting, running
Temporal Condition Attribute:
1 Jan to 30 Jan

3

Parse Query
Set Obj->return: walk,sit,run
Set Obj->cond: activity=walk,sit,run
Set Obj->stime:1/1/2016
Set Obj->etime:30/1/2016

4

1

2

QUERY PARSING AND CREATION
4/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
The query is parsed and a complex object is created

1

2

3

4
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Parse Query
Set Obj->return: walk,sit,run
Set Obj->cond: activity=walk,sit,run
Set Obj->stime:1/1/2016
Set Obj->etime:30/1/2016

4

Load parameters
{activity,time,activity}

5

1

2

QUERY PARSING AND CREATION
5/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
The query is parsed and a complex object is created.
The parameters (object) are loaded and passed 
through query library

1

2

3

4

5
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Expert View

Load parameters
{activity,time,activity}

5

List_of_queries
Match(list_of_parameters)

6

1

2

QUERY PARSING AND CREATION
6/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
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The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
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The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
The response is received from the webservice/API
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The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
The response is received from the webservice/API
The object is validated against the parameters sent 
from the webservice.
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Uid ActId DateTime Activity Duration accX accY accZ
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Senddata(validated_object)
11

The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
The response is received from the webservice/API
The object is validated against the parameters sent 
from the webservice.
The validated object is sent forward for transformation
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The data received is parsed according to the original 
query 
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Map(object,json)
{“Walking":45
“Running":4
“Sitting”:120
“Walking":10
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REQUEST DATA AND TRANSFORM
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The data received is parsed according to the original 
query.
The complex object is then mapped to the json
format for faster processing and graph plotting
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Send _JSON()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],
“Sitting”:[120,60,30,21]
}

14

REQUEST DATA AND TRANSFORM
3/3

The data received is parsed according to the original 
query.
The complex object is then mapped to the json
format for faster processing and graph plotting
The mapped JSON is then forwarded for trend 
analysis
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passTransformedData(JSON)

15

The transformed JSON is passed for data scanning 
and attribute correlation.
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Send _JSON()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],
“Sitting”:[120,60,30,21]
}
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{“Walking":[45,10,5,7,2,0,2,14]
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Calculate_activity_ratio
{“Walking:200]
“Running":[26]
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passTransformedData(JSON)

15

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
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Attribute_corelate()
{“Walking":[45,10,5,7,2,0,2,14]
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{“Walking:200]
“Running":[26]
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The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
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Walking,running ratio
More walking then running
}
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Findpatterns
Walking,running
Walking,sitting,…..
}

TREND ANALYSIS AND VISUALIZATION 4/8

18

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
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18

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
After the most frequent patterns, attributes are 
reduced
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TREND ANALYSIS AND VISUALIZATION 6/8

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
After the most frequent patterns, attributes are 
reduced
The data is grouped and different analytics are 
calculated.
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Load_data(graph)
Send_rendered_output(image,t
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The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
After the most frequent patterns, attributes are 
reduced.
The data is grouped and different analytics are 
calculated.
The graph is selected, data is mapped on the graph 
and rendered.
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Ratio of walking on total active time: 70%
Ratio of Running on total active time: 30%

Ratio of walking on total active time: 80%
Ratio of Running on total active time: 20%

Users Below 50

Users Above 50

The final output will be in terms of graph and data 
facts as shown below.
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Scenario 1: Adaptive User Interface

Desc. : User information, environmental

information, and device information 

are acquired for rule engine to adapt 

the UI accordingly.

RETRIEVE USER PROFILE 1/8

Adaptive User Interface (AUI)

Retrieve User Profile

D
at

a 
C

u
ra

ti
o

n
 L

ay
er

Check login

Load profile

Validate Inputs

Save profile
locally

Start Session

Load dashboard

1

Environmental data 
collection

Initialized light sensor

Collect light level

Device information 
collection

Update onchange
light level

Check screen size

Check battery level

Update device 
information

Template loader

Check current theme

Change theme
Adaptation rules

Restart activity
Rule Engine Execution

Initialized rule engine Loads rules

Registered Rules

Fire Rules

Analytics TrackerAdaptive UI

Get recommendation

Parse Json recomm. feeds

Set views

Initialized tracker

Track screen view

Track events

Track exceptions &
errors

Sy
n

ch
ro

n
iz

e
d

 t
ra

ck
e

rTrack User ID

Google Analytics

Google API

Login Information
emailAddress: {ali@gmail.com}
password: {asdf@123}

1

1 First user input the login credential information 

ali.com

**********

751



RETRIEVE USER PROFILE 2/8

Adaptive User Interface (AUI)

Retrieve User Profile

D
at

a 
C

u
ra

ti
o

n
 L

ay
er

Check login

Load profile

Validate Inputs

Save profile
locally

Start Session

Load dashboard

1
2

Environmental data 
collection

Initialized light sensor

Collect light level

Device information 
collection

Update onchange
light level

Check screen size

Check battery level

Update device 
information

Template loader

Check current theme

Change theme
Adaptation rules

Restart activity
Rule Engine Execution

Initialized rule engine Loads rules

Registered Rules

Fire Rules

Analytics TrackerAdaptive UI

Get recommendation

Parse Json recomm. feeds

Set views

Initialized tracker

Track screen view

Track events

Track exceptions &
errors

Sy
n

ch
ro

n
iz

e
d

 t
ra

ck
e

rTrack User ID

Google Analytics

Google API

Login Information
emailAddress: {ali@gmail.com}
password: {asdf@123}

1

Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 

2

1

2

First user input the login credential information 

User login input information are validate either user enter correct 
information such as email address

Please enter valid email

ali.com
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User login input information are validate either user enter correct 
information such as email address

The checklogin- checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
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valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
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User Authentication
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password: {asdf@123}
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First user input the login credential information 

User login input information are validate either user enter correct 
information such as email address

The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.

User profile are loaded into mobile device.
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User Profile
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Email: ali@gmail.com
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Age: 31 year 
Vision: Low 
Color Blind: False
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5User Authentication
user is valid  
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}

3

Add user
user.insert (13 ,ali@gmail.com, Ali,31 
year,Low ,False)

6

First user input the login credential information 

User login input information are validate either user enter correct 
information such as email address

The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.

User profile are loaded into mobile device.

Then user profile data are locally save in mobile device
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password: {asdf@123}

1

Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 
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Add user
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year,Low ,False)
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First user input the login credential information 

User login input information are validate either user enter correct 
information such as email address

The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.

User profile are loaded into mobile device.

Then user profile data are locally save in mobile device

Login Session is started against that user

User_session
Session(Uid: 13, isLoggedIn)
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Login Information
emailAddress: {ali@gmail.com}
password: {asdf@123}

1

Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}
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Add user
user.insert (13 ,ali@gmail.com, Ali,31 
year,Low ,False)
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First user input the login credential information 

User login input information are validate either user enter correct 
information such as email address

The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.

User profile are loaded into mobile device.

Then user profile data are locally save in mobile device

Login Session is started against that user

Load the dashboard screen

User_session
Session(Uid: 13, isLoggedIn)
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9 To collect the light information: light sensor is initialized.

User_session
load dashboard
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Sessor initialization
Sensor.TYPE_LIGHT
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To collect the light information: light sensor is initialized.

Light sensor start collecting the light information in the form of light 
intensity(Lx)

User_session
load dashboard

8

Sessor initialization
Sensor.TYPE_LIGHT

9Get Current Light Value
light Value: 1000 lux

10

Current Lux: 400
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To collect the light information: light sensor is initialized.

Light sensor start collecting the light information in the form of light 
intensity(Lx)

It is responsible to identify several device characteristics such as Screen 
Size , Battery Level

User_session
load dashboard

8

Sessor initialization
Sensor.TYPE_LIGHT

9Get Current Light Value
light Value: 1000 lux

10

Get device Information
Screen size: 360x640 dpi 
Battery Level: 50%

11

9

10

11

Current Lux: 400

Device Information:
Samsung Galaxy Note 4 
Resolution: 1440 x 2560 
Battery Level: 50 %
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To collect the light information: light sensor is initialized.

Light sensor start collecting the light information in the form of light 
intensity(Lx)

It is responsible to identify several device characteristics such as Screen 
Size , Battery Level

All information are combined and loaded into the rule based engine.

User_session
load dashboard
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Sessor initialization
Sensor.TYPE_LIGHT

9Get Current Light Value
light Value: 1000 lux

10

Get device Information
Screen size: 360x640 dpi 
Battery Level: 50%
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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Current Lux: 400

Device Information:
Samsung Galaxy Note 4 
Resolution: 1440 x 2560 
Battery Level: 50 %
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12 All information are combined and loaded into the rule based engine
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Device Information:
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Battery Level: 50 %
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User ID: 13
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Age: 31 year
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All information are combined and loaded into the rule based engine

Adaptation rules are loaded into the rule engine

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 
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Current Lux: 400

Device Information:
Samsung Galaxy Note 4 
Resolution: 1440 x 2560 
Battery Level: 50 %
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All information are combined and loaded into the rule based engine

Adaptation rules are loaded into the rule engine

Rule engine registered the loaded rules

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 
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Adaptation rules
Rule 1: Color blind 

Rule 2: Low vision
Rule 3: Low Light 

:
:

information
Age: 31 year
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Light Level: 1000 lx
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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All information are combined and loaded into the rule based engine

Adaptation rules are loaded into the rule engine

Rule engine registered the loaded rules

Rule engine perform reasoning and fire the final rules.

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 

:
:
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15Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>
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Rule Matching 
14

Adaptation rules
Rule 1: Color blind 

Rule 2: Low vision
Rule 3: Low Light 

:
:

information
Age: 31 year

Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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Rule engine perform reasoning and fire the final rules

Load the current theme and check fire rule values against the current theme
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Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>

15

Current Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >12dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark<
/item>

<item 
name="colorAccent">@color/colorAccent</item>
</style>
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@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>
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Update theme value based on fire rule
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<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >20dp </item>
<item 
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<item 
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Restart the current activity

15

16

17

18

Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>

15

Update theme value based on fire rule
17

Updated Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >20dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark</it
em>

<item 
name="colorAccent">@color/colorAccent</item>
</style>

Current Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >12dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark<
/item>

<item 
name="colorAccent">@color/colorAccent</item>
</style>

16

Scenario 2: User Experience 

evaluation 

Desc.: User experience evaluation based on 

user interaction data that collects by 

analytics tracker, to finding the 

different usability metric. Finally the 

user satisfaction is calculating based 

on those metrics.
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Analytics Tracker

Initialized tracker

Track screen view

Track events

Track exceptions &
errors

Sy
n

ch
ro

n
iz

ed
 t

ra
ck

erTrack User ID

Google Analytics

Google API

19

20

20

20

20

ANALYTICS TRACKER
1/3

20

AnalyticsTrackers.initialize(UA-
68058726-1)
Dispatch Frequency (30 min)

19

User ID Screen Events exceptions

Uid_13 Home click

Uid_13 activity view graph

Uid_13 Set goal submit
error- integers 
value

… … … …

Uid_13
Edit

profile

19 Google analytics account tracker ID is added in tracker to initialized the tracker

Analytics Tracker

Initialized tracker

Track screen view

Track events

Track exceptions &
errors

Sy
n

ch
ro

n
iz

ed
 t

ra
ck

erTrack User ID

Google Analytics

Google API

19

20

20

20

20

ANALYTICS TRACKER
2/3

20

AnalyticsTrackers.initialize(UA
-68058726-1)
Dispatch Frequency (30 min)

19

User ID Screen Events exceptions

Uid_13 Home click

Uid_13 activity view graph

Uid_13 Set goal submit
error- integers 
value

… … … …

Uid_13
Edit

profile

Google analytics account tracker ID is added in tracker to initialized the tracker

Tracker start tracking the user, events, screen views of the login user

19

20
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Analytics Tracker

Initialized tracker

Track screen view

Track events

Track exceptions &
errors

Sy
n

ch
ro

n
iz

ed
 t

ra
ck

erTrack User ID

Google Analytics

Google API

19

20

20

20

20

ANALYTICS TRACKER
3/3

21

Dispatcher (ga_data)

20

AnalyticsTrackers.initialize(UA-68058726-1)
Dispatch Frequency (30 min)

19

User ID Screen Events exceptions

Uid_13 Home click

Uid_13 activity view graph

Uid_13 Set goal submit
error- integers 
value

… … … …

Uid_13
Edit

profile

Google analytics account tracker ID is added in tracker to initialized the tracker

Tracker start tracking the user, events, screen views of the login user

Tracker synchronized the data by calling the dispatch function with google analytics server.

19

20

21

User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

22

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
1/9

analytics_start_date("2015-11-01");
analytics_end_date("today");
dimensions("ga:screenName");
metrics("ga:sessions,ga:screenviews,ga:timeOnScreen,ga:avgScreenviewDuration");
filters("ga:dimension2==“Uid_13”);
get_analytics();

22

22 In order to measure the UX first it need to set the 

start , end date, dimensions , and metrics  for loading 

the analytics data. Then request are sent to google 

analytics server

Google Analytics

Google API
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User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

22

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
2/9

analytics_start_date("2015-11-01");
analytics_end_date("today");
dimensions("ga:screenName");
metrics("ga:sessions,ga:screenviews,ga:timeOnScreen,ga:avgScreenviewDuration");
filters("ga:dimension2==“Uid_13”);
get_analytics();

22

In order to measure the UX first it need to set the 

start , end date, dimensions , and metrics  for loading 

the analytics data. Then request are sent to google 

analytics server

Then google analytics sever send the requested data 

for the calculation of performance metric.

Google Analytics

Google API

23

23

22

23

User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

24

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
3/9

24.1 All task is checked either it is successfully done or not? Then 

find out the aggregates the task success rate.

23

23

24.1

Uid_13 Task Success 33 %

24.1

Task Success

Task 1 Task 2 Task 3

Uid_13 1 0 0

Uid_11 1 1 1

… … … …

Uid_10 0 1 1

24
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User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

24

24

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
4/9

All task is checked either it is successfully done or not? Then 

find out the aggregates the task success rate.

Find out the spent time on each task and aggregates the 

time on task.

23

23

24.1

Uid_13 Task Success 33 %

24.1

Task Success

Task 1 Task 2 Task 3

Uid_13 1 0 0

Uid_11 1 1 1

… … … …

Uid_10 0 1 1

24

24.2

Uid_13 Time On task 28 %

Time On task

Task 1 Task 2 Task 3

Uid_13 55 20 10

Uid_11 30 20 10

… … … …

Uid_10 0 1 1

24.2

24

24.1

24.2

User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates
24

24

24

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
5/9

All task is checked either it is successfully done or not? Then 

find out the aggregates the task success rate.

Find out the spent time on each task and aggregates the 

time on task.

Find out the task errors and aggregate the errors rates.

23

23

24.1

Uid_13 Task Success 33 %

24.1

Task Success

Task 1 Task 2 Task 3

Uid_13 1 0 0

Uid_11 1 1 1

… … … …

Uid_10 0 1 1

24

24.2

Uid_13 Time On task 28 %

Time On task

Task 1 Task 2 Task 3

Uid_13 55 20 10

Uid_11 30 20 10

… … … …

Uid_10 0 1 1

24.2

24

24.3

Uid_13 Errors rates 34 %

24.3
Errors

Task 1 Task 2 Task 3

Uid_13 1 1 0

Uid_11 0 1 1

… … … …

Uid_10 0 1 0

24

24.1

24.2

24.3
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User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

25

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
6/9

25 All aggregated values are inputs to find out the efficiency

25

25

25

Efficiency of Uisd_13

Task Completion 
Rate 

Task Time 
(min)

Efficiency 
(%)

Task 1 65% 1.5 71

Task 2 8% 1.2 48

… … … …

Task 3 40% 2.1 19

25.1

Task 1 Very good design

Task 2 above average design

Task 3 bad design

25.1

User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

25

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
7/9

All aggregated values are inputs to find out the efficiency

All aggregated values are inputs  to find out the learnability 

25

25

25

26

25

Efficiency of Uisd_13

Task Completion 
Rate 

Task Time 
(min)

Efficiency 
(%)

Task 1 65% 1.5 71

Task 2 8% 1.2 48

… … … …

Task 3 40% 2.1 19

25.1

Task 1 Very good design

Task 2 above average design

Task 3 bad design

25.1

26.1

Learnability for Uid_13

Trial 1 Trail 2 Trail 3

Task 1 55 sec 45 sec 38 sec

Task 2 60 sec 50 sec 40 sec

26.1

766



User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

25

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

20

22 22

USER EXPERIENCE MEASUREMENT
8/9

All aggregated values are inputs to find out the efficiency

All aggregated values are inputs  to find out the learnability 

The overall performance are calculated with the help of efficiency and learnability 

25

25

25

26

27

25

Efficiency of Uisd_13

Task Completion 
Rate 

Task Time 
(min)

Efficiency 
(%)

Task 1 65% 1.5 71

Task 2 8% 1.2 48

… … … …

Task 3 40% 2.1 19

25.1

Task 1 Very good design

Task 2 above average design

Task 3 bad design

25.1

26.1

Learnability for Uid_13

Trial 1 Trail 2 Trail 3

Task 1 55 sec 45 sec 38 sec

Task 2 60 sec 50 sec 40 sec

26.1

Calculate performance( efficiency , learnability)

27
27

User Experience (UX)

Performance metrics calculationLoad  analytics Behavioral data

Lo
ad

 a
n

al
yt

ic
s

Get analytics

Set start date

Set end date

Set metrics

Set dimensions

Aggregates time on task

User Satisfaction Model

Find Overall performance

Aggregates task success rate

Find learnability

Find the efficiency

Aggregates error rates

Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data

28

29 29

USER EXPERIENCE MEASUREMENT
9/9

The overall performance are calculated with the help of efficiency and learnability

Calculate the  pragmatic quality

Pragmatic metric data saved  in database

27

28

29

Calculate performance( efficiency , learnability)

27

27

Calculate pragmatic quality(performance)

28

Save all metrics

29
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Scenario 3: Man in the Middle Attack 

for Recommendation

Desc.: Assuming the ability of an attacker to 

modify the recommendations generated by an 

expert before it is delivered to the user.  In case 

of tempered recommendations, user is 

refrained from following the recommendation 

and expert is asked for re-sending the new 

recommendation with updated password

Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

Recommendation Integrity Check 
1/8

Enduser.createmsgdisgest(String 
recommendation, String MMpk)
{ ….
GetMMPublicKey()}

1
Expert recommendations have been tempered before it is delivered to the end user. End 

user receives the recommendation and create digest

SendAlert
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Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

Recommendation Integrity Check 

Enduser.createmsgdisgest(String 
recommendation, String MMpk)
{ ….
GetMMPublicKey()}

1 Expert recommendations have been tempered before it is delivered to the end user

2 Get public key of Mining Mind to create msg digest

SendAlert

2/8

Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

3

Recommendation Integrity Check 
3/8

forwardMsgDigest(msgdigest)

1 Expert recommendations have been tempered before it is delivered to the end user

2 Get public key of Mining Mind to create msg digest

3 To preserve the message digest,  DCL communication interface is invoked  

SendAlert
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Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

3

4

Recommendation Integrity Check 
4/8

Preserve(msg digest)

1 Expert recommendations have been tempered before it is delivered to the end user

2 Get public key of Mining Mind to create msg digest

3 To preserve the message (recommendation) digest,  DCL communication interface is 

invoked  
4 DCL preserve the message digest

SendAlert

Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

3

4

5

Recommendation Integrity Check 
5/8

fetchRecordSet (msg digest)

5 Fetch Msg digest reterives the msg digest from both expert and the end user

SendAlert
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Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

3

4

5

6

Recommendation Integrity Check 
6/8

doiItegrityCheck(recordset)

6 fetchMsgDigest() retrieves the msg digest from both expert and the end user from the 

persisted records

6

User ID Expert ID Exp-Msg-dgst User Msg digest Status 

Uid_16 Exp_Id_10 %%^^## %%^^## Ok

Uid_17 Exp_id_11 *()& *()& Ok

Uid_13 Exp_id_10 %$#$#@ %$#$#@ Ok

… … … … Ok

Uid_13 Exp_id_09 %$#$#@ $$$$$ tempered

SendAlert

Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

3

4

5

6

Recommendation Integrity Check 
7/8

doiItegrityCheck(recordset)

5 fetchMsgDigest() retrieves the msg digest from both expert and the end user from the persisted records

6

User ID Expert ID Exp-Msg-dgst User Msg digest Status 

Uid_16 Exp_Id_10 %%^^## %%^^## Ok

Uid_17 Exp_id_11 *()& *()& Ok

Uid_13 Exp_id_10 %$#$#@ %$#$#@ Ok

… … … … Ok

Uid_13 Exp_id_09 %$#$#@ $$$$$ tempered

6 The last table shows the mismatch status of two msg digest which sends

SendAlert
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Integrity checker

Fetch Msg Digest

Integrity Check 

Get MM public key

C
o

m
m

u
n

ic
a

ti
o

n
 In

te
rf

ac
e

Create Message digest

Msg digest Data

DCL

1

2

3

4

5

6

SendAlert
7

Recommendation Integrity Check 
8/8

sendAlert(user,Expert)
User.msg(discardRecommendation)
Expert.msg(update.pwd)
Expert.msg(resendRecommendation)

5 fetchMsgDigest() retrieves the msg digest from both expert and the end user from the persisted records

6

User ID Expert ID Exp-Msg-dgst User Msg digest Status 

Uid_16 Exp_Id_10 %%^^## %%^^## Ok

Uid_17 Exp_id_11 *()& *()& Ok

Uid_13 Exp_id_10 %$#$#@ %$#$#@ Ok

… … … … Ok

Uid_13 Exp_id_09 %$#$#@ $$$$$ tempered

6 The last table shows the mismatch status of two msg digest which sends

7 Respective msgs are sent to the expert and user. Expert is notified 

with reset password and re-sending of new message. End user is 

notified to discard the last received recommendation 

Thanks
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