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RESEARCH

Mining Minds: a Novel Digital Health and
Wellness Framework for Personalized Support
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domain-specific applications and devices commercialized every year; however,
there is an apparent lack of frameworks capable of orchestrating, and intelligently
leveraging, all the data, information and knowledge generated through these
systems. This work presents Mining Minds, a novel framework that builds on the
core ideas of the digital health and wellness paradigms to enable the provision of
personalized support. Mining Minds embraces some of the most prominent digital
technologies, ranging from Big Data and Cloud Computing to Wearables and
Internet of Things, as well as modern concepts and methods, such as
context-awareness, knowledge bases or analytics, to holistically and continuously
investigate on people’s lifestyles and provide a variety of smart coaching and
support services. This paper aims at comprehensively describing the efficient and
rational combination and interoperation of these technologies and methods
through Mining Minds, while meeting the essential requirements posed by a
framework for personalized health and wellness support. Moreover, this work
presents a realization of the key architectural components of Mining Minds, as
well as various exemplary user applications and expert tools to illustrate some of
the potential services supported by the proposed framework.

Keywords: human behavior; digital health; dHealth framework; quantified self;
wearable sensors; big data; cloud computing; context-awareness; knowledge
bases; user experience

1 Background

Healthcare systems are facing unprecedented financial limitations at a time of ris-
ing demand for their services [1]. The magnitude of these constrains makes utterly
necessary to change current care models in a bold manner, from late disease man-
agement to preventive personalized health, involving a major shift in when, where
and how care and support is delivered to each particular patient and service user [2].
In fact, it is generally recognized that most prevalent diseases are partly caused or
aggravated by lifestyle choices that people make in their everyday life. Unwholesome
diets, tobacco use and sedentary conducts, among other unhealthy habits, poten-
tially contribute to develop severe illnesses [3, 4] and also limit the effectiveness of
medical treatments [5]. Thus, enabling people to make healthier choices, to be more



Banos et al.

resilient, and to deal more effectively with illness and disability when it arises turns
to be a fundamental part of this necessary new health perspective.

Information and communication technology is called upon to be a cornerstone
of the new health era, playing a crucial role in empowering people to take charge
of their own health and wellness, by providing them timely and ubiquitously with
personalized information, support and control [6]. In fact, an extraordinary interest
has been lately shown by the industry in the development of specific applications and
systems for health and wellness management, particularly boomed by the growth
of wearable and mobile technology [7]. The immediate targets of these solutions are
healthy lifestyle services, especially oriented to the fitness domain, which primarily
allow to track primitive user routines and provide simple motivational instructions.
For example, mainstream commercial systems such as Withings Activite [8], Garmin
Vivofit [9], Fitbit Surge [10] or Misfit Shine [11], which consist of sensorized bracelets
and gadgets normally accompanied by mobile apps, provide some basic healthy
recommendations based on the measured taken steps or slept hours. More prominent
health and wellness systems have been shown at the research level, for example, to
alert on physical conditions [12] or detect chronic illnesses [13], yet most of them
are prototypes or work-in-progress. Some of these systems also provide educational
modules and personal coaching for promoting healthier lifestyles and managing
health conditions [14]. Despite their interest, main limitations of these solutions
refer to misperformance, limited scope and lack of interoperability with other similar
systems and applications.

To overcome the shortcomings of application-specific solutions and leverage the
potential of health information systems in a wide sense, general frameworks capable
of managing these resources are required. A few attempts are found in this respect in
the literature, for example, in [15] a middleware framework integrating multiple in-
terfaces and multiparameter monitoring of physiological measurement is presented.

n [16], distributed signal processing algorithms for the analysis and classification

of sensor data are provided as part of a framework for rapid prototyping of body
sensor networks. A mobile platform to collect users’ psychological, physiological and
activity information for mental health research is presented in [17]. The authors of
[18] propose a healthcare platform particularly devised for interfacing and process-
ing data from body-worn physiological sensors and home appliances, with a proven
utility in daily medication management. A novel framework that provides advanced
functionalities for resource and communication abstraction, wearable health data
acquisition and knowledge extraction is introduced in [19]. Most visible initiatives
are especially being underpinned in the mobile health domain. That is the case of
[20], an open mobile health project to help developers produce digital health data
as useful and actionable as possible. Google Fit [21] by Google, SAMI [22] by Sam-
sung or HealthKit [23] by Apple are examples of new commercial platforms also
devised to integrate and share users health data among diverse health and wellness
applications.

Despite important contributions have been made through these platforms, there
is still much room for improvement. For example, most mobile health frameworks
are bound to the computational capabilities of the smartphone, require continuous
maintenance and updates of end-user applications and normally trap data into their
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devices. Moreover, multiple systems and applications can generate similar health
data and outcomes leading to unnecessary redundancy and overcomputation. These
systems mostly operate on-demand, thus determinants of health and wellness states
can be also lost if not registered in a continuous manner. Platforms devised to
share and integrate health and wellness data underutilize cloud resources while
simply using them for storage. In the light of these limitations we present Mining
Minds [24], an innovative distributed framework that builds on some of the most
prominent digital technologies to enable the provision of personalized healthcare and
wellness support. This framework is particularly devised to seamlessly investigate
on people’s behavior and lifestyles in an holistic manner through mining human’s
daily living data generated through heterogeneous resources. Mining Minds aims
to innovatively exploit the potential of cloud computing not only for storage but
also for high performance computation supporting the discovery of personal and
public health and wellness patterns, of primal necessity to facilitate proactive and

preventive support.

2 Requirements of a Digital Health and Wellness Framework
Diverse types of data are normally required to neatly describe a person’s health
and wellness state, ranging from physical -sensory- and logical -personal profile and
interests-, to social -human relations- and clinical -medical- data. Many technologies
are increasingly available for the collection of these data, such as wearable devices,
ambient sensors, social networks or advanced clinical systems. Thus, an important
requirement of a digital health and wellness framework is to provide a certain level
of abstraction from heterogeneous resources to make their utilization transparent to
the user. Health and wellness data go beyond standardized structured formats such
as “traditional” electronic health records, particularly including other multimedia
and unstructured data. Therefore, another primal requirement is to be capable of
dealing with this dimension of heterogeneous data, as well as the underlying implica-
tions of the management of structured, semi-structured and unstructured data. Not
only data variety constitutes a key factor, but also data volume. Massive amounts
of data are generated over time on and around the subject with the advent of new
sensing and multimedia technologies. Accumulating and digesting these amounts of
data are not trivial tasks, and need to involve sophisticated processing and storage
mechanisms to enable the persistence and availability of the data. Similarly, the
rapid pace of data generation makes necessary to also take into account data ve-
locity as a reference factor. This proves to be especially challenging when referred
to data that represents real-time regular monitoring, such as continuous electro-
cardiogram measurements or body motion data. Another important concept that
applies to health and wellness data is veracity. Different data types may represent
similar concepts or contradict each other, or even be of little interest. Therefore,
digital health and wellness frameworks should count on governance mechanisms to
determine the consistency of the data, ensuring it is certain, meaningful, clean and
precise.

Extracting the determinants of health and wellness is a very challenging task that
requires more than simply collecting and persisting personal data. Accordingly, dig-
ital health and wellness frameworks must include automatic intelligent mechanisms
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to process person-centric data and extract interpretable information and insights
for ensuring a personalized health and wellness support. Moreover, insights should
not only be gained from individual users but from the collectivity. Thus, another
important requirement consists in the application of advanced techniques to process
information in “de-identified” form to enable population management and deeper
insights into cause and effect. These insights can be particularly leveraged by health
and wellness care systems to extend, adapt and evolve the knowledge provided by
human domain experts.

Health and wellness information and knowledge are principally devoted to support
advanced care services. Mechanisms such as alerts, recommendations or guidelines
are particularly used as services to catalyze both information and knowledge to be
delivered in a human-understandable fashion to users and stakeholders in general.
However, most digital health and wellness systems only support general services that
do not differentiate among people particular needs or interests. Therefore, an im-
portant requirement is to provide services that operate on a person-centric manner.
To do so, expert systems are required, for example, to precisely map user needs to
the best possible recommendations, personalize the recommendations explanation
or customize the mechanisms for the communication of these recommendations.

Users of health and wellness systems may be of a very diverse nature and play
different roles. For example, busy patients may require to get a quick glimpse of their
health conditions, fitness enthusiasts wish to observe a detailed description of their
vitals and clinical experts be interested in an “in-depth” description of both health
and wellness outcomes of multiple people. Accordingly, user interfaces need to be
customized to the needs of each particular subject. Similarly, the user experience
is of worth consideration. Users perceptions of system aspects such as utility, ease
of use and efficiency should be taken into account to provide the most personalized
experience. In fact, the user experience is dynamic as it is constantly modified over
time due to the person changing circumstances. Thus, user responses and behavior
need to be continuously tracked to support a sufficient level of personalization that
helps guarantee adoption and engagement.

Finally, as it may be obvious, but unfortunately not often considered, all the
aforementioned requirements need to be neatly accommodated to user security and
privacy principles. The necessity of privacy and security is crucial for systems that
build over sensitive information, and further augmented when data and services
are shared by multiple entities in a distributed way. Data ownership, malicious
data usage, as well as regulatory and legal policies are important hindrances in the
widespread use and acceptance of health and wellness care systems. Therefore, it
is of utmost importance to neatly adequate privacy, security, protection and risk
management measures to all the processes concerned in a digital health and wellness

framework.

3 Mining Minds Architecture

In the light of the aforementioned requirements we present here “Mining Minds”, a
novel framework aimed at comprehensively mining human’s daily life data generated
from heterogeneous resources for producing personalized health and wellness sup-
port. Mining Minds philosophy revolves around the concepts of data, information,
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knowledge and service curation, which refer to the discovery, processing, adaptation
and evolution of both contents and mechanisms for the provision of high quality sup-
port services. Motivated by these concepts, a multilayer architecture is particularly
devised for Mining Minds (Figure 1). In a nutshell, the Data Curation Layer (DCL)
is in charge of processing and persisting the data obtained from the Multimodal
Data Sources (MDS), which abstractly defines the possible sources of user health
and wellness data. This includes, but is not limited to, data from social networks,
questionnaires, wearable biomedical devices or ambient intelligence systems. The
data processed by DCL is primarily used by the Information Curation Layer (ICL)
to infer low-level and high-level person-centric information. This information mainly
describes the user context and behavior, and, to some extent, their physical, mental
and social state. The information extracted by ICL is leveraged by the Knowledge
Curation Layer (KCL) to nurture and evolve the health and wellness knowledge
primarily created by human experts. Data, information and knowledge are used by
the Service Curation Layer (SCL) to create intelligent health and wellness support
services, mostly in the form of smart coaching and support recommendations. All
the contents and processes are accommodated in terms of security and privacy by
the Supporting Layer (SL), which also provides analysis of user experience, feedback
and trends to guarantee the highest personalization.

3.1 Data Curation Layer

DCL is responsible for acquiring, curating and persisting the data obtained from
MDS so it can be processed for higher level understanding. To that end DCL relies
on two main modules, Sensory Data Processing and Curation, and Big Data Storage.
Within the former, Data Acquisition supports the acquisition and synchronization
of raw sensory data obtained from diverse sources, both in real-time and offline
manner, as generic data streams. Due to the heterogeneous nature of the data, it is
acquired asynchronously in real-time and temporarily cached in data buffers. These
data buffers are initialized depending upon the number of data sources, i.e., each
data source has a data buffer in the Data Acquisition component. All the data
buffers are synchronized and communicated to ICL for the determination of the
associated low and high-level contexts. In parallel, this synchronized data is stored
in Big Data Storage for non-volatile persistence.

Upon receiving the context information determined by ICL, the context instances
are curated by the Representation and Mapping component as a time-based log
registering the detected human behaviors. This time-based log is termed as user Life-
Log or simply Life-Log and persisted in the Intermediate Database for shareability
with other layers and applications. The stream of life-log instances is analyzed by
a monitoring component called Life-Log Monitor (LLM). The responsibility of the
LLM is to perform time-based monitoring of the different attributes and variables
hosted in the Life-Log, and support trigger-based mechanisms to notify SCL for the
occurrence of an abnormal or special event related to a given user. These abnormal
events normally represent risky or unhealthy behaviors and are here defined as
“situation events” or “situations” in general, which are described through diverse
constraints -e.g., age, gender, medical conditions- and monitorable variables -e.g.,
intensity of a particular activity and its duration-. Situation events can be generated
both statically at design-time and dynamically at run-time upon request from KCL.
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The life-log data persisted in the Intermediate Database is regularly synchronized
with the Big Data Storage. Big Data Storage also provides read access to raw
sensory and life-log data. In case of historic data required by SL for analytics or
KCL for data-driven rule generation, Big Data Storage provides queries for data
streaming and intermediate data generation. These queries can be customized on
request and return the data based on the attributes selected by KCL and SL.
Security and privacy components from SL are further involved in these processes to
request authentication and data stream encryption before its persistence or sharing.

3.2 Information Curation Layer

ICL represents the Mining Minds core for the inference and modeling of the user
context [25]. ICL is composed by two main modules, namely, Low Level Context
Awareness (LLCA) and High Level Context Awareness (HLCA). LLCA is in charge
of converting the wide-spectrum of data obtained from the user interaction with the
real and cyber-world, into abstract concepts or categories, such as physical activities,
emotional states, locations and social patterns. These categories are intelligently
combined and processed at HLCA in order to identify more meaningful semantic
representations of the user context.

LLCA is composed by four key components, respectively, Activity Recognizer,
Emotion Recognizer, Location Detector and SNS Analyzer. The identification of
the user physical actions is performed through the Activity Recognizer. This com-
ponent may build on several sensing modalities as they happen to be available to the
user, such as wearable inertial sensors, video and audio. The output of this compo-
nent corresponds to elementary activity categories such as “sitting” or “walking”.
The Emotion Recognizer is defined to infer user emotional states, such as “sur-
prise” or “sadness”, by using video and audio data as well as more sophisticated
sources exploring human physiological variations and responses. The user situation
is determined by the Location Detector, which essentially builds on the data col-
lected through indoor and outdoor positioning sensors, such as video and GPS, to
specify the exact location of the user. The SNS Analyzer is in charge of processing
the information generated by the user during their interactions in regular social
networks, including posts, mentions, traces and even global social trends, in the
form of both text and multimedia data. From here, personal and general interests,
conducts and sentiments may be determined. All these components require compat-
ible multimodal sensory data to operate. The provisioning of the necessary data is
performed through the Input Adapter, which receives and routes the data curated
by DCL to each LLCA component depending on its nature. Once new low-level
context categories are identified after the analysis of this data, the Output Adapter
serves them to DCL for persistence and to HLCA for further processing.

HLCA makes use of two components, namely, High-Level Context Builder and
High-Level Context Reasoner, to represent, verify, classify and categorize the user
high-level context. The context representation and verification is performed through
ontologies, adopted in the past as a unified conceptual backbone for modeling con-
text, while its classification and categorization is done through ontological inference
and reasoning. Whenever new information is received from LLCA, a new ontologi-
cal instance is created by the High-Level Context Builder and categorized into one
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of the considered high-level contexts by the High-Level Context Reasoner. Thus
for example, based on the actual time (e.g., midday), location (e.g., restaurant)
and inferred activities (e.g., sitting), this component can determine the precise user
context (e.g., lunch).

3.3 Knowledge Curation Layer

KCL is devised to enable the creation and evolution of both health and wellness
knowledge. The knowledge is created either by the domain expert or knowledge engi-
neer, by using expert-driven or data-driven approaches. The Expert-Driven module
provides a set of rule authoring components to allow specialists to describe in a log-
ical form causes or premises and effects or conclusions, e.g., “if gender is male and
age lower than 65 then activity level should be moderate”. The authoring process is
further supported through evidence materials and domain vocabularies to confirm
the viability of the rules and facilitate their elaboration. The Data-Driven module
leverages the contents of the life-log for the automatic generation of rules. To that
end, a data broker interface is defined to glean the contents of interest from the
data persisted in DCL based on the features or factors established by the expert,
e.g., “gender, emotional state and activity level”. The process is automated by se-
lecting and learning diverse mining models to discover and represent the underlying
relationship among the considered health and wellness factors.

In both expert-driven and data-driven cases the generated rules are verified in
terms of consistency and validated to avoid potential violations or redundancy with
existing rules prior to be stored into the Knowledge Bases. KCL rules are not only
persisted in traditional knowledge bases but also indexed according to salient con-
ditions of these rules, also called “causes” or “situations”. These situations refer to
particular attributes of the rules than can be monitored by the platform and used
for triggering the execution of specific rules. Accordingly, during the rule creation
process the expert can select these condition attributes for their particular mon-
itoring at DCL as explained in Section 3.1. The categorization of the knowledge
bases through these indexes is particularly considered to enhance the performance
of the reasoning processes hosted in SCL. In fact, once a situation is detected only
its associated rules are shared with SCL upon request of this layer.

The evolution of the knowledge is procured through two main mechanisms. On
the one hand, the expert creation process can be considered as a sort of maintenance
per se. In that view, rules may be dynamically updated or replaced based on new
health and wellness findings from experts. On the other hand, rules can be added,
replaced or modified through the data-driven approach while using new life-log
contents collected from different users.

3.4 Service Curation Layer

SCL provides the means to transform the data, information and knowledge curated
by DCL, ICL and KCL into actual health and wellness support services. The ser-
vices are managed by the Service Orchestrator, in charge of attending the potential
requests, invoking the necessary services and coordinating the processes involved in
the curation of the services. The requests may be of various types, i.e., scheduled
on time (e.g, “every day at 8 am”), triggered by direct user queries (“suggest me
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an exercise plan for today’s workout”) or based on events (e.g., “user arrives at
home”). The last type of request particularly relates to the concept of situation,
already described in previous sections. The idea is that the LLM component from
DCL triggers SCL once a situation event is identified in order to generate a new
recommendation for the user.

The services needed to satisfy a given request are invoked from an extensible cata-
log containing reference and auxiliary services. A major reference service is devised
for this architecture for the generation of personalized health and wellness recom-
mendations. This service consists of two parts. First, generalized recommendations
are developed by the Recommendation Builder component through reasoning on
the user profile and life-log data provided by DCL and the knowledge facilitated by
KCL for the specific domain of the service. In the case of handling a request de-
rived from a situation detection the indexed rules hosted by KCL are particularly
employed. Second, the recommendations undergo a personalization process through
the Recommendation Interpreter component in order to deliver the one that best
fits the user interests and demands. In here, all the potential recommendations are
filtered based on the user preferences, conditions and possessions, as well as their
actual context. Thus, for example, when the objective of the recommendation is to
encourage the user to exercise, cycling would be avoided if the user does not own
a bike, or a visit to the regular gym omitted in case the person is on a business
trip. Prior to be communicated to the user, the recommendation is refined to be
easily interpreted, for example, including multimedia contents to increase the inter-
pretability and also incorporating motivational and engagement strategies to foster
the user interest and attention.

3.5 Supporting Layer

The role of SL is to enrich the overall Mining Minds functionalities through advanced
analytics, interactive and personalized UI/UX, implicit and explicit feedback anal-
ysis, and adequate privacy and security mechanisms.

The Analytics module is in charge of mining in a multi-dimensional and retro-
spective manner the data sets collected and curated from multiple users to reveal
population health and wellness associations, patterns and trends. These trends may
refer to current facts as well as expected or future tendencies. The exploration of
present trends is performed through the Descriptive Analytics, which employs sta-
tistical techniques to relate explanatory variables of the persisted data. Thus for
example, based on the analysis of the inferred people lifestyles, it can be found that
there is a growing use of hot beverages among adolescents, which further relates
to a dramatic increase of stress patterns. The discovery of potential future facts
is carried out by the Predictive Analytics, which develops on the outcomes of the
Descriptive Analytics to make forecasts by using regression and machine learning
models. Descriptive and predictive analytics contents are organized by the Visual-
ization Enabler, which adjusts the style of the information to be communicated to
the users based on their expertise and role.

Evaluating the services supported by Mining Minds requires feedback from the
users, which is here powered by the Feedback Analysis component. The sources
of feedback may be of a diverse nature, ranging from explicit feedback provided
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by the user, for example, through questionnaires, to implicit feedback obtained
from the user behavioral responses. Analyzing implicit and explicit feedback from
the users is motivated by the aspects of functionality, content, and presentation.
Functionality-based feedback refers to the findings obtained while comparing, for
example, the system recommendations and the behavioral reaction of the user to
those recommendations. Content-based feedback measures the user satisfaction with
respect to the specific information provided as part of the delivered services. Finally,
presentation-based feedback measures the human-computer interaction with respect
to the user interface (UI), which is of particular utility to understand the user
experience (UX). All these types of feedback are devised to help assessing the level
of interest and adherence of users to the services provided through Mining Minds
as well as to evolve and maintain the internal contents and processes handled by
the platform.

Considering user preferences, habits or mood, the UI/UX module enables the end-
user applications interface to be adapted accordingly. This adaptation is needed to
adjust the human-computer interaction experience with respect to font size, theme,
or audio levels, among other characteristics. Two main components are involved in
this process. First, the UI Interaction Tracker collects the data from the interaction
between the person and the application to analyze the user’s ability to understand
and use the system, e.g., the readability of the contents or the perceptibility of
the controls. Then, the UX component measures the satisfaction level based on the
analysis of the collected data. The immediate result is a dynamic adaptation of the
UI based on the measurements extracted from the evaluation of the UX.

Given the sensitivity of the collected user data, privacy and security need to be
assured and exhibited, not only for storage, but also during the processing and
delivery of services. To that end, state-of-the-art cryptographic primitives along
with indigenous protocols are considered. For secure storage, the AES standard is
particularly used, whereas for oblivious processing, homomorphic encryption and
private matching is used. Considering the intensive data flow between end-user
applications and Mining Minds, data randomization techniques are used to ensure
a high entropy for minimal leakage of information. An authorized model ensures
the legitimate disclosure of personal data and services with users. Slow processing
of information is a common byproduct of the encryption; thus, to assist partial
swiftness to Mining Minds, sensitive and non-sensitive information is decoupled
where required. Anonymization procedures are also considered to enable the use of
the collected and mined users data by third party agents, e.g., for research purposes.

4 Mining Minds Implementation

An initial implementation of the proposed framework particularly oriented to pro-
mote healthy lifestyles and physical activity management is described here. Mining
Minds is a distributed platform where the cloud environment plays a key role for
supporting both persistence and limitless computational power. The Mining Minds
implementation has been deployed over a hybrid cloud including Microsoft Azure
public cloud environment [26] and a Xen private cloud [27] the for big data storage,
which runs over Hadoop File System with MapReduce [28]. For better scalability
and performance each layer is deployed over a separate virtual instance on Mi-
crosoft Azure. DCL, ICL, KCL and SCL are hosted on standard Microsoft Azure

10
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instances with Windows Server 2012 R2 as guest operating system [29], while SL
functionalities partake of the others. The cloud-based deployment of layers allows
the encapsulation of their responsibilities as well as the re-usability of their fea-
tures through an inter-layer communication. This communication is implemented
by establishing service contracts among the layers, which communicate by means of
REST{ul web services [30] and high performance sockets [31]. Communication be-
tween MDS and DCL is real-time and asynchnorous in nature. The most important
service contracts are supported by DCL RESTful web services, which serve a data
model with the structure of the Intermediate Database, here hosted by Microsoft
SQL Server [32]. This data model is shared among the layers as an object model
of service contract. The required data and information is populated by DCL and
provided as responses to the upper layers. A high performance socket-based imple-
mentation is particularly used for DCL-ICL communication for the transference of
sensory data and context determination in real-time, and communication between
DCL and the big data storage on private cloud.

To support active lifestyle services in this version ICL only implements the Ac-
tivity Recognizer. This component consists of various steps that mainly combine
signal processing and machine learning techniques to define a specific human activ-
ity recognition model, here capable of distinguishing among various commonplace
activities [33]. The main input of this model is body motion data, namely, accel-
eration, which can be broadly obtained from smartphones and wearable inertial
sensors. Acceleration is preferentially used here since it is the most prevalent sen-
sor modality in standard activity recognition approaches [34]. A non-overlapping
sliding window of three seconds is used for the data segmentation [35], and time
and frequency features extracted for their discrimination potential [36]. The imple-
mented model combines Support Vector Machines and Gaussian Mixture Models
for the classification process, which have been demonstrated of particular utility
in this domain [37, 38]. The developed Activity Recognizer further supports two
operation modes depending on the available data registered from the user. Specif-
ically, a hierarchical approach is developed so that the model can determine the
user activity based only on the inertial data collected through the smartphone or a
combination of smartphone and smartwatch data if the latter is available.

Health and wellness knowledge is defined by medical experts and hosted in the
Knowledge Bases of KCL. To that end, a simple rule authoring tool [39] is considered
for the rule creation. Evidences and domain vocabularies are particularized to the
definition of physical management and activity promotion plans [40]. SCL processes
the contents generated by DCL, ICL and KCL for the generation of personalized
activity recommendations. After a request is processed by the service orchestrator,
generalized recommendations are produced by applying rule-based reasoning [41]
on the existing knowledge and user data. User health and wellness data is trans-
formed into a proper input query by using auxiliary services hosted in the service
catalog. Similarly, auxiliary services are implemented for user goal discovery, e.g.,
ideal weight and calories to be burned per day [42]. During the reasoning, the in-
terpreter analyzes each rule in the knowledge bases and fires the appropriate rules
using a forward chaining procedure [43]. Recommendations are personalized by us-
ing content-based filtration techniques [44] employing user personal activity level
and preferred physical activities.

11
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Security and privacy components of SL are distributed among the different lay-
ers. Encryption techniques are employed to withstand any compromise on data
storage facility or its unauthorized acquisition, as well as to make health-related
data processing and evaluation HIPAA compliant. Concretely, AES [45], private
matching [46] and anonymization [47] have been chosen to support the encryption.
Moreover, since the systems are deployed on public clouds, processing over direct
encryption without losing accuracy is required. The indigenously proposed system
of oblivious term matching [48] is considered to that end.

5 Health and Wellness Promotion Services

Various exemplary applications and tools have been developed to showcase some of
the potential health and wellness services supported by Mining Minds (Figure 2).
Personalized weight management is procured through an application that promotes
activity routines customized to the user characteristics and preferences in order to
attain a healthy weight. The app further provides the person with valuable informa-
tion regarding their physical behavior, energy expenditure and weight loss patterns.
Behavior change and healthy lifestyle promotion is intended through a personal
coaching application which delivers action recommendations and educational facts
upon detection of unhealthy physical conducts. Conversely to other digital health
and wellness systems and platforms, Mining Minds is not only devised to support
regular users or patients but also specialists. Medical experts are facilitated with a
comprehensive tool to inspect users behavior, engagement and satisfaction in a con-
tinuous and retrospective manner. Apart from diverse statistics reporting personal
goals, achievements and physical activity patterns, the tool allows the specialist to
check the specific information and recommendations delivered by the platform to
each particular user. Finally, an intuitive rule authoring tool has also been devel-
oped to enable the creation and management of the health and wellness knowledge
exploited by Mining Minds. The main features and utilities of these applications
and tools are described next.

5.1 Personalized Weight Management App

A poor estimation of calories and activities as well as an unrealistic definition of
milestones represent two of the most common reasons for failure in most weight
loss programs. Accordingly, the main objective of this service is to empower people
in the control of their weight through a continuous track of exercise and energy
consumption and a personalized physical routine promotion to achieve the expendi-
ture goals. Users are initially requested to sign up into the application by entering
their personal information such as demographics -age, gender, weight and height-,
preferences in terms of activities and exercise level -sedentary, moderate or intense-.
All this information is securely stored and processed by the Mining Minds platform
to calculate the user physical state, ideal weight, as well as the calories to be burned
every day, all displayed for simple access on the app main dashboard (Figure 3.a).
The amount of calories burned by the user on the present day is also displayed in
this view. This value is estimated by the platform by analyzing the user activity
patterns. To determine these patterns, Mining Minds elaborates on the acceleration
data measured by the user smartphone, which is timely streamed through WiFi
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or 4G to the platform. To promote the user activity to achieve the daily calorie
goal, exercise recommendations are given in an easy-to-understand manner. The
recommendations contain precise indications on the duration of the activity and its
execution style as well as motivational statements for the sake of encouragement.
The recommended activities, their duration and intensity are personalized to each
individual based on their profile. The evolution of the user actual weight with re-
spect to the planned one is presented in a different frame (Figure 3.b). Here the
user can easily self-report their current weight upon timely request of the platform.
Other supportive features of the application provide the user with statistical anal-
ysis of burned calories and activity patterns (Figure 3.c) and a calendar view of
the user comportment (Figure 3.d), specifically devised to support users in their
self-monitoring and control.

5.2 Physical Lifestyle Coaching App

Behavior change and healthy lifestyle promotion constitute central objectives in
public health interventions. The service defined here explores sophisticated coaching
mechanisms to raise people’s health awareness while inducing wholesome activity
habits, changing unhealthy routines, and educating on healthier physical lifestyles.
To that end the developed application continuously captures the user’s body motion
data registered through the inertial sensors of the smartwatch and smartphone. The
data is then streamed to Mining Minds which processes it to infer the user behavior
and determine potential risk or unhealthy situations. After an unhealthy behav-
ior is detected (e.g., “one hour of continuous sitting”) the platform automatically
generates a personalized physical recommendation or healthy educational fact (e.g.,
“stretch your legs, arms and back”). Recommendations and facts are conveniently
delivered according to the user context and availability, and displayed on the appli-
cation main screen in a timeline view (Figure 4). Both recommendations and facts
are also accompanied by multimedia contents -video, images and audio- to instruct
the user on how to follow them as well as to attract and increase their interest and
understanding. Moreover, users can value the delivered recommendations and facts
according to their experience -“likes” /“dislikes”- and also provide comments on
them -e.g., “I cannot carry out the recommended stretching exercises” or “My back
hurts when I bend my waist”-. This information constitutes a key source of feedback
for experts and Mining Minds itself to realize the comprehensiveness, applicability
and impact of the services delivered by the platform.

5.3 Behavior Inspection Tool

Intelligent monitoring and smart coaching mechanisms are not planned to replace
the role of specialists but rather complement it. In fact, the idea is that not only
patients but also medical experts can benefit from the data, information, knowledge
and services handled by Mining Minds. The expert inspection tool developed here
is particularly devised to facilitate and expedite the task of health and wellness
counseling specialists. The tool (Figure 5) presents in an intuitive yet comprehen-
sive fashion some of the most prominent user-centric information managed by the
platform. On the left side of this expert view the specialist can check the recommen-
dations and facts delivered by Mining Minds to the user, the reason behind these
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suggestions as well as the feedback provided on them. On the right side, diverse
sort of analytics describing the physical achievements of the user, their behavioral
patterns and their rating of recommendations and facts are shown. Energy expen-
diture achievements and physical activity patterns are displayed in a daily, weekly
and monthly basis, thus providing the expert with a detailed view of the user past
and present status. The user feedback analytics is of particular interest to help ex-
perts identify what kind of recommendations and facts are more positively valued
and which ones may not be accepted. The tool is also incorporated with a feature
that allows the specialist to directly communicate with the user through the apps
by sending comments in the form of notifications. By using this tool experts can in
principle deal with more users while reducing the time required for the assessment
of their progresses and evolution.

5.4 Rule Authoring Tool

Health and wellness experts are not only consumers of the services supported by
Mining Minds but also content producers. The creation and management of Min-
ing Minds health and wellness knowledge is handled by the specialists through an
advanced rule authoring tool (Figure 6). This rule authoring tool is an adapted ver-
sion of a prior one first introduced in [39]. The rule authoring tool provides domain
experts with an easy to use dashboard to manage the existing rules, thus making
possible their addition, update or deletion. An intuitive environment is provided for
the creation of new rules and associated meta-information. The rule authoring tool
incorporates a sophisticated physical activity wellness model which incorporates
multiple domain concepts and vocabularies that facilitates the rule creation task.
The tool is also equipped with intellisense technology to expedite the rule creation
process and reduce the chance of errors. After the rule is created, the expert can
simply save it, thus making it available for its use in Mining Minds.

6 Evaluation and Discussion
A preliminary evaluation of the implemented version of the platform and services
is performed here. An important asset of the platform refers to the curation and
persistence of sensory data by DCL. Most health applications delete sensory data
after processing it; however, persisting this information is of worth for generating
datasets that can be used to evolve the knowledge models or learn new ones. To
benchmark DCL capabilities, the accuracy and performance of the platform in the
collection, processing and storage of the sensory data is measured here. To that
end, continuous data service calls over the period of 24 hours are generated and
evaluated. The accuracy is measured by the rate of missing data packets, here
summarized in Table 1. The results show a very low error, 0.06% in average, which
means that practically all the sensory data sent to the platform is safely processed.
The performance, depicted in Figure 7, measures the capacity of the system to
store the data packets into the Intermediate Database. The stress test shows a high
consistency with the increasing usage of the system, which is capable of writing 2.2
requests or packets per second in average, each one composed by 7800 records of
sensory data.

ICL capability of inferring user activities presents important advantages with
respect to other wellness systems, which frequently rely on simple step counting
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for activity tracking. For example, it permits to derive more precisely the user
energy expenditure based on the cost of each performed activity, specially for those
that do not entail any ambulation. To evaluate the potential of the implemented
activity recognition model ten volunteers aging from 23 to 37 years were requested
to perform the supported activities: “walk”, “jog”, “rest”, “ride the bus” and “take
the subway”. The performance of the model is evaluated by comparing both actual
and detected activities. The results, shown in Table 2, prove notable recognition
capabilities, yielding a 94% accuracy in overall, although misclassification of some
activities can be experienced.

A initial user-centric analysis is also performed in terms of adherence to the pro-
vided recommendations. Ten volunteers aging 26 and 38 years were asked to use the
developed applications during a couple of weeks to measure the response time to
recommendations. This time accounts for the period elapsed since the user receives
a recommendation and follows it. The average number of recommendations per day
were 9, ranging from 5 to 14. The subjects response time varied from 1 minute to
1 hour, with average values shown in Table 3. These results may give some clues
about the interest shown in the use of these services, although further analysis, in-
cluding more subjects and longer time spans, is required to obtain solid conclusions
and determine their foundation.

Finally, the effectiveness and usability of the developed expert tools is also as-
sessed. To that end, different aspects of the tools were evaluated by 6 medical
experts -two nutritionists, two fitness instructors and two nurses- from an indepen-
dent health and wellness counseling company from South Korea. The experts were
instructed on how to use the tools and then provided with a set of questionnaires to
evaluate their look and feel, interface layout complexity, time required to access a
given resource or create a new rule, as well as the understandability and correctness
of the concepts and contents facilitated by these tools. The results of the evaluation
prove a satisfaction level greater than 75% in average. The aspects that were more
highly rated correspond to the simple and easy accessibility to the diverse health
and wellness related concepts as well as the organization of the information. For
the behavior inspection tool the experts particularly valued the benefit of having a
user-centric description of the behavioral patterns plus the possibility of identifying
the acceptability of the delivered recommendations through the feedback report.
For the rule authoring tool the specialists especially considered the benefits pro-
vided by the health and wellness models although they were unsatisfied with the
amount of time required to write a given rule.

All these apps and tools have been designed as end-user interfaces to the contents
and services curated by Mining Minds, thus presenting important advantages for
the customers, such as an effective reduction of the resources consumption - mainly
in terms of storage, computation and battery -, no need of regular updates of the
client application, shareability of contents among diverse systems and applications,
as well as a more dynamic and interactive experience. Mining Minds builds on the
assumption that, in the short-term, most mobile devices and systems of the Internet
of Things will be fully and seamlessly connected. However,... Although most trends
predict this, meanwhile temporary local storage and offline data transmission might

be required to overcome current internet disconnections.
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Applications such as the one presented here operate over WiFi and 4G interfaces.
While the use of WiFi presents no economic burden, some users could be concerned
about using their data plans when huge amounts of data need to be transferred. For
example, this application transmits around 500kB/min to communicate the sensory
data to the platform, which translates into approximately 30GB/month when used
nonstop. With the advent of 5G communications, flat-rate data plans are expected
to be a must, and accordingly, help reduce the possible burden for the end-user.
In either case, the use of compressed sensing techniques [49] is particularly envi-
sioned to make the data transmission more efficient. These mechanisms and other
sophisticated strategies are also worth considering to reduce battery consumption,
for example, by interrupting the transmission of sensory data during periods of user

inactivity.

7 Conclusions

This work has presented Mining Minds, a novel digital framework for personalized
healthcare and wellness support. The framework has been neatly designed taking
into account crucial requirements of the digital health and wellness paradigm. This
work has also described a unique architecture defined to provide the necessary
functionality to enable curation and mining of data, information, knowledge and
services for personalized health and wellness support. An initial realization of the
key architectural components, as well as an exemplary application that showcases
some of the benefits provided by Mining Minds, have also been presented. The work
is ongoing to complete the implementation of the devised architecture with new
additional components as well as to evaluate its services on a large scale testbed.
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Table 1: Accuracy of the data curation process
No. of service calls  No. of Missed data packets  Error (%)

30,000 6 0.02
60,000 22 0.04
90,000 39 0.04
120,000 55 0.05
150,000 96 0.06
180,000 308 0.17
Average 0.06

Table 2: Activity recognition performance. Each metric correspond to sensitivity
(SE), specificity (SP), positive predictive value (PPV), negative predictive value
(NPV) and F-score.

Activity SE SP PPV NPV  F-score
Eating 0.89 1.00 0.88 1.00 0.88
Running 097 1.00 0.99 1.00 0.98
Sitting 0.95 098 094 0.98 0.95
Standing 091 099 095 098 0.93
Walking 099 099 098 1.00 0.99
Jogging 0.98 1.00 098 1.00 0.98
Stretching  0.97 099 0.92 1.00 0.94
Sweeping 0.94 1.00 094 1.00 0.94
Lying down 0.90 1.00 0.93 1.00 0.92

Table 3: Average user response time (in minutes) to recommendations

User 1 2 3 4 5 6 7 8 9 10
Avg response time|24.47 34.44 3.42 5.38 40.44 7.21 28.29 13.99 8.56 36.84
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Section 2

Mining Minds Version 2.5
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Mining Minds Platform and Services
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Cold Service Scenario-[2/2]
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Warm Service Scenario-[2/4]
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Warm Service Scenario-[4/4]
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Habituation-MMV2.5
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Personalized Recommendation-Environmental Context
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Descriptive Analytics 2.5
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Mining Minds V2.5 Architecture

Software Engineering Principles

Analysis )
msmm cation) | T2 Agile Software Development Process

Nacian  PcommeRentT || STTTTTI T // """ . C) Task Execution

: Design

:I]] Document as Task Output

Implementation
n Component

Layers Implementation Gy
- Software code as Task Output

Component Testing

' Testing and Integration -’Integration
N ! Component Integration Layer Code [

Layer Testing M

Layer Integration Layer Code W :

MMv2 beta” n M MMv2 Deployment B

42




o

MMv2.5: Architecture

Delivers timely and accurate personalized Service Curation Layer  Supportinglayer
cr d. it dation based on Builder s.:: {M‘J-:::m “lmm ‘Securty and
domain knowledge and users iy | e | i || P [l (el (e il v
preferences/context User Interface. valdator
Knowledge Curation Layer
ExpertDrtven Knowiedge-sharing Interface A eracton
Trackar
SR R e T WE -
. . Anonymizer
Creates and maintains health and wellness Deta-Driven = — o
knowledge using expert-driven and data- Fesur ot arage | Preprcessr | Agune e | Wsleurer Knowisaga Base
driven approaches Foedback Oblvious
Information Curation Layes Anaiysis. b
High Level Context-Awareness s . .
i o e e T BT T =3 faciateslinionn ationitc
the users in the most
gn-Levet comex Buicer (el T ST e P .
i Fascac ||| Aumoriced intuitive manner, in a
] == — ] secure environment
T Anaytics reflecting their personal
re—— s needs and preferences
[p—r— ra— ol foahacs
e Guery Crespn restace.
oos Tanptomanon
‘Sensory Data Pracessng and Guration
—
Pey—
Provides real-time data acquisition from EE e ——
multimodal data sources and its —_— e

persistence using big data technologies. Big Data Tooary Wi | [ Passoes O | [ Aciva o |, )
Context data are mapped for life-logging oy G [ o )| ———— —— T
and personalized predictions from life-log E b Pt

I [

==
MMv2.5: Operation Flow i =

o]
@
=]

Legend

Real-time Heterogenous Data Acquisition
Data-driven & Expert-driven Rules Creation

Push-model Recommendation Generation

Recommendation Request (Pull-madel)

Visualization and Analytics Request -_,‘=‘= ‘-E‘.,’-o
i
=R =R =R =]

Feedback Request

ON N NONCNG)

Mulfimodal Data Sourcas

43



MMv2.5: Distributed Database Model
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https://developers.google.com/fit/overview
http://kr-shealth.samsung.com/websvc/intro/intro.do
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http://www.openmhealth.org/
https://us.noom.com/
MM Master Presentation May 2016 V2.pptx
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CHRUN I[: DISEASE - Testing and Integration 2016
AND WHAT YOU CAN DO T0 PREVENT THEM MM V3.0 Chronic Disease Scenario

’ MM V3.0 - Chronic Disease Scenario ‘

based System Design

MM V3.0 - Chronic Disease Scenario
based System Design

MM V3.0 - Platform Features Evolution
Analysis

MM V3.0 - Chronic Disease Scenario
Requirements Analysis

MM V3.0 - Chronic Disease Scenario
B Finalization
liel Physical Activities and Nutrition based
- MM V2.5 Finalization
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Future Plan: MMv3.0 Roles

Services = AR HAH O] Tarackoss | HE UZsystem | {8 KITECH
Level
Service Curation Layer rPOSTE2LCH %
TQF et =
T
=
=4
Knowledge Curation Layer ®
UTAS 5
Platform 3
Level Information Curation Layer % skt ey
Data Curation Layer ﬂ L 3 o - Uf—;ﬂ"
Infrastructure &7y Bo|ys «_
Leve l S KYUNG HEE UNIVERSITY "’ n I. ;ﬂ 01

Conclusion

Evolution of Mining Minds
platform from V1.0-1.5
(Physical Activities) & V2.0-2.5

Developed the infrastructure
to support current and future

(Physical Activities & Nutrition) V3.0 (Dec 2016) iAo
R
Physical Activity +
Nutrition + Chronic
Disease scenario
Established overall Demonstrated
uniqueness compared to platform-oriented and layer-
similar existing systems wise technical contributions
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Section 3

Mining Minds Features Evolution
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V1. SOAP-based Web services

Challenges and solutions (MMv2.5-DCL)

1. Communication

Performance bottleneck

- Faster Implementation

9
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Challenges and solutions (MMv2.5-DCL)

1. Communication

V1. SOAP-based Web services

V1.5 Sockets + Restful Services > Performance

> Faster Implementation

9
9

Performance bottleneck

Scalability (Blocking Communication)

Smartphone
Client
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raw sen

raw seng
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Challenges and solutions (MMv2.5-DCL)

1. Communication

V1. SOAP-based Web services > Faster Implementation - Performance bottleneck
V1.5 Sockets + Restful Services - Performance - Scalability (Blocking Communication)

V2 Sockets + Restful Services 3 performance - Scalability (Blocking Communication)

Smartphone Kinect Data Curation Information Service Curation Supporting
Client Client Web Service Curation Layer Layer Layer
T T T T 1 1
: } ;: : Intermediate i i
H raw s?nsory data H H Database : :
| I rawsensfry data | 3 | ! !
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Challenges and solutions (MMv2.5-DCL)

1. Communication

V1. SOAP-based Web services -> Faster Implementation = Performance bottleneck
V1.5 Sockets + Restful Services > Performance - Scalability (Blocking Communication)

V2 Sockets + Restful Services 5 performance - Scalability (Blocking Communication)

V2.5 Node js + Restful Services > performance + Non-blocking Communication

profile + low level activities

Multimodal Data Acquisition Information Data Curation Service Curation Supporting
Data sources Service Curation Layer Restful Service Layer Layer

T T T

gy >! i Intermediate 1 | |
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Challenges and solutions (MMv2.5-DCL)

1. Communication

V2.5 Node.js + Restful Services
9
Performance + Non-blocking Communication
S Raw Data buffer(s) Monitor Event
g‘:tzry - Instance
Acquisition Sensory Data Writer
Configurator

Situation Event
Detector

Schema and St Ve Representation Model
Instance Mapper CEEINENIET Selector

Message Query Query
Model Authoring Loader
Data Exporter Data
v
Data Writer
Deployer @ Data "
-Format Hive

Challenges and solutions (MMv2.5-DCL)

2. Big Data + Intermediate DB

V1. Only Intermediate DB - Faster Implementation - Intermediate DB Stress (Performance Bottleneck)

sensory activities, a_ctivities,
profile lifedog.
profile

SOAP Web-service

Object
CRUD Model

raw
sensory
data

Lifedog User
Data Profiles
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Challenges and solutions (MMv2.5-DCL)

2. Big Data + Intermediate DB

V1. Only Intermediate DB - Faster Implementation - Intermediate DB Stress (Performance Bottleneck)

V1.5 Big Data For Sensory Data > Performance - No Analytics on Sensory Data + No Data for Training
Write

EN
SCL
7y

activities,
profile

activities,
lifeHog,
profile

low

Restful Web-service

data activities
Object
CRUD J* model

low
level
activities

sensory data

Lifedog
Data

User
Profiles

Challenges and solutions (MMv2.5-DCL)

2. Big Data + Intermediate DB

V1. Only Intermediate DB - Faster Implementation - Intermediate DB Stress (Performance Bottleneck)

V1.5 Big Data For Sensory Data > Performance - No Analytics on Sensory Data + No Data for Training
Write

V2 Big Data For Sensory Data > Analytics + Data for Training = No Periodic Backups for Life-log data

Read + Write
High Level Context
Context Ontology

low
sensory level
data activities
a

activities,
profile

activities,
life-og,
profile

Restful Web-service

Object
cRUD

low sensory sensory
level data for data for
analytics training

sensory data activities

Lifedog User
Data Profiles
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Challenges and solutions (MMv2.5-DCL)

2. Big Data + Intermediate DB

V1. Only Intermediate DB

V1.5 Big Data For Sensory Data
Write
V2 Big Data For Sensory Data
Read + Write
V2.5 Big Data For Sensory Data
Read + Write + life-log

> Performance

>

raw
sensory

- Faster Implementation

> Analytics + Data for Training + Life-log Backups

- Intermediate DB Stress (Performance Bottleneck)

- No Analytics on Sensory Data + No Data for Training

Analytics + Data for Training = No Periodic Backups for Life-log data

High Level Context
Context Ontology

activities,
profile

activities,

sensory low - lifedog.
data level Restful Web-service profle
activities
DCL Socket CRUD (’?Abjgc]‘
oage

Server low sensory sensory
raw level data for data for
sensory data activities analytics training

Lifedog User
Data Profiles

Challenges and solutions (MMv2.5-DCL)

2. Big Data + Intermediate DB
V2.5 Big Data For Sensory Data
Read + Write + life-log
9

Analytics + Data for Training + Life-log Backups

Data Instance
Acquisition Sensory Data Writer
Synchronizer

Service
Storage Verifier

Monitor Event
Confgurator
Constraints
Configurator
Situation Event
Detector

Schema and
Instance Mapper

Representation Model
Selector

Message
Model

e =
Authoring Loader

Data
Exporter

o e g
Format Hive

Data Exporter

MapReduce

Query

Data Writer
Deployer
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Challenges and solutions (MMv2.5-DCL)

3. Life-log Representation and Mapping

V1. Object Model - Performance - No Inference (No High Level Context in ICL)

raw
sensory
data

raw SOAP Web-service

Object
CRUD J*| Model

activities,
profile

activities,
life-log,
profile

Life-log User
Data Profiles

Challenges and solutions (MMv2.5-DCL)

3. Life-log Representation and Mapping

V1. Object Model - Performance - No Inference (No High Level Context in ICL)
V1.5 Object Model > Performance - No Inference (No High Level Context in ICL)
SCL
A
activities,
profile
raw activities,
sensory low - life-log,
data level Restful Web-service profile

activities

DCL Socket
Server o

raw level
sensory data activities

Object

Life-log User
Data Profiles
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Challenges and solutions (MMv2.5-DCL)

3. Life-log Representation and Mapping

V1. Object Model - Performance - No Inference (No High Level Context in ICL)
V1.5 Object Model > Performance - No Inference (No High Level Context in ICL)
V2.x Object Oriented Life-log + > Performance + Inference

Ontology for High Level
Context at ICL

SCL

High Level Context
Context Ontology

activities, A
ra profile activities,
sensory low ) lifeHog,
data Restful Web-service profile

activities

Object
CRUD J*| Model

sensory sensory
data for data for
sensory data activities analytics training

Lifedog User
Data Profiles

Challenges and solutions (MMv2.5-DCL)

3. Life-log Representation and Mapping

V2.x Object Oriented Life-log +
Ontology for High Level

Context at ICL
9 Sensory || Raw Data buffer(s) Monitor Event
Data Instance Configurator
Acquisition | Sensory Data Writer -
Service Synchronizer Constraints
Configurator
Situation Event
Detector

Performance + Inference

Schema and St Ve Representation Model
Instance Mapper SIEEDVELET Selector

Message Query Query Loader Query
Model Authoring Loader
Data Exporter Data
. Wesecuce
. uery
Data Writer
Deplover || || scan | Schema Data )
Format b2
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Challenges and solutions (MMv2.5-DCL)

4. Life-log Monitoring and Prediction

V1. NA 2> NA - No trigger/situation based recommendations

request activities,

profile

SOAP Web-service

Object

Intermediate Database

Life-log User
Data Profiles

Challenges and solutions (MMv2.5-DCL)

4. Life-log Monitoring and Prediction

V1. NA 2> NA - No trigger/situation based recommendations
V1.5 Life-log Monitoring (LLM) > Trigger-based - Design-time static situations
recommendation
generation
SCL
Y
activities,
profile

Restful Web-service

Wode
CRUD Model] [LLM Static Situations

Intermediate Database

Life-log User
Data Profiles
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Challenges and solutions (MMv2.5-DCL)

4. Life-log Monitoring and Prediction

V1. NA 2> NA - No trigger/situation based recommendations
V1.5 Life-log Monitoring (LLM) > Trigger-based - Design-time static situations
recommendation
generation
V2 Life-log Monitoring (LLM) > Dynamic situations with = Only Physical Activities monitoring

runtime-invocation

SCL

A
context,
profile

Restful Web-service

Object P
CRUD Mo del] [LLM Dynamic Situations

Life-log User
Data Profiles

Challenges and solutions (MMv2.5-DCL)

4. Life-log Monitoring and Prediction

V1. NA 2> NA - No trigger/situation based recommendations
V1.5 Life-log Monitoring (LLM) - Trigger-based recommendation - Design-time static situations

generation
V2 Life-log Monitoring (LLM) - Dynamic situations with - Only Physical Activities monitoring

runtime-invocation
V2.5 Life-log Monitoring (LLM) > Pphysical Activities and Nutrition Based Monitoring

context,
profile

Restful Web-service

Object
CRLY Model] [""M

Dynamic Situations

Life-log User
Data Profiles
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Challenges and solutions (MMv2.5-DCL)

4. Life-log Monitoring and Prediction

V2.5 Life-log Monitoring (LLM)
9
Physical Activities and Nutrition Based Monitoring R e
Acquisition i Constraints
Service Synchronizer
Detector

Schema and St Ve Representation Model
Instance Mapper CECINENIET Selector

Message Query Query
Model Authoring Loader
Data Exporter Data
T Query Hepriedce
Data Writer
Deployer Scan | Schema Data "
-Format Hive

Information Curation

Layer (ICL)

€ Zase & KITEcH PosTECH L (UL B S URMYAH iraracross HE U2 system

ser & Usability system
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Challenges and solutions (MMv2.5-ICL)

1. Human activity recognition (AR)

V1. Smartphone-based AR

- High accuracy

- Only 5 activities

#

Input Adapter Activity Recognizer
3D-ACC + GPS . Feature s
ey Segmentation Extraction Classification

Output
Adapter

Challenges and solutions (MMv2.5-ICL)

1. Human activity recognition (AR)

V1. Smartphone-based AR

V1.5 Smartphone and Wearable-based AR

- High accuracy

- More activities (up to 15)

- Only 5 activities

- Poor recognition performance for
some activities (e.g., “eating”)

Input Adapter Activity Recognizer
3D-ACC + 3D-GYR . Feature

Data Acquisition Segmentation Extraction

3D-ACC + 3D-GYR . Feature

Data Acquisition Segmentation Extraction

Feature Fusion

Classification

Output Adapter
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Challenges and solutions (MMv2.5-ICL)

1. Human activity recognition (AR)

V1. Smartphone-based AR >

V1.5 Smartphone and Wearable-based AR >

V2 Smartphone, Wearable and Video-based AR >
(multisensor fusion)

High accuracy - Only 5 activities

9

Poor recognition performance for
some activities (e.g., “eating”)

More activities (up to 15)

High accuracy with
the support of
different sensor

Confidence level: Medium

u ctivi ecognizer
Input Adapter Activity R
3D-ACC + 3D-GYR + F
. eature e ..
3D-MAG Segmentation — E .~ Classification L
Data Acquisition Xtraction c Joi
.0 a
g
3D-ACC + 3D-GYR + Feature (s <
3D-MAG Segmentation — . — Classification S 5
Data Acquisition Xxtraction 2 2
kS) S
@ (e}
a
3D-POS Skeleton S tati Feature al ificati
Data Acquisition egmentation —| Extraction | classification

Challenges and solutions (MMv2.5-ICL)

1. Human activity recognition (AR)

V1. Smartphone-based AR >

V1.5 Smartphone and Wearable-based AR >

V2 Smartphone, Wearable and Video-based AR >
(multisensor fusion)

V2.5 Smartphone, Wearable and Video-based AR >
(multisensor fusion)

Input Adapter

3D-ACC + 3D-GYR +
3D-MAG
Data Acquisition

3D-ACC + 3D-GYR +
3D-MAG
Data Acquisition

@_,
o

3D-POS Skeleton
Data Acquisition

——— Segmentation —{

~—+ Segmentation —

-+ Segmentation —

High accuracy - Only 5 activities

More activities (up to 15) - Poor recognition performance for
some activities (e.g., “eating”)

High accuracy with = Poor recognition performance for

the support of
different sensor

some activities (e.g., “eating”)

Reduce activities (8) for
high accuracy & detailed
eating motions

Confidence level: Medium

Activity Recognizer

% Classification

— Classification

Feature
Extraction

—

Feature
Extraction

Decision Fusion
Output Adapter

Feature

Brediter W Classification

70




V1. Smartphone-based AR

(multisensor fusion)

(multisensor fusion)

V2 Smartphone, Wearable and Video-based AR >

V2.5 Smartphone, Wearable and Video-based AR >

Low Level Context-Awareness

Challenges and solutions (MMv2.5-ICL)

1. Human activity recognition (AR)

- High accuracy

V1.5 Smartphone and Wearable-based AR - More activities (up to 15)

High accuracy with
the support of
different sensor

eating motions

- . Emotion Location
A D Notifier Notifier
Emoti Locati
E—— motion ocation
Activity Unifier motlor TeE
Inertial Inertial e e e
Position indep. | Position Dep. Activit EfOtion eation
Activity Activity o i
Recognizer | Recognizer
Output Adapter ||| Output Adapter [fJ| Output Adapter Output Adapter Output Adapter
GPsTracking
Feature Feature Feature Feature Feature
Extraction Extraction Extraction Extraction Extraction
Input Adapter Input Adapter Input Adapter Input Adapter Input Adapter
Sensory Data Router

Reduce activities (8) for
high accuracy & detailed

Only 5 activities

Poor recognition performance for
some activities (e.g., “eating”)

Poor recognition performance for
some activities (e.g., “eating”)

Confidence level: Medium

Challenges and solutions (MMv2.5-ICL)

2. Location detection (LD)

V1. (Notimplemented)
V1.5 (Not implemented)

V2 Outdoor location detection

2> ()
2 ()
- Identification of the

user geoposition for
behavior tracking

Confidence level: High

()
()

Input Adapter

Location Detection

GPS

" Data Acquisition

Coordinates
Extraction

Geo-mapping

POI detection

Output
Adapter
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Challenges and solutions (MMv2.5-ICL)

2. Location detection (LD)

V1. (Notimplemented)
V1.5 (Not implemented)

V2 Outdoor location detection

V2.5 Outdoor location detection

® -2
e
)

2 ()
2> ()

- Identification of the
user geoposition for
behavior tracking

= New location can
be added anytime

> ()
2> ()
- Location can only be set at

the stage of user registration

Confidence level: High

Input Adapter

Location Detection

GPS
Data Acquisition

Coordinates
Extraction

—— Geo-mapping

| S

| POI detection ‘—’ Adapter

\ Output

Challenges and solutions (MMv2.5-ICL)

2. Location detection (LD)

V1. (Notimplemented)
V1.5 (Not implemented)

V2 Outdoor location detection

2> ()
2 ()
- Identification of the

user geoposition for
behavior tracking

Low Level Context-Awareness

- . Emotion Location
iy rdiic Notifier Notifier
- .- Emotion Location
Activity Unifier Unifier Unifier
Inertial Inertial Video Audio itioning
Position Indep. | Position Dep. Activity Emotion Location
Activity Activity Recognizer Recognizer Detector
Recognizer Recognizer
Output Adapter Output Adapter Output Adapter Output Adapter Output Adapter
Classificati Classificati Classificati Classificati GPs Tracking
Feature Feature Feature Feature Feature
Extraction Extraction Extraction Extraction Extraction
Input Adapter Input Adapter Input Adapter Input Adapter Input Adapter
Sensory Data Router I

()
()

Confidence level: High
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Challenges and solutions (MMv2.5-ICL)

2. Location detection (LD)

V1. (Notimplemented)
V1.5 (Not implemented)

V2 Outdoor location detection

V2.5 Outdoor location detection

Low Level Context-Awareness

Recognizer | Recognizer | RECCEMizer Recognizer

Output Adapter || Output Adapter ||| Output Adapter (ll| output Adapter

Pu——— Emotion Location
BTy Notifier Notifier
» Emotion Location
Activity Unifier Unifier Unifier
—

oginertial | inertial Video Audio wa

osition Indep. | Position Dep. o 0 5
o P Activity Emotion Location

Detector

Output Adapter

GPsTracking

Feature
Extraction

input Adapter || input Adapter | Input Adapter Input Adapter

Input Adapter

Sensory Data Router

— 1

2 ()
2> ()

- Identification of the
user geoposition for
behavior tracking

= New location can
be added anytime

> ()
2> ()

- Location can only be set at
the stage of user registration

Confidence level: High

Challenges and solutions (MMv2.5-ICL)

3. Emotion Recognition (ER)

V1. (Notimplemented)

V1.5 (Not implemented)

V2 Audio-based ER

2> ()

2> ()

- Identification of the
user emotional

states for a holistic Confidence Ievel:

description of the

people behavior Low-Medium

Input Adapter

Activity Recognizer

N Audio (phone-calls)
Data Acquisition

Segmentation

Feature

| E—|

Extraction

Output
Classification Adapter
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Challenges and solutions (MMv2.5-ICL)

3. Emotion Recognition (ER)

V1. (Notimplemented)

V1.5 (Not implemented)

V2 Audio-based ER

Low Level Context-Awareness
Emotion I.ocatfi_on

2 ()

2> ()

- Identification of the

Activity Notifier Notifier Notifier
e o Emotion Location
Activity Unifier Unifier Unifier
Inertial Inertial Video Audio itioning|
Position Indep. | Position Dep. Activity Emotion Location
Activity Activity Recognizer Recognizer Detector
Recognizer Recognizer
Output Adapter || Output Adapter ||| Output adapter |l Output adapter || output Adapter
Classificati Classificati Classificati Classificati GPS Tracking
Feature Feature Feature Feature Feature
Extraction Extraction Extraction Extraction Extraction
Input Adapter Input Adapter Input Adapter Input Adapter Input Adapter
e

Sensory Data Router

user emotional
states for a holistic
description of the
people behavior

Confidence level:
Low-Medium

Challenges and solutions (MMv2.5-ICL)
4. High-Level Context Awareness (HLCA)

V1. (Not considered)

V1.5 (Not considered)

V2 High-Level Context Inference

V2.5 High-Level Context Inference

High Level Context-Awareness
h. Motifier

High-Level Contaxt Ressoner

Context Classfies

Cantext Vesifier

High-Level Contaxt Bulldar

SR

Emotion Locati
Activity Notifier Hotitiar ontier
—
Activity Unifier Ster Seier
—
Inectial Inertial - o
Positionindep.| PositionDes. | aciiiey gmotion Location
Recognizer Recognizer T e C

>

9
9
9

()
()

Enrichment of the user behavior description.

Physical Activity based services.

Enrichment of the user behavior description.
Nutrient based services.
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Knowledge Curation Layer

(KCL)

@ zagan IR POTTn RQUE TR s AR A

User & Usability system

B Y
Scope of Knowledge Curation Layer: Rule Creation Paths

1
Algorithm Selection || Data-Driven

Guidelines Structured | ~
Knowledge

1
R (1 S
_______________________ Knowledge Descriptive Unstructured
Acquisition Editor Knowledge (CNL)
Rule Base Cornerstone
Case Base

-

' Direct Rules Creation
e Rules creation from Guidelines
e Rules creation from domain data

0 Rules creation from unstructured resources

nnnnnnnnnnnnnnnnnn
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e
Knowledge Curation Layer Architecture

Data-Driven Expert-Driven

Feature Model Manager Preprocessor

Uifelog Schema [ Feature
Loader Model

Knowledge Acquisition Tool
\ifelog Data Missing Value ] Domain Model Manager Rule Editor Guideline Manager
Loader Handler Outlfer Handler Model
Model Creator lodel Relationship
P Node Handler i

Model Updation 7
Query Configuration - ftecss ll
Loader Meta Model Guideline
Model Loader Transformation Meta Mode
Intelli-sense

Algorithm Selector Model Learner Manager —
Guideline ]

Guideline (
— e

A
Data

101831 3jny

New Problem
Meta-features
Computation

Algorithm Rule Learning Case Authoring Probabilstic
Selection Modeling [T —

Manager

—

Knowledge Transformation Bridge

Rule Transformation R
Bridge

Knowledge Base
Index Rule Base KB
Based Rules

Model Translator,| Knowledge Sharing Interface

—
— Situation Event Sharil Rules Index Shari
—tond || Classification Model et T ules Index Sharing
Model Conformance

Dynamic Algorithm Selection Model Creator

Datasets Meta-features ML Algorithms
—— Computation Evaluation ~
Al Algorithm
Meta features-algorithm Algorithm Selection Selection

Alignment Training Dataset Model

Algorithm Selection Model Creation

Challenges and solutions (MMv2.5-KCL)

1. Expert Driven Knowledge Acquisition

V1. (Not considered) 2> () > ()

* No Validation
V1.5: Expert base knowledge (Path-I) - Rule base KA > +  No SCL direct Integration

Expert-Driven
@’. Knowledge Acquisition Tool
. Domain Model Rule ey
L LosaL

Expert Manager

——
Wellness
Model
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Challenges and solutions (MMv2.5-KCL)

1. Expert Driven Knowledge Acquisition

V1. (Not considered) 2> () > () > 0

* No Validation

V1.5: Expert base knowledge (Path-I) =~ Rule base KA >  No SCL direct Integration > 0

V2.0: Rule Editor(Path-1) > °FaciIiFate expert for knowledge 0 _ * Creation without
creation validation

Knowledge Acquisition Tool

E ain Model N I Guideline
Domain Manager Manager

Expert

L.

oD Confidence level:

scL | i
\ ) Low-Medium

¥
Knowledge Maintenance

Knowledge Builder Input Case Loader Case Inferencing
— v
Knowledgebase T
Production Rules

Challenges and solutions (MMv2.5-KCL)

1. Expert Driven Knowledge Acquisition

V1. (Not considered) 2> () > () > 0

* No Validation

. . - Rule base KA
V1.5: Expert base knowledge (Path-I) ule base > « No SCL direct Integration > ()

V2.0: Rule Editor(Path-1) > * Facilitate expert for knowledge > 0 5 Creation without
creation validation
« Facilitate expert for knowledge
V2.5: Rule Editor with validation (Path-I) > creation and validation > 0) > *Domain model
Domain Model Manager «Facilitate expert to create domain Creation without
validation
& .
Guideline
Domain > Manager
Expert v = Confidence level:

Knowledge Transformation Bridge SCL ‘ .
Low-Medium
v
Knowledge Builder

Knowledge Maintenance
e V —

Input Case Loader Case Inferencing
Knowledgebase

Production Rules
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Challenges and solutions (MMv2.5-KCL)

1. Expert Driven Knowledge Acquisition

V1. (Not considered) 2> () > ()

> ()
* No Validation
H - - Ruleb KA
V1.5: Expert base knowledge (Path-I) ule base > « No SCL direct Integration N 0
V2.0: Situation Handling - J *Situation Definition

* Situation based rules creation > 0

V2.5: Situation sharing with DCL > *DCL will monitor situation in lifelog > ()

Knowledge Acquisition Tool

Domain Model ) Rule Guideline
Manager Editor | Manager

Domain

-> « Common format
definition

> * Common format

definition

Confidence level:
Low-Medium

Expert g y
. ~
seL : SCL |
S Knowledge Maintenance
-
Challenges and solutions (MMv2.5-KCL)
2. Data Driven Knowledge Acquisition
V1: (Not considered) 2> 0 > 0 N 0 o
>0 > 0 > 0

V1.5: (Not considered)

V2.0: Creating classification model using = *DTs from lifelog data

life log data (Path-I11)

@,

i

A

Feature Model - ~
Preprocessor
Manager

Dynamic Algorithm Selection
Model Creator

Model Learner
Machine Learning Algorithms Classification
Model

e

*Overall accuracy depends
on available data
* Big data handling

Confidence level:
Low-Medium
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Challenges and solutions (MMv2.5-KCL)

2. Data Driven Knowledge Acquisition

MM Version Benefits Limitations Challenges
V1: (Not considered 2> 0 > 0

(Not considered) > 0
V1.5: (Not considered) > () > () > ()

i ificati i * Overall accuracy depends
V2.0: Creating classification model using {, DTs from lifelo :
g data >
life log data (Path-Iil) > > 0 on available data

* Big data handling
V2.5: Creating classification model using * Accurate Algorithm Selection

. X * Algorithm selection accurac
automatic algorithm selection (Path-ll) > | *DTs conformance with domain expert > 0 > & - Y
* Rule extraction from model
-
%\
J\t\@;( EC/ Fea’\tﬂl:r:’!r\:;del Preprocessor Algorithm Selector

Confidence level:
Low-Medium
Automatic Algorithm Selection

Model Creator ModelLearner

Machine Learning Algorithms Model Translator

Knowledge Acquisition Tool

Service Curation Layer

KITECH
@ﬁﬂf&ﬂg E'Eutmag?g e S U2 system

User & Usability system
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MMv2.5-SCL Architecture

Service Curation Layer

: e i h
Service Recommendation Manager
Orchestrator e N\
R dation Id / Recommendation Interpreter
Lifelog Data loading Interface " Context Interpreter ||  Content Interpreter
Input/output [ Data Fetcher |
Adapter F "
‘ Data Transformer H Utility Library ‘ Context Selector ‘ ‘ Content Filterer ‘
Knowledge Loading Interface ‘ Context Interpreter ‘ SNS Trends Identifier
. L\ )N\
Rules L¢ Y .
‘ i et ‘ Data Manager ) Explanation Manager
Event Handler p N -
) Rule-based Reasoning ‘ Data Fetcher ‘ Explanation Generator
‘ Pattern Matcher ‘ b < P J
( N ( 3 i Education Support ‘
‘ Conflict Resolver H Result Generator ‘ \‘ Data Preparation ‘ ‘7""
I\ J

Challenges and solutions (MMv2.5-SCL)

1. Reasoning

Benefit Limitation
o e ey 5 (1 G [ e
i personalization :
(Reasoner and Predictor) ‘ 3. No Automatic Rules Retrieval
_ 4. Handcrafted Rules (not scalable)

pCL (st

* Profile
*  Activity
Service
Curation Layer | Ressonerand ©
) Predictor Ly : \‘
| Multi-levelRBR |1 ‘ Recommendation ‘
Y /,/: )
i Rules
Request| SOAP Web- | iy

service
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Challenges and solutions (MMv2.5-SCL)

1. Reasoning

Benefit Limitation
. Jil Granular 1. Less flexible
V1. Rule-based Reas'onlng > ‘1 ’ lizati > 2. Service and Data Management
(Reasoner and Predictor) - personaiization 3. Handcrafted Rules (not scalable)
4. No Automatic Rules Retrieval
"71. Flexibility -
V1.5. Rule-based Reasoning > J2. Improved data & > 1. Partial Automatic Rules (authoring tool)
(Recommendation Builder) ‘ service communication 2. No Unlfle_d_lnterface with KCL
- Low precision
Dc" * Preferences
c Profile * Interests
'% *  Activity
2
E Service Curation Layer
S P N 1
& ‘ Service ‘ E n | N
Orchestrator | L i Recommendation
d Data Loading Interface i+ Interpreter
|
Request ‘EW‘ E RBR Framework o g
PR 1

service

Rules

e

Challenges and solutions (MMv2.5-SCL)

1. Reasoning

service

Restful Web-

Rule-based Reasoner
I —
Knowledge loading

Benefit Limitation
. J’ 1. Less flexible
V1. Rule-based Reasoning 2> 1. Granular > 2. Service and Data Management
(Reasoner and Predictor) L personalization 3. Handcrafted Rules (not scalable)
- 4. No Automatic Rules Retrieval
V1.5. Rule-based Reasoning > [ 1.  Flexibility >
(Recommendatlon Bu”der) 2 Improveq da-ta & service 1. Partial Automatic Rules (authoring tool)
_ communication 2. No Unified Interface with KCL
1. Preciseness -~
V2.RBR [ i Challenges:
. . - 2. Scalability > o
(Recommendation Builder) 3 Unified knowledse interf 1. Interfacing with KCL
o nified knowledge Interface 2.  Design & development of extensible reasoning
L. — framework
V2.5 RBR forward chaining & N [ 1. Accuracy -
conflict resolution ‘l 2. Non-conflicting N Challenges:
(Recommendation Builder) - _ recommendation 1. Rules Conflicts resolution
= DCL - Profile « Ppreferences -
S * Activitys Interests
]
3
g Service Curation Layqskw;-\-,
£ . i v N
g | Service J E Builder E Recommendation
= ‘\ Orchestrator | Dataloadinglnterface |\ Interpreter J
| f
Request | f i
il Ji
i |
i

o Interface
= >
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Challenges and solutions (MMv2.5-SCL)

2. Interpretation and Explanation

Benefit Limitation
V1. Content Filtration > J * Preference-based > ( 1. Lack of understandability
(Recommendation Manager) L Personalization 2. No context interpretation
\L 3. No explanation
* Profile DCL « Preferences -
*  Activity * Interests
Service N ~
Curation Layer and | | dation )
Predictor : Manager
Multi-level RBR ‘ { Soment /!
Rules

Request| SOAP Web- |
service

o

Challenges and solutions (MMv2.5-SCL)

2. Interpretation and Explanation

Benefit Limitation
V1. Content Filtration > J 1. Preference-based > 1. Lack of understandability
(Recommendation Manager) ‘ Personalization 2. No context interpretation
3. No explanation
V15, Context Int ot ~ 1. Understandable
.5. Context Interpretation . o . .
(Recommendation Fljnter reter) 2. Contextually (time- > 1. Limited and static explanation
i )
P based) interpreted reco
DCL * User context
< * Profile * Preferences * Schedule
2 * Activity ¢ Interests
2
‘é Service Curation Layer
§ T A
3 ( Service ‘ Recommendation ! Recommendation |
§ Orchestrator Builder J Interpreter i
Data Loading Interface i Intecroprl::::tion 3
Request ( Flexible RBR Framework il ContentFiltration 3

Restful Web- ‘

service
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Challenges and solutions (MMv2.5-SCL)

2. Interpretation and Explanation

Benefit Limitation
V1.0 Content Filtration > | 1. Preference-based S 1.  Lack of understandability
(Recommendation Manager) B Personalization 2. No context interpretation
3. No explanation
. 7 1. Understandable . )
V1.5. Context Interpretation 2> . > [ 1. Limited explanation
X 2. Contextually (time-based) X )
(Recommendation Interpreter) interpreted rec "] 2. static explanation
. 1. Situation-aware Challenges: .
V2.0 Explanation > Explanation EN 1. Cross-Context Interpretations
2. Education Support 2. Dynamic Explanations
=- DCL - rrofile « Preferences + Schedule
2 * Activitys Interests * Context
]
3
2 q .
§ Service Curation Layer/ . (oo s
_ lv ( ]
Q ( Service \1 Builder i Interpreter
= Orchestrator Data Lnadlni Interface f CD"tEXt_
il Interpretation
i
Request | s [ S - E Content Filtration
‘ Restful Web- ‘ Unified Knowledge f Explanation
service - :\ Manager A
. N J

Rules/Cases

KCL

Challenges and solutions (MMv2.5-SCL)

2. Interpretation and Explanation

Benefit Limitation
V1.0 Content Filtration > J 1. Preference-based > 1. Lack of understandability
(Recommendation Manager) 17 Personalization 2. No context interpretation
3. No explanation
. i 1. Understandable - .
V1.5. Context Interpretation > ) 1. Limited explanation
X 2. Contextually (time-based) R .
(Recommendation Interpreter) interpreted rec 2. Static explanation
. 1. Situation-aware Challenges: .
V2.0 Explanation > Explanation AN 1. Cross-Context Interpretations
V2.5 Social Trends l 2. Education Support _2. Dynamic Explanations
~ 3. Social Trends
- DCL |- Profile « Ppreferences * Schedule
2 * Activitys Interests * Context
]
3
2 q .
g Service Curation Layer/ ; L pmmmmssimamanac -
—_— ( \
§ L Service J Builder i Interpreter
= ochema J | S | e
b Interpretation
|
Request | et | ContentFiltration
‘ Restful Web- ‘ Unified Knowledge | Explanation
service \ :\ Manager y

>
Rules/Cases

KCL
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Challenges and solutions (MMv2.5-SCL)

3. Services Scope and Types

* V1. Physical Activity Recommendations

(Calories Based)

+ Profile -

Benefit

User encouragement
for phy. activity rec.
using goal and award-
based services

BN 1.

Services

Limitation

Less practical in
terms of user
understandability

« Preferences

*  Activity * Interests
Personalized Exercise Encouragement
Service | 1 as=====¥————o==C ' Recommendation
. Reasonerand || | Recommendation
Curation Layer. ) f
Yy ) Predictor g Manager Goal Recommendations

o . ! Content

' |

: Multi-level RBR E Filtration

bbbl S Weight Status Recommendation

Rules

Request| soAP Web-
service

Awards-based Motivations

Challenges and solutions (

3. Services Scope and Types

* V1. Physical Activity Recommendations
(Calories Based)

* V1.5 Physical Activity Recommendations
and Educational Facts

MMv2.5-SCL)

- Benefit
1. User encouragement for 1.
phy. activity rec. using goal >
- and award-based services

( 1. Physical actv. rec 1
‘L 2. Avoiding abnormal > 2.

sedentary behaviors

* User context

Limitation

Less practical in
terms of user
understandability

Static situation handling
Limited context-awareness

< « Profile * Preferences « Schedule .
S + Activity * Interests Services
B
<
5 " L . Personalized Exercise
g Service Curation Layer Encouragement Recommend:
s/ % 0 z=======f-------_ T
& ( Service ;
Orchestrator Builder Interpreter

'
i

"

Data Loading Interface H
"

RBR Framework J:
'

Interpretation
Content Filtration

Request
q Restful Web-
service
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Challenges and solutions (MMv2.5-SCL)

3. Services Scope and Types

e V1. Physical Activity Recommendations
(Calories Based)

and Educational Facts

* V2.0 Physical Activity Recommendations
and Educational Facts >

* V2.5 Nutrition Recommendations

1.
EN
¢ V1.5 Physical Activity Recommendations > {1,
2.
1.
2
3
4

Benefit

User encouragement for phy.
activity rec. using goal and
award-based services

Avoiding abnormal
sedentary behaviors
User education

Avoiding abnormal sedentary
behaviors

User education
Food-integrated phy. act.
Recommendations

Social Trends

« Preferences '+ Schedule

Limitation

1. Less practical in
> terms of user

understandability

N 1. Static situation handling
2. Limited context-awareness

Challenges:
1. Increased Service
> dependencies management
2. Integration of food and
physical activity services
Services

Personalized Exercise Encouragement
________________ Recommendation

c
-‘% « Lifelog * Interests + Context
<
g Service Curation Layer--------~—-~ - - .
| q y
£ Il [
§ Service Builder i
= Orchestrator _ :
|
i
equest |
i
i
l

User Education

i
Interpreter t Healthy Habits Inducti
N Nutriti ervices with Social Trends

st Q KITECH POSTECH
@' ﬁﬂiﬁm&;‘# BERBaIEaRY Tyl
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Challenges and solutions (MMv2.5-SL)

1. User Interface and User Experience

V1. User Interfaces - Services User Interface -  Static Ul

Supporting Layer

) (2 il & 27 11:09

= Weight Management Service

Current Weight Target Weight
e User interfaces for 69.5x 66.36xs
Calories based Weight /
Management Scenario

RecouNENOES CaLomes mTARE/SAY EALORIS 70 BN FOR TOBAYS GoAL

User Interface

2521 298 § 564
* Admin view for Life-log,user profile, user authentication,
monitoring the recommendations update profile
activities of the users DCL

and system
¥ [ SOAP Web Service ]

Life-log User
Data Profiles

Challenges and solutions (MMv2.5-SL)

1. User Interface and User Experience

V1. User Interfaces - Services User Interface -  Static Ul
V1.5 User Interfaces + Feedback > Services User Interface > Static Ul Supporting Layer

T4l 1261

User Interface

* User interfaces for Application Layer

educational and facts
based Weight
Management Scenario
user authentication,

user feedback,
update profile

Life-log,user profile,
recommendations

DCL

* Expert view for
monitoring user
behavior and feedback
provision

[ Restful Web Service ]

Life-log User
Data Profiles
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Challenges and solutions (MMv2.5-SL)

1. User Interface and User Experience

V1. User Interfaces - Services User Interface

V1.5 User Interfaces + Feedback > Services User Interface

V2 Adaptive Ul + User Experience - Adaptive Ul based on UX

Tl 1261

* User interfaces for
weight management
scenario

* Adaptive User Interface
based on user profile,
device and

Welcome.

- Static Ul
- Static Ul

Supporting Layer

Adaptive UI User Experience

Application Layer UX Measurement

Adaptation Layer

Performance Metrics

Modeling Layer

Life-log,user profile, update profile

recommendations

DCL
[ Restful Web Service ]

!
e

Life-log User
Data Profiles

Challenges and solutions (MMv2.5-SL)

1. User Interface and User Experience

V1. User Interfaces - Services User Interface

V1.5 User Interfaces + Feedback - Services User Interface

V2 Adaptive Ul + User behavior analytics - Adaptive Ul based on UX

V2.5 Adaptive Ul + User Experience

e User experience
guantification based on
user behavior data along
with self-reported data

* User feedback collection
and its data analysis

e Evaluation of user
experience

- User Experience Quantifications

- Static Ul
- Static Ul

- User Experience Quantification

Supporting Layer

Adap User Experience
Application Layer UX Measurement

Adaptation Layer User Satisfaction Model ]

Modeling Layer Personalized Info Evolution

Life-log,user profile,
recommendations

DCL

update profile

Restful Web Service
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Challenges and solutions (MMv2.5-SL)

1. User Interface and User Experience

MMV10&V15 MMV 2.0

V1. User Interfaces - Services User Interface >  Static Adaptive Ul User Experience

UX Measurement
V2 Adaptive Ul + User Experience =  AdaptiveUl based on UX - User Experience

Quantification
V2.5 Adaptive Ul + User Experience - User Experience Quantifications Intermediate Data MMV 2.5
User Satisfaction

Personal
Evoluti

V1.5 User Interfaces + Feedback > Services User Interface > Static

Adaptation Layer

UI/UX Authoring Tool Analytics Security and Privacy

Application Layer
de yer

Feedback Manager

Challenges and solutions (MMv2.5-SL)

2. Analytics

V1. Admin View System usage visualization Not intuitive and performance inefficient
and data correlation due to high volume in Intermediate DB
between layers

Supporting Layer

* Admin view for monitoring work Visualization
flow and trigger points of the
sensory data

Query Creation Interface

* System Usage only from m DCL
intermediate data base SN T

Data Store Interface
- Life-l User
[ Soap Web Service ]

request data

System Usage flow, Real time view |
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Challenges and solutions (MMv2.5-SL)

2. Analytics
V1. Admin View —> System usage visualization - Not intuitive and performance inefficient
and data correlation due to high volume in Intermediate DB
between layers
V1.5 Expert View > Users feedback, activities - Limited features due to intermediate
and system usage data schema and size
visualization

Supporting Layer
Visualization
* Expert view for visualizing user
activities and feedback for
recommendations

Query Creation Interface

DCL

Life-log Us:e 7
Data Profiles
request data J

A Restful Web Service ]

» System Usage only from intermediate
data base

Data Store Interface

activities, lifelog, user profile |

Challenges and solutions (MMv2.5-SL)

2. Analytics
V1. Admin View —> System usage visualization - Not intuitive and performance inefficient
and data correlation due to high volume in Intermediate DB
between layers
V1.5 Expert View > Users feedback, activities - Limited features due to intermediate
and system usage data schema and size
. . visualization Supporting Layer
V2 Big data analytics U feedback A d
—> Users feedback, activities an Analytics
facts analytics.
Insights into big data from Ve
sensory data from system :
usage perspective. LN

Model

* Analytics based on statistics, clustering
and association

* Insights from the big data repository and
communication between both
repositories

* Query library for the big data repository
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Challenges and solutions (MMv2.5-SL)

2. Analytics

V1. Admin View - System usage visualization and data

correlation between layers

Users feedback, activities and
system usage visualization

V1.5 Expert View
and size
Users feedback, activities and facts

analytics.
Insights into big data from sensory data
from system usage perspective.

V2 Big data analytics

V2.5 Big data/SNS analytics "
SNS trends for food, Users nutrition

trends, activities and facts analytics.
SNS trends for users and experts.

Nutrition trends and analytics for expert panel and user
through service curation layer

SNS gateway for SNS trends

Analytics based on statistics, clustering and association

Insights from the big data repository and communication
between both repositories

Query library for the big data repository

- Not intuitive and performance inefficient due to high
volume in Intermediate DB

> Limited features due to intermediate data schema

- No SNS for experts and for users and analytics limited to activity data

Supporting Layer
Analytics

PEIERY
Model

Query Creation Interface

Data Store Interface

W

Trend Analyzer

Model Transformation

Challenges and solutions (MMv2.5-SL)
2. Analytics

- Not intuitive and performance inefficient
due to high volume in Intermediate DB

>

System usage visualization and data
correlation between layers

V1. Admin View

- Limited features due to intermediate data

V1.5 Expert View >  Users feedback, activities and system
usage visualization schema and size
V2 Big data analytics > Users feedback, activities and facts > No SN for experts and for users and

analytics.
Insights into big data from sensory data
from system usage perspective.

analytics limited to activity data

SNS trends for food, Users nutrition trends, activities and
facts analytics. SNS trends for users and experts.

V2.5 Big data analytics >

MMV 2.0
MMV 1.0&V15

Visualization Enabler

Trend Analyzer

Model

ery Creatio
Interface
ta Store Interface

Big Data

-
IS}
3
3

MMV 2.5

Intermediate Data SNS Connector

UI/UX Authoring Tool Analytics

Feedback Manager

Security and Privacy
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Challenges and solutions (MMv2.5-SL)

3. Security

V1.0 Expert View Authentication - User Authentication > Lacking encrypted data storage

DCL
|./| [ Restful Web Service ]
- User Authentication Authentication Response

Supporting Layer

(security and Privacy)

Challenges and solutions (MMv2.5-SL)

3. Security
V1.0 Expert View Authentication User Authentication Lacking encrypted data storage
V1.5 Secure data storage - Acquisition of data security -  No secure communication between

through encryption databases and mobile application

Encryption/ decryption

User Authentication Authentication Response

Supporting Layer
(security and Privacy)

Encryption /
decryption
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Challenges and solutions (MMv2.5-SL)

3. Security

V1.0 Expert View Authentication User Authentication

V1.5 Secure data storage Acquisition of data security
through encryption

V2.0 Communication between >
user application and data
repositories

for secure communication.

Restful Web Service ]

Authentication Response

L

(SO User Authentication
Message dispatch

Supporting Layer
(security and Privacy)

Encryption / Y
decryption

Replay Detection implementation

authentication

Lacking encrypted data storage

No secure communication between
databases and mobile application

Missing security for the modified
replay attack (man in the middle)

Message

Challenges and solutions (MMv2.5-SL)

3. Security

V1.0 Expert View Authentication User Authentication

V1.5 Secure data storage Acquisition of data security
through encryption

V2.0 Communication between
user application and data
repositories

Replay Detection implementation
for secure communication.

V2.5 replay attack with modified - Detection of modified messages

information i.e., man in the

middle attack using message
d |ge st Encryption/ decryption

Restful Web Service ]

! User Authentication Authentication Response

Message dispatch
Supporting Layer
(security and Privacy)

Encryption /
decryption

Resilience against the inference attack

authentication

Lacking encrypted data storage

No secure communication between
databases and mobile application

Missing security for the modified
replay attack (man in the middle)

> Missing security for the modified
replay attack (man in the middle)

@
- Domain expert

Message
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Introduction

MMv2.5 is the 4rth significant integration for Mining Minds Platform, constituting upon
the duration of 6 months, i.e., (Dec 2015 — May 2016). MMv2.5 utilizes the analysis,
design and implementation efforts of previous versions, i.e., MMv1.0, MMv1.5, MMv2.0,
and MMv2.5, for its benefit and builds on the top of already identified layered
abstractions and primary components. The overall architecture of MMv2.5 is similar to
previous iterations; however, components have been added to incorporate newer
requirements.

At Data level, Data Curation Layer of MMv2.5 (DCL 2.5), is incorporating not only
activity data from smartphone and smartwatch but also acquiring video stream from a
camera, making the data input more heterogeneous per user. Furthermore, to support
nutrition based data, DCL 2.5 also incorporates the acquisition of images of meals with
tags. This data acquisition is purely in real-time with asynchronous, non-blocking
communication from the data source to the DCL 2.5. Moreover, acquired data is
monitored in real-time for user-based anomaly detection; thus contributing to push-
based services of MMv2.5. DCL 2.5 is also providing the read access to sensory data
persisted in big data storage for data-driven knowledge acquisition, descriptive analytics,
and visualization.

At Information level, Information Curation Layer of MMV2 (ICL 2), is incorporating new
low-level context awareness mechanisms for the identification of the user location,
emotion apart from their physical activities. Moreover, this version also includes high-
level context awareness for a reliable and comprehensive determination of the user’s
context. The communication between DCL 2 and ICL 2 has also been updated in MMV2
as a buffer is introduced between DCL 2 and ICL 2 for incoming sensory data, such that
ICL 2 is not stressed by strong influx of data from DCL 2. Furthermore, ICL 2 only
communicates with DCL 2 in response when the context of the user changes, reducing
the communication overhead.

Knowledge curation, introduced in MMv1.5 is evolved in MMv2.5 as Knowledge
Curation Layer (KCL 2.5). For data driven knowledge acquisition, this layer now
incorporates features selection, data preprocessing, and creation of classification model
directly from the data persisted as life-log in the big data storage. After model creation, it
extracts the rules from model and shares them with domain expert to conform each
extracted rule. For expert driven knowledge acquisition, KCL 2.5 provides production
rules for service curation components and derive situations to be hosted at DCL 2.5 and
serviced at high-level service curation. Additionally, this version implements the
knowledge base validation for duplication and conflict of new rules with existing rules.
Furthermore, KCL 2.5 facilitates the experts to create and maintain the wellness model
using a user-friendly interface.
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At service level, Service Curation Layer (SCL 2.5) is dealing with service request
handling, recommendation generation, recommendation interpretations, and service
response delivering. It receives service requests from service requester directly or
through a trigger based on the events identified in life-log of a user, SCL 2.5 builds the
recommendations based on user profile, life-log data, and production rules. Based on
the context, user characteristics, and environment variables, the recommendation are
interpreted, explained, extended with nutrition related social trends and are delivered to
the Supporting Layer i.e. SL 2.5 in order to serve the service requester.

Supporting layer (SL 2.5) deals with providing services to every other layer of MMv2.5.
It is responsible to provide personalized recommendations, trend analytics through
adaptive user interface with added services of privacy and security. The user
experience is quantified to give the user better experience and to evolve the mobile
application. SL 2.5 provides security services for securing the communication among
different layers in MMv2.5. SL 2.5 handles the recommendations from SCL 2.5 and
stores the feedback of the user in DCL 2.5. Also, for analysis of the data stored as big
data, SL 2.5 provides services of analytics by communicating with DCL 2.5. The
timeline of all the individual users can be seen with nutrition and physical activity trends
in the expert view. Different analytics and user behavior pattern is highlighted. The
trends and analytics are shown for grouped users with similar traits and also according
to the expert query.

This document provides requirement specifications for MMv2.5 with high-level use
cases, sequence, and collaboration diagrams for the implemented platform.
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Abstract Architecture

Service API

Service Curation Layer

ERecommendation Manager] [ Recommendation Interpreter }[Service Orchastrator]

Information Curation Layer

High Level Context-Awareness

Low Level Context-Awareness

Multimodal Data Source
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Functional Requirements (FR)

FR ID#
MM-FR-01

MM-FR-02

MM-FR-03

MM-FR-04
MM-FR-05

MM-FR-06

MM-FR-07

MM-FR-08

MM-FR-09

MM-FR-10

MM-FR-11
MM-FR-12
MM-FR-13

MM-FR-14

MM-FR-15

MM-FR-16

Description

The platform shall read the raw sensory data of the user from
his/her data source

The platform shall provide permanent persistence to the user
generated raw sensory data

The platform shall provide raw sensory data for context
determination of the user

The platform shall maintain user profile data

The platform shall maintain user timeline as a life-log of daily
behaviors

The platform shall provide read, write, delete, and update access
to the subscribers of life-log data

The platform shall provide read access to the subscribers of raw
sensory data

The platform shall monitor the life-log of a user for notify-able
situations

The platform shall persist user feedback regarding generated
recommendations and identified context

The platform shall provide each low-level context recognizer with
the appropriate raw sensory data for recognition

The platform shall identify the user’s low-level context
The platform shall identify the user’s high-level context

The platform shall provide low-level context information for the
generation of the life-log

The platform shall provide high-level context information for the
generation of the life-log

The data-driven knowledge acquisition shall know schema detail
of life-log and user profile data in order to load the data and
extract feature model

The data-driven knowledge acquisition shall load all related life log
and user profile data according to feature model. The loaded life
log and user profile data will be used for classification model
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MM-FR-17

MM-FR-18

MM-FR-19

MM-FR-20

MM-FR-21

MM-FR-23

MM-FR-24

MM-FR-25

MM-FR-26

MM-FR-27

MM-FR-28

MM-FR-29

creation

The expert-driven knowledge acquisition shall share the
production rules for enabling recommendation services

The expert-driven environment shall create “Situations” and share
its configuration and its associated rules for monitoring and
handling it

The platform shall receive the service request from user
application, third party application, or mining mind platform
generated events

The platform shall retrieve data from intermediate database (user
profile, life-log, and environmental variables)

The platform shall retrieve production knowledge from knowledge
base

The platform shall deliver the results to the service requester and
to corresponding layer of mining mind for persistence

The platform shall read and display the recommendations
generated according to user capabilities, context of use, and
device characteristics

The platform shall retrieve the user profile information, context of
use and device information for adaptation of the user interface

The platform shall collect the user data such as user feedback and
user observational data for the enhancement of user interface

The platform shall utilize the user profile data, life-log and raw
sensory data for analytics

The platform shall persist nutrition data for food intake monitoring
of the user

The platform shall utilize the SNS trends according to
personalized user profile and behavior.
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Non-functional Requirements (NFR)

FR ID#

MM-NFR-01

MM-NFR-02

MM-NFR-03

MM-NFR-04

MM-NFR-05

MM-NFR-06

MM-NFR-07

MM-NFR-08

MM-NFR-09

MM-NFR-10

MM-NFR-11

Description

The platform shall read the raw sensory data of the user from
his/her personal device in real-time with delay no later than 3
seconds

The platform shall provide raw sensory data for low level activities
determination in real-time with delay no later than 3 seconds

The platform shall only read the raw sensory data from verified
personal device

The platform shall maintain the consistency, integrity, and
reliability of raw sensory data in non-volatile storage

Overall low-level context recognition accuracy of the platform shall
be be greater than or equal to 80%

Overall high-level context inference accuracy of the platform shall
be greater than or equal to 73%

The platform shall persist only verified and validated rules into
knowledge base.

The platform shall ensure consistency of distributed copies of
knowledge base.

The user application and the platform shall have high speed
internet available.

The platform shall provide user interface that is easy to use and
intuitive
The platform response time from big data shall be within 30
seconds
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Specification Terms and Definition

Term
DCL
ICL
KCL
SCL

SL
Life-log

Life-log schema

User profile

Data source

Raw sensory data

Sensory metadata

Sensory data
SNS data

Environmental variables

Low-level context

High-level context

Context

Definition

Data Curation Layer

Information Curation Layer

Knowledge Curation Layer

Service Curation Layer

Supporting Layer

Information associated to the user’s life-events over time

Life-log Schema represents the structure and associated
semantics of user profile and life log data.

Information describing the user characteristics (i.e., age,
gender, etc.)

User devices sending the ie.,

smartphone, video camera

required data,

Numerical values describing a physical phenomenon
such as human body motion (e.g., acceleration) and
photos depicting user meal in-take

Information that describes, at least, the source of data
(e.g., video), the user to which the raw sensory data
belongs (e.g., user ID) and the time in which the raw
sensory data was registered (e.g., timestamp)
Raw sensory data plus sensory metadata

Data from social networks (i.e., twitter, Facebook)
factors

Information representing non-human

weather, time, season etc.)

(i.e.,

Information describing the user activities (e.g., sitting),
user locations (e.g., restaurant) and user emotions (e.g.,

happy)

Information describing the situation of the user (e.g.,
lunch)

General concept to refer either to low-level context
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Situation

Production rule

Domain expert

Rule verification and

validation

Unresolved case

Recommendation

Fact

Interpreted
recommendation

Context of use

Device characteristics
Ul adaptation
Observational data
User experience
Query library

Nutrition Data

and/or high-level context

An abnormal status of a subject caused by unhealthy
behaviors

Production rule is ultimate and shareable rule which is
used in reasoning to produce recommendation

Domain expert is an actor who will interact with system
to create knowledge base

Verification ensures that rule created is consistent with
requirements and validation ensures that the rule created
is correctly working on real data

A new case for which the existing knowledge is
insufficient to solve

An actionable statement provided to the subject for
healthy habit induction

An informative statement provided to the subject for
education

The recommendation processed on the basis of user
context, user characteristics, and environmental
variables.

Environmental variables and low level context (location)
Screen size, resolution, memory, and battery

The changes in user interface

User interaction data with the user interface

User perception, satisfaction about the user interfaces
A set of predefined queries

Nutrition-based variables
Carbohydrates, Fats)

Calories, Proteins,

(e.0.
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High Level Use cases
Data Curation Layer Ver. 2.5 (DCL 2.5)

Use case List
Use case |ID#

DCL2.5-UC-01

DCL2.5-UC-02
DCL2.5-UC-03
DCL2.5-UC-04
DCL2.5-UC-05
DCL2.5-UC-06

DCL2.5-UC-07
DCL2.5-UC-08
DCL2.5-UC-09

Name

Receive and persist raw sensory data and environmental
variables from the data source

Provide raw sensory data for context determination

Get user profile and life-log data (offline process)

Get raw sensory, life-log, and user profile data (online process)
Get device information, life-log and user profile data

Provide life-log and user profile data (trigger) for notify-able
situation

Get life-log and user profile data
Get environmental variables data of the user

Persist the recommendation in life-log
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Use case Diagram

Data Curation Layer (DCL) Ver. 2.5

Get raw sensory,

Data source data

Recv. and persist
raw sensory and
env. data

\
/  <extends>

! N

Get life-log and

W/ user profile data SL25
Get device
ICL2.5 information
Provide raw sensory
data for context
determination .
Persist
/A & recommendations
1 \
<uses> \
Get env.variables
SCL25
KCL 2.5

Maintain life-log
data as per
feedback

Provide life-log and
user profile for
notifiable situation
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Detailed Use case
Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

DCL2.5-UC-01

Receive

and persist raw sensory data and

environmental variables from the data source

MM-FR-01, MM-FR-02, MM-FR-04

Bilal Amin

06 July 2015

Bilal Amin
10 Apr 2016

Last Updated By:

Last Revision Date:

Data Source, SL 2.5

DCL 2.5 receives raw sensory data with environmental
variables and persists this data in non-volatile data
storage.

User activity of at least 3 seconds

User is a registered client of MM platform

1.

NA

Raw sensory data with environmental variables
is received by the DCL 2.5

Raw sensory data with environmental variables
Is persisted in a non-volatile storage by the DCL
2.5

DCL 2.5 receives the accumulated raw sensory
data with environmental variables (e.g.,
temperature, weather, etc.) sent from the data
source

DCL 2.5 authenticates the sensory data source

DCL 2.5 buffers the received sensory data for
low level context determination

Received sensory data with environmental
variables is persisted in a non-volatile storage

2a. In step 2 of the normal flow, if the user is detected
to be un-authorized

1.

DCL 2.5 destroys the received sensory data
and environmental variables

Un-authorized user message is sent to the raw
sensory data source

105



Includes: NA

Frequency of Use: Very frequent: every 3 seconds

NFR ID: MM-NFR-01, MM-NFR-03, MM-NFR-04

Assumptions: Communication between the data source and DCL 2.5
is secure

Notes and Issues: NA

Sequence Diagram:

Data Source DCL 2.5 SL25

loop (every 3 seconds)) | |

\/

raw sensory data, auth token
environmental variables & — — — - - —— -

buffer received
sensory data

persist received
sensory data and
environmental variables

I___

alt (un-authorized user))

I: | |destroy received
sensory data and

environmental variables

un-authorized user

L
|
|
|
|
|
|

Use Case ID: DCL2.5-UC-02

Use Case Name: Provide raw sensory data for context determination
FR ID: MM-FR-03, MM-FR-04

Created By: Bilal Amin Last Updated By: Bilal Amin
Date Created: 06 July 2015 Last Revision Date: 10 Apr 2016
Actors: DCL 2.5,ICL 2.5
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Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

Received sensory data from data source is
communicated with ICL 2.5 for context determination.
Determined context is added as life-log instances.

User activity of at least 3 seconds
Raw sensory data has been buffered by DCL 2.5

1. Context have been received by DCL 2.5
2. Life-log has been updated

1. DCL 2.5 reads the buffered raw sensory data
and sendsitto ICL 2.5

2. ICL 2.5 returns the determined context

3. Life-log instance of the user for received context

is created
4. Life-log is updated
NA
NA
NA

Very frequent: every 3 seconds
MM-NFR-02, MM-NFR-04

Raw sensory data buffer can be updated and read in
parallel

N/A
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DCL 2.5
|

loop (every 3 seconds))

read received
sensory data

received sensory data

I Iidentify context

1

context

| I create life-log instance

Use Case ID:
Use Case Name:
FR ID:

Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

update life-log

DCL2.5-UC-03

Get user profile and life-log data (offline process)

MM-FR-04, MM-FR-05

Bilal Amin Last Updated By: Bilal Amin
06 July 2015 Last Revision Date: 10 Apr 2016
KCL 2.5

DCL 2.5 gets user profile and life-log data for the
learning of classification models in KCL 2.5

Data request from KCL 2.5 (offline)

1. Life-log data is available
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Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:
Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

2.

Raw sensory data has been persisted in a non-
volatile storage

Required user profile and life-log data is provided to
the KCL 2.5

1.

3.
4.

DCL 2.5 receives request for user profile and
life-log data from KCL

DCL 2.5 reads life-log data from the storage
depending upon the attributes provided by KCL
2.5

DCL 2.5 creates data message

Message is sent to KCL 2.5 as a response

2a. If KCL 2 requires data from non-volatile storage

1.

2.
3.

NA
NA

DCL 2 queries non-volatile storage for life-log
data depending upon the attributes provided by
KCL 2

DCL 2 creates data message
Message is sent to KCL 2 as a response

Less Frequent: offline process may be executed just

once

MM-NFR-04

Service contract between DCL 2.5 and KCL 2.5 is
defined

NA
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Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

request for life-log data
and user profile

alt

[data present in life-log]

] |read life-log data

read user profile
data

:E read data from

[else]
l<Jnon-volatile storage
I read user profile
| J<Jdata
[ 1 [create message
______________ __I_e

message ]

|
DCL2.5-UC-04

Get raw sensory, life-log, and user profile data (online

process)

MM-FR-03, MM-FR-04, MM-FR-05

Bilal Amin Last Updated By: Bilal Amin

06 July 2015 Last Revision Date:

SL25

DCL 2.5 provides raw sensory, life-log, and user

profile data for descriptive analytics

Request for descriptive analytics is received

10 April 2016

1. Context data is persisted as Life-log instances
2. Raw sensory data is persisted in non-volatile
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Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

storage

Required life-log instance and user sensory data is
sentto SL 2.5

NA
NA
NA

1.

6.

DCL 2.5 receives request for Life-log instances,
user profile, and persisted raw sensory data
from SL 2.5

DCL 2.5 reads data from non-volatile storage
depending upon the attributes provided by SL
2.5

DCL 2.5 reads associated user life-log
instances

DCL 2.5 reads user profile data

DCL 2.5 creates a message containing raw
sensory data, Life-log instances, and user
profile

Message is sent to SL 2.5 as a response

Frequent: request by SL 2.5
MM-NFR-04

Service contract between DCL 2.5 and SL 2.5 is
defined

NA
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SL25 DCL 2.5
I
: |
| |
| I
request for Ilféa-log and read raw sensory data
raw sensory data <
:I; read associated life-log
< Jinstances
read user profile data
o
create message
T
< - - ————————————
T message |
Use Case ID: DCL2.5-UC-05

Use Case Name:
FR ID:

Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Get device information, life-log and user profile data

MM-FR-04, MM-FR-05

Bilal Amin Last Updated By: Bilal Amin
06 July 2015 Last Revision Date: 10 April 2016
SL25

DCL 2.5 provides device information, user profile and
life-log data for adaption of Ul

Request by SL 2.5

Device information, user profile and life-log data is
available

Device information, user profile and life-log data is
sentto SL 2.5

1. DCL 2.5 receives request for user device
information, user profile, and life-log data

2. DCL 2.5 reads life-log data

DCL 2.5 reads user-profile

4. DCL 2.5 creates message by accumulating life-

w
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Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

log data with user profile and device information
5. Message is sentto SCL 2.5

NA

NA

NA

Frequent: request by SL 2.5
MM-NFR-04

Service contract between DCL 2.5 and SL 2.5 is
defined

NA

DCL2.5
|

-
|
|
|
]

Use Case ID:

Use Case Name:

FR ID:
Created By:

request for device information,
user profile, and life-log data

read life-log data

read user profile data

TOTET

create message with
device information

A

message

—

DCL2.5-UC-06

Provide life-log and user profile data (trigger) for notify-
able situation

MM-FR-04, MM-FR-05, MM-FR-08
Bilal Amin Last Updated By: Bilal Amin
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Date Created:
Actors:

Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

06 July 2015 Last Revision Date: 10 April 2016
DCL 2.5,SCL 2.5

DCL 2.5 detects a situation over life-log data and
triggers SCL 2.5 for recommendation generation

Situation detected over Life-log data
Context data is persisted as Life-log instances

Required life-log instance and user profile is sent to
SCL 2.5

1. DCL 2.5 performs continuous monitoring of life-
log data

2. DCL 2.5 detects situation over life-log data

3. DCL 2.5 creates message by accumulating
related life-log data and user profile

4. Message is sentto SCL 2.5 as a trigger

NA

NA

NA

Frequent: implicit invocation of recommendation
MM-NFR-04

Service contract between DCL 2.5 and SCL 2.5 is
defined

NA
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DCL 2.5 SCL 2.5
| |
4 4
loop (monitor Life-log) ) :
|
I
detect situation I
< |
|
: . I
get Life-log instance |
< |
I
get user profile |
< |
|
create message |
< |
P>
I mesSsage
] ]
| I
Use Case ID: DCL2.5-UC-07
Use Case Name: Get life-log and user profile data
FR ID: MM-FR-04, MM-FR-05
Created By: Bilal Amin Last Updated By: Bilal Amin
Date Created: 06 July 2015 Last Revision Date: 10 April 2016
Actors: SCL 2.5
Description: DCL 2.5 provides life-log and user profile data to SCL
2.5 for recommendation generation
Trigger: Request for recommendation generation by SCL 2.5
Pre-conditions: Context data is persisted as Life-log instances

Post-conditions: Required life-log instance and user profile is sent to
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SCL 2.5

Normal Flow: 1. DCL 2.5 receives request for life-log and user
profile data from SCL 2.5
2. DCL 2.5 creates message by accumulating
related life-log data and user profile
3. Message is sentto SCL 2.5 as a response

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: Frequent: implicit invocation of recommendation

NFR ID: MM-NFR-04

Assumptions: Service contract between DCL 2.5 and SCL 2.5 is
defined

Notes and Issues: NA

Sequence Diagram:

SCL 2.5 DCL 2.5
T |

[
loop (monitor Life-log)) |
[

>
request for life-log,

user profile data get Life-log instance

get user profile

create message

message

R T N B
A
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Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

DCL2.5-UC-08
Get environmental variables data of the user

MM-FR-04

Bilal Amin Last Updated By: Bilal Amin
06 July 2015 Last Revision Date: 10 April 2016
SCL 2.5

DCL 2.5 retrieves the environmental variables
persisted for a user according to timestamp

Recommendation needs to be generated
Recommendations are available for generation
Environmental variables are sent to SCL 2.5

1. DCL 2.5 receives request from SCL 2.5 for
environmental variables

2. DCL 2.5 retrieves environmental variables
based on timestamp from user profile

3. DCL 2.5 sends the environmental variables as
a message to SCL 2.5

NA
NA
NA

Frequent: as a response to a recommendation or
identified context

MM-NFR-04

Service contract between DCL 2.5 and SCL 2.5 is
defined

NA
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DCL 2.5
|

Use Case ID:
Use Case Name:
FR ID:

Created By:
Date Created:
Actors:

Description:

Trigger:
Pre-conditions:
Post-conditions:

Normal Flow:

Alternative Flows:

get environmental variables

read environmental
variables on a timestamp

create message

message

DCL2.5-UC-09

Persist the recommendation in life-log

MM-FR-05

Bilal Amin Last Updated By: Bilal Amin
06 July 2015 Last Revision Date: 10 April 2016
SCL 2.5

DCL 2.5 updates the life-log instance with the
recommendations provided to the user

Generated recommendations need to be persisted
Recommendation has been generated
Life-log instances are updated with recommendations

1. DCL 2.5 receives generated recommendations
from the SCL 2.5

2. DCL 2.5 updates the associated life-log
instance(s)

3. DCL 2.5 acknowledges the update to SLC 2.5

NA
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Exceptions:
Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

NA
NA

Frequent: as a response to a recommendation
generation

MM-NFR-04

Service contract between DCL 2.5 and SCL 2.5 is
defined

NA

DCL 2.5
|

Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:

Actors:

acknowledgement

update life-log instance(s)

DCL2.5-UC-10

Maintain (update/delete) life-log entries as per user
feedback

MM-FR-09

Bilal Amin Last Updated By: Bilal Amin
06 July 2015 Last Revision Date: 10 April 2016
SL25
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Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

DCL 2.5 updates the life-log instance from the
feedback provided by user

User provide feedback on a
recommendation or identified context

generated

1. Activities data is
instance(s)
2. Recommendations are available

persisted as Life-log

Life-log instances are updated

1. DCL 2.5 receives feedback from the SL 2.5

2. DCL 2.5 updates the associated life-log
instance(s)

3. DCL 2.5 acknowledges the update to SL 2.5

NA
NA
NA

Less Frequent: as a response to a recommendation or
identified context

MM-NFR-04

Service contract between DCL 2.5 and SL 2.5 is
defined

NA

120



acknowledgement

121

update life-log instance(s)



Information Curation Layer Ver. 2.5 (ICL 2.5)

Use case List
Use case ID#
ICL2.5-UC-01
ICL2.5-UC-02
ICL2.5-UC-03

Name
Route raw sensory data for the low-level context identification
Recognize low-level context from raw sensory data

Infer high-level context from low-level context
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Use case Diagram

uc ICL2.5 Use Cases/

«actor
DCL2.5

ICL2.5

Route sensor data for low-level

context

N )
«invokes»

N\

Recognize low-lev el contex

/
7/

«invokes»
7
/

-

Infer high-lev el context
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Detailed Use case
Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

ICL2.5-UC-01

Route raw sensory data for the low-level context
identification

MM-FR-10

Oresti Banos Last Updated By: Wajahat Ali
Khan

06 July 2015 Last Revision Date: 14 April 2016

DCL 2.5

Sensory data is received from DCL 2.5 and it is
distributed to the corresponding low-level context
recognizer based on the data type(s).

Receive sensory data send by DCL 2.5 to ICL 2.5

DCL 2.5 sends sensory data, i.e., raw sensory data
including metadata (e.g., data type, time stamp and
user ID)

The adequate raw sensory data is sent to each low-
level context recognizer in order to perform the
recognition process

1. Receive sensory data

2. Analyze the data type(s)

3. Identify the low-level context recognizer(s) that
require this sensory data

4. Create copies with the data required for each
low-level context recognizer

5. Distribute the data to each corresponding low-
level context recognizer(s)

NA

3a. If data type is unknown or not of the type
processible by the actual low-level context
recognizer(s)

1. Reject the unknown sensory data
NA

Very frequent: determined by the rate of sensory data
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reception from DCL 2.5
NFR ID: NA

Assumptions: 1. There is an established communication
between DCL 2.5 and ICL 2.5

2. The communication channel between the DCL
2.5 and the ICL 2.5 is secure

3. Incoming sensory data is already preprocessed
(i.,e., without missing samples and with
synchronized streams)

Notes and Issues: NA

Sequence Diagram:

sd ICL2.5-UC-01
DCL 2.5 ICL 2.5
I I
| |
: sensory data() >JI_
[ ; analyze sensory data types()
L ; identify target recognizers()
L ; create copy compatible sensory data()
alt
[if datg type is unknown] L ; distribute sensory data to recognizers()
e || L
; reject unknown sensory data()
Use Case ID: ICL2.5-UC-02
Use Case Name: Recognize low-level context from raw sensory data
FR ID: MM-FR-11, MM-FR-13
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Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Oresti Banos Last Updated By: Wajahat Ali
Khan

06 July 2015 Last Revision Date: 14 April 2016
ICL 2.5, DCL 2.5

Low-level contexts are recognized for a given user
based on the received sensory data. The identified
contexts are served for the high-level context inference
and also communicated to DCL 2.5 for the generation
of the life-log.

Receive compatible sensory data

Compatible sensory data is sent to the low-level
context recognizer

1. The recognized low-level context(s) are served
for the identification of the high-level context(s)

2. The recognized low-level context(s) including
metadata (e.g., time stamp and user ID) are
sentto DCL 2.5

1. Sensory data is received by a given low-level
context recognizer

2. The raw sensory data is extracted and the
sensory metadata (i.e., time stamp and user ID)
temporarily stored

3. The raw sensory data is processed and the
corresponding  low-level  context(s) are
recognized

4. A new low-level context instance is created,
including the cashed sensory metadata (i.e.,
time stamp and user ID)

5. The instance is served for high-level context
inference

6. The instance is sent to DCL 2.5 for the
generation of the life-log

4a. If the identified low-level context is equal to the
previous one

1. Disregard low-level context
NA
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Includes: NA

Frequency of Use: Frequent: at every reception of sensory data
NFR ID: MM-NFR-05
Assumptions: Only compatible sensory data is received by each

corresponding low-level context recognizer
Notes and Issues: N/A

Sequence Diagram:

sd ICL2.5-UC-02

ICL 2.5 DCL 2.5

I
|
|
|
J|;|:| ; receive sensory data()

; extract raw sensory data and store sensory metadata()

1

; process raw sensory data to recognize low-level context()

1

; create low-level context instance()

alt

[if recognized low-level context is equal to the previous one]

H ; serve instance for high-level context inference()

send instance()

|
'
|
|
|
tl disregard context() :
E |
]
|
|
|
|
|
|
|
|
|
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Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

ICL2.5-UC-03

Infer high-level context from low-level context
MM-FR-12, MM-FR-14
Oresti Banos

Last Updated By: Wajahat Ali

Khan
06 July 2015
ICL 2.5, DCL 2.5

Last Revision Date: 14 April 2016

High-level contexts are recognized for a given user
based on the identified low-level contexts. High-level
context(s) are communicated to DCL 2.5 for the
generation of the life-log.

Receive low-level context

3. A new low-level context instance is served to
the high-level context inferrer

3. The inferred high-level context(s) including
metadata (e.g., time stamp and user ID) are
sentto DCL 2.5

1. A low-level context instance is received

2. An unknown high-level context instance is
created

3. The type of high-level context instance is
inferred

4. The inferred high-level context is communicated
to DCL 2.5 for the generation of the life-log

4a. If the high-level context is equal to the previous
one

1. Disregard high-level context
NA
NA

Frequent: whenever a new low-level context is
recognized

MM-NFR-06
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Assumptions: Low-level contexts are interpretable
Notes and Issues: NA

Sequence Diagram:

sd ICL2.5-UC-03 /

ICL 2.5

DCL 2.5

I
I
I
I
I
?] ; receive low-level context()

create high-level context instance()

infer high-level context()

1]

alt

[if inferred hi

gh-level context is equal to the previous one]

send instance()

_5] ; disregard context()
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Knowledge Curation Layer ver. 2.5 (KCL 2.5)

Use case List
Use case ID#

KCL2.5-UC-01

KCL2.5-UC-02

KCL2.5-UC-03

KCL2.5-UC-04

Name

Retrieve lifelog and user profile schema from DCL 2.5 to create
meta feature model and load lifelog and user profile data.

Retrieve lifelog and user profile data in accordance to feature
model selected by domain expert for generating classification
model.

Share the newly/updated knowledge with SCL 2.5 for final
reasoning.

Create “Situation” and shared its configuration with SCL 2.5 and
DCL 2.5. Furthermore, share all associated rules with SCL 2.5 for
handling the created situation.
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Use case Diagram

uc Primary Use Cases /

—
\

Domain Expert

(from
ActorsinterLayer)

Knowledge Curation Layer (KCL2.5)

Retrieve User Profile and

LifeLogSchema

Retriev e User Profile and

«actor»
Data Curation Layer (DCL2.5)

Lifelog data

Create Situation

T

|
|/ «invokes»

Transfer Production Rules

(from ActorsinterLayer)

«actor»
Service Curation Layer (SCL2.5)

Vo

(from ActorsinterLayer)
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Detailed Use cases

Use Case ID:

KCL2.5-UC-01

Use Case Name:

Retrieve User Profile and LifeLog Schema

Created By: | Magbool Ali Last Updated By: | Magbool Hussain
Date Created: | 03-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert ,DCL 2.5
Description: | In domain engineering, features modeling enables domain experts to
capture variability in a domain. Lifelog and user profile schema
retrieval help domain expert to select important features/attributes for
generating high quality of knowledge and reusability.
Trigger: | Prior to classification model creation needed for required domain

Preconditions:

e KCL 2.5 has access through service interface to retrieve lifelog and user
profile schema from DCL 2.5

e KCL 2.5 and DCL 2.5 has agreement on common schema representation
format

e DCL 2.5 has capability to share lifelog and user profile schema in secure
environment.

Postconditions:

KCL 2.5 will receive lifelog and user profile schema conform to its
representation scheme.

Normal Flow:

1. KCL 2.5 connects to DCL 2.5 via unified service interface and
sends request for lifelog and user profile schema.

2. DCL 2.5 retrieves lifelog and user profile schema, transform into
common representation format and sends to KCL 2.5.

3. KCL 2.5 receives lifelog and user profile schema and verifies its
conformance and sends received acknowledgement to DCL 2.5.

4. Domain expert plots the schema and saves it after verification, for
further process.

Alternative
Flows:

N/A

Exceptions:

la.KCL 2.5 unable to connect to DCL 2.5
a. KCL 2.5 connection is failed during retrieving lifelog and
user profile schema
b. KCL 2.5 hold and will retry after sometime to connect to
DCL 2.5 and retrieve the lifelog and user profile schema
3a.KCL 2.5 unable to verify lifelog and user profile schema
conformance
a. KCL 2.5 fail to conform the schema representation from
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DCL 2.5
b. KCL 2.5 will send message to DCL 2.5 about
incompatible schema format

Includes: | N/A

Frequency of | When new service is required and mining mind have sufficient data for
Use: | classification model creation

Special | N/A
Requirements:

Assumptions: | N/A

Notes and | If DCL 2.5 is unable to send lifelog and user profile schema in required
Issues: | format, then alternate strategy has to be considered.

Se.q uence % Knowledge Curation Data Curation Layer,
Diagram: Layer (KCL2.5) (DCL2.5)

:Domain Expert |
|
| |

| requestUserProfileAndLifeLogSchema() »_!_

requestUserProfileAndLifeLogSchema()

| _retumUserProfileAndLifeLogSchema() _ 1

; verifyUserProfileLifeLogSchemay()
|
|
|

plotUserProfileAndLifeLogSchema()

>

saveUserProfileAndLifeLogSchemay()
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Use Case ID:

KCL2.5-UC-02

Use Case Name:

Retrieve User Profile and LifeLog data

Created By: | Magbool Ali Last Updated By: | Magbool Hussain
Date Created: | 03-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert, DCL 2.5
Description: | Lifelog and user profile data has hidden knowledge and it is important
to load the life-log information for exploring the hidden knowledge.
Furthermore, lifelog and user profile data are used for model learning
to explore the hidden knowledge.
Trigger: | Prior to classification model creation needed for required domain

Preconditions:

e KCL 2.5 has access through service interface to retrieve lifelog and user
profile data from DCL 2.5

e DCL 2.5 has capability to share lifelog and user profile data in secure
environment.

e KCL 2.5 has already loaded the previously imported lifelog and user profile
schema

Postconditions:

KCL 2.5 will receive lifelog and user profile data based on selected
schema

Normal Flow:

1. Domain expert selects the required features of lifelog and user
profile schema from whole DCL 2.5 provided schema

2. KCL 2.5 connects to DCL 2.5 via unified service interface and
sends request for lifelog and user profile data based on
selected features of schema.

3. DCL 2.5 retrieves lifelog and user profile data and sends to
KCL 2.5.

4. KCL 2.5 receives lifelog and user profile data for further
processing and sends received acknowledgement to DCL 2.5.

Alternative
Flows:

Exceptions:

2a.KCL 2.5 unable to connect to DCL 2.5
a. KCL 2.5 connection is failed during retrieving lifelog and
user profile data
b. KCL 2.5 hold and will retry after sometime to connect to
DCL 2.5 and retrieve the lifelog and user profile data
3a.KCL 2.5 receives irrelevant data
a. KCL 2.5 detects the irrelevant data sent by DCL 2.5.
b. KCL 2.5 request again DCL 2.5 to make sure that data
received is according to feature selected.

134




Includes: | N/A

Frequency of | When new service is required and mining mind have sufficient data for
Use: | classification model creation

Special | N/A
Requirements:

Assumptions: | N/A

Notes and | If DCL 2.5 is unable to send data based on dynamic feature selection
Issues: | from schema, then alternate strategy has to be considered.

Seq uence % Knowledge Curation| Data Curation Layer|
D| ag ram: / Layer (KCL2.5) (DCL2.5)
:Domain Expert ; ;
|
| | |
| loadUserProfileAndLifeLogSchema() - | :
H i
I I
selectUserProfileAndLifeLogFeatures(Features:f) | |
I
|
requestUserProfileAndLifeLogData(Features:f) |
e —— — — UserProfileAndLifelogData0 _ _ _ _ _

verifyUserProfileAndLifeLogDataForProcessing(data)

; verifyUserProfileAndLifeLogData()

-1
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Use Case ID:

KCL2.5-UC-03

Use Case Name:

Transfer Production Rules

Created By: | Magbool Hussain Last Updated By: | Magbool Hussain
Date Created: | 03-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert ,SCL 2.5
Description: | Transfer Production Rules use case transfer final production rules to
SCL 2.5. SCL 2.5 integrate these rules to support recommendations
for different services.
Trigger: ¢ New rule creation

e Update existing rule

Preconditions:

SCL 2.5 and KCL 2.5 should agree on common rule representation for
final reasoning process

Postconditions:

SCL 2.5 will have latest knowledge from KCL 2.5

Normal Flow:

1. Domain expert using KCL 2.5 authoring tool to create rule(s)
a. Using guidelines or
b. Using classification model obtained from data-driven
approach or
c. Using directly rule editor (such as situation based rule)
2. The created rule(s) is/are transformed by KCL 2.5 into
production rule(s) representation scheme
3. The transform production rule(s) is/are stored by KCL 2.5 for
maintaining knowledge base and establish connection with SCL
2.5 for sharing the production rule(s).
The production rule(s) is/are transferred to SCL 2.5.
SCL 2.5 receive the production rule(s) and acknowledge with
updated knowledge at SCL 2.5.

S

Alternative 1la.Domain expert modify existing rule(s) using KCL 2.5 authoring
Flows: tool
a. Updated rule(s) is/are transformed by KCL 2.5 into
production rule(s) representation scheme
b. Step 2-5 of normal flow is used by indicating updated
rule(s) in step 4 to SCL 2.5.
Exceptions: 3a.KCL 2.5 unable to connect to SCL 2.5

a. KCL 2.5 connection is failed during sharing production
rule(s)

b. KCL 2.5 hold and will retry after sometime to connect to
SCL 2.5 and transfer the production rule(s)
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Includes: | N/A

Frequency of | Once per change in knowledge base
Use:

Special | N/A
Requirements:

Assumptions: | N/A

Notes and | Common knowledge representation scheme is challenging to
Issues: [implement.

Sequence % Knowledge Seniice Curatio
. Curation Layer Layer (SCL2.5)
Di agram: Domain Expert (KCII_2.5)

! createRule() | transformRuleIntoProductionRules()
L

loop )

[repeateForEachNewOrUpdatedRule] sendProductionRule(

---<
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Use Case ID:

KCL2.5-UC-04

Use Case Name:

Create Situation Event

Created By:

Magbool Hussain Last Updated By: | Magbool Hussain

Date Created:

03-07-2015 Last Revision | 15-04-2016
Date:

Actors:

Domain Expert, DCL 2.5 and SCL 2.5

Description:

Situation is important features of mining mind which includes set of
associated recommendation rules. Moreover, situation configurations
are needed to be shared with DCL 2.5 to take care and notify SCL 2.5
to handle it if situation is observed. SCL 2.5 handle the situation and
use KCL 2.5 production rule(s) to provide appropriate
recommendations.

Trigger:

Situation is identified by domain expert

Preconditions:

KCL 2.5, DCL 2.5 and SCL 2.5 should agree on common
representation of sharing Situation configuration

Postconditions:

e KCL 2.5 has configured situation, shared with DCL 2.5 and
e all associated rules are created and shared with SCL 2.5

Normal Flow:

1. Domain expert uses authoring tool of KCL 2.5 and create
situation.

2. KCL 2.5 connect to DCL 2.5 and send the newly created
situation in common configuration format.

3. DCL 2.5 receives the situation configuration and respond with
acknowledgement message.

4. Domain expert creates all associate rules and apply following
steps;
e shares situation configuration with SCL 2.5
e performs step 2-5 of Transfer Production Rules by

transferring the production rule(s) to SCL 2.5.

Alternative | N/A
Flows:
Exceptions: 2a.KCL 2.5 unable to connect to SCL 2.5

a. KCL 2.5 connection is failed during sharing production
rule(s)

b. KCL 2.5 hold and will retry after sometime to connect to
SCL 2.5 and transfer the production rule(s)

Includes: | Transfer Production Rules

Frequency of

Invoked per situation creation
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Use:

Special
Requirements:

N/A

Assumptions:

N/A

Notes and
Issues:

Common configuration format is challenging task.

Sequence
Diagram:

DomaiT Expert

% Knowledge
Curation Layer

Senvice Curatior]
Layer (SCL2.5)

Data Curation
Layer (DCL2.5)

|
| createSituation(s)

(KCL2.5)
T

» !
>

assert /

[DCL and SCL must have situation: s]

situationCreated()

[P L ——

T
!
!
!
L

ion(situationConfig) .

sendSituation(situationConfig)

-

createRules(associatedSituation:s)

- -

Yy
_———] 4444444{:444

>
transformRulelntoProductionRules()

|

] !

t
loop / sendProductionRule() |
[repeateForEachSituationRule]

|lc _ _ _acknowledge( _ _ _

——

——-1

T
!
!
!
L
!
!
!
!
!
!
!
!
!
!
|
T
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
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Service Curation Layer ver. 2.5 (SCL 2.5)

Use case List
Use case ID#

SCL2.5-UC-01

SCL2.5-UC-02

SCL2.5-UC-03

SCL2.5-UC-04

SCL2.5-UC-05
SCL2.5-UC-06

Name

Receive service request from user application or mining mind
generated events

Retrieve user profile and life-log data from intermediate database
for reasoning

Retrieve Production Knowledge from the knowledge base of
knowledge curation layer

Retrieve contextual data from intermediate database for
interpretations

Retrieve SNS trends supporting layer through information gateway

Deliver service results to service requester and to intermediate
database for persistence
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Use case Diagram

uc Intercommunication Usecase Diagram /

and Lifelog Data

User Applicam

«actory»
KCL 2.5

Receive Production
Knowledge

Retrieve SNS Trends

Retrieve User Profile

Receive Service

SCL 25

«actory»
SL 2.5

Deliever Service
Results

Request

Retrieve Contextual
Data

«actory
DCL 2.5
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Detailed Use cases
Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:
Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:
Includes:
Frequency of Use:
NFR ID:

Assumptions:

SCL2.5-UC-01

Receive service request from user application or
mining mind generated events

MM-FR-19

Muhammad Last Updated By: Muhammad
Afzal Afzal

12 April 2016 Last Revision Date: 15 April 2016

User Application, DCL 2.5

SCL 2.5 allows to receive request from the user
application, or DCL 2.5 for a service. SCL 2.5 parses
the request and invokes the required service hosted by
Mining Mind to respond.

At the time of a request from the user application, or
from mining mind generated events

User is registered with Mining Mind
The request is received and handled by SCL 2.5

1. SCL 2.5 receives the service request from user
application

2. SCL 2.5 parses the request

SCL 2.5 identifies the service requirements

4. SCL 2.5 passes the message to invoked the
service in SCL 2.5

w

1l.a SCL 2.5 receives the request as an interrupt from
DCL 2.5 whenever a situation occurs

4.a SCL 2.5 passes the message to invoke the
service in SL 2.5

NA

NA

Very frequent: at every service request
MM-NFR-09

SCL 2.5 and SL 2.5/DCL 2.5 contract is agreed.
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Notes and Issues: NA
Sequence Diagram:
sd SCL2.5-UC-01 /
% DCL 2.5 SCL 25
User Application

: : :

alt_/ : :
|_l| servi ceI request()4>|__'|
i ! service request() >_!_
|
|
I ; st()
: 4 parse reque
|
|
i []‘__l identifies service provider component()
|
|
: ; activate service provider component()
|
. ) 7
| | |
| | |
| | |
| | |
| | |
| | |
| | |
! I I
| | |
! I I

SCL2.5-UC-02

Use Case ID:

Use Case Name:
FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Retrieve user profile/life-log data from user life-log
MM-FR-20

Muhammad Last Updated By: Muhammad
Afzal Afzal

12 April 2016 Last Revision Date: 15 April 2016
SCL 2.5,DCL 25

Retrieving user profile and life-log data is required for
reasoning over knowledge. Since the data resides in
DCL 2.5, so SCL 2.5 as a primary actor originates the
request to DCL 2.5 for data in order to fulfill the
reasoning process.

At service request time

User profile and life-log data is available in user life-log
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Post-conditions: User profile and life-log data is successfully retrieved
and readily available for SCL 2.5 to process.

Normal Flow: 1. SCL 2.5 prepares the data request
2. SCL 2.5 sends the request to DCL 2.5 for user
profile and life-log data as per the service
contract
3. SCL 2.5 receives the response and make it part
of SCL 2.5 internal process

Alternative Flows: NA

Exceptions: NA

Includes: SCL2.5-UC-01

Frequency of Use: Very frequent: at every service request
NFR ID: MM-NFR-09

Assumptions: SCL 2.5 and DCL 2.5 contract is agreed.

Notes and Issues:

Sequence Diagram:

sd SCL2.5-UC02 /

SCL 2.5 DCL 2.5

seq SCL2.5-UC-01 /

[
prepare data()

sends request for user profile and lifelog data() o

user profile and lifelog()

Use Case ID: SCL2.5-UC-03

Use Case Name: Receive Production Knowledge from knowledge
curation layer
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FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

MM-FR-21

Muhammad Last Updated By: Muhammad
Afzal Afzal
12 April 2016 Last Revision Date: 15 April 2016

KCL 2.5, SCL 2.5

The knowledge is originated by KCL 2.5 and is transfer
to SCL 2.5 to keep a local copy of the production
knowledge.

At knowledge creation/update time

SCL 2.5 and KCL 2.5 has a common representation
agreement

The SCL 2.5 copy of knowledge is updated and is
synchronized with KCL 2.5

1. SCL 2.5 receives interrupt from KCL 2.5

2. SCL 2.5 verifies the knowledge

3. SCL 25 make a local of the received
knowledge

NA

NA

NA

Less frequent: at knowledge creation/update time
MM-NFR-09

NA

NA
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sd SCL2.5-UC-03 /

SCL 2.5 KCL 2.5

request rules()
:production rules
< ___________________

|
processrule to find data requirements() :

Use Case ID: SCL2.5-UC-04

Use Case Name: Retrieve contextual data from intermediate database

FR ID: MM-FR-20

Created By: Muhammad Last Updated By: Muhammad
Afzal Afzal

Date Created: 12 April 2016 Last Revision Date: 15 April 2016

Actors: SCL 2.5,DCL 2.5

Description: Retrieving  contextual data is required by

Recommendation Interpreter component to perform its
interpretations. Since the data resides in DCL 2.5, so
SCL 2.5 as a primary actor originates the request to
DCL 2.5 for data in order to fulfill the interpretation

process.

Trigger: After the generation of recommendations
Pre-conditions: Recommendation has been generated.
Post-conditions: Contextual information is successfully retrieved and is

readily available for SCL 2.5 to process.

Normal Flow: 1. SCL 2.5 generates the recommendations
2. SCL 2.5 prepare the information request
3. SCL 2.5 sends the request to DCL 2.5 for
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contextual data
4. SCL 2.5 receives the response and make it part
of SCL internal process

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: Very frequent: every recommendation service
NFR ID: MM-NFR-09

Assumptions: SCL and DCL service contract is already agreed.
Notes and Issues: NA

Sequence Diagram:

sd SCL2.5-UC-04

SCL 25 DCL 2.5

T
|
|
EI] ; generate recommendations()
0 ; prepare context data request()

[
|
|
|
|
|
|
|
|
|
sends contextual data request() !
:contextual data
O S e T bﬂ
|
|
|
|
|
|
|
|

Use Case ID: SCL2.5-UC-05

Use Case Name: Retrieve SNS Trends from Supporting Layer

FR ID: MM-FR-28

Created By: Muhammad Last Updated By: Muhammad
Afzal Afzal

Date Created: 12 April 2016 Last Revision Date: 15 April 2016

Actors: SCL25,SL25
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Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

Retrieving SNS trends is required by Recommendation
Interpreter component to identify the top trends in
order to extend the recommendation with SNS trends.
Since SL 2.5 is connected to outer world SNS service,
so SCL 2.5 as a primary actor originates the request to
SL 2.5 for social trends data in order to fulfill the SNS
trends requirements.

After contextual interpretation of recommendations
Recommendation has been interpreted.

SNS trends data is successfully retrieved and is
readily available for SCL 2.5 to process.

1. SCL 2.5 interprets the recommendations

2. SCL 2.5 prepare the SNS trends request

3. SCL 2.5 sends the request to SL 2.5 for SNS
trends data

4. SCL 2.5 receives the response and make it part
of SCL 2.5 internal process.

NA
NA
NA

Very frequent: every recommendation service

SCL 2.5 and SL 2.5 service contract is already agreed.

NA
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sd SCL2.5-UC-05

SCL

25 SL25

L

EI] ; interprete recommendations on context()

T

|

|

|

|

|

|

. ; extract keywords from the recommendation() :
|

|

send keywords()

:SNS Trends
<——— - TmT o —S———————— >~|:|

7

; process the trends()

Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

SCL2.5-UC-06

Deliver service results to service requester and to
intermediate database for persistence

MM-FR-23

Muhammad Last Updated By: Muhammad
Afzal Afzal

12 April 2016 Last Revision Date: 15 April 2016
SCL 2.5, SL2,DCL 2.5

It is required to send response to the service
requester. SCL prepares the recommendation and
interprets according to the context and delivers to the
requester.

At the time of completion of interpretations
Service results are completed

Service results are successfully delivered in SL 2.5
and DCL 2.5

149



Normal Flow: 1. SCL 2.5 prepares the recommendation output
2. SCL 2.5 sends the output to DCL for storage
3. SCL 2.5 receives the acknowledgement
4. SCL 2.5 sends the output to SL
5. SCL 2.5 receives the acknowledgement

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: Very frequent: at every service request

NFR ID: MM-NFR-09

Assumptions: SCL 2.5 has the agreed contract with SL 2.5 and DCL

2.5

Notes and Issues: NA

Sequence Diagram:

sd SCL2.5-UC-06

SCL 25 DCL 2.5 SL25

T

|

|

El]‘__l |
prepare the service response() |

|

|

|

sends service response()
e e e ack) _ _ _ _____ b‘|::|

sends service response()
T

T
|
|
|
|
|
|
|
|
|
|
|
|
|
|

|

|

<_______________EC@___: ____________

|

| |

| |

| |

| |

| |
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Supporting Layer ver. 2.5 (SL 2.5)

Use case List

Use case ID# Description

SL2.5-UC-01 Acquire Recommendations for displaying to end user
SL2.5-UC-02 Retrieve Capabilities for user interface adaption
SL2.5-UC-03 Collect user profile data for user satisfaction
SL2.5-UC-04 Get user profile, life-log and sensory data for analytics

SL2.5-UC-05 Get SNS trends from Tapacross to SCL
SL2.5-UC-06 Receive user credentials and verifies
SL2.5-UC-07 Receive user queries over authorized data
SL2.5-UC-08 Write data

SL2.5-UC-09 Inference Detector (The system shall maintain query logs to
analyze the pattern of user accessing the system)

SL2.5-UC-10 Integrity Check for tempered recommendations
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Use case Diagram

MM Supporting Layer 2.5

«actor»
Service Curation
Layer (SCL 2.5)

Display
Recommendations

Acquire
recommendations

«include»

End User /

Provide SNS Trends

«actor» DE—

SL25 I

retrieve Capabilities

«actor»
Data Curation Layer
(DCL 2.5)

Get user profile
«include»_ ,7
-

—

Expert Provide analytics

Get life-log

Winclude» information

~

~
. ~
«mclude»&

Get sensory data
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Detailed Use cases
Use Case ID:

Use Case Name:
FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

SL2.5-UC-01

Acquire Recommendations for displaying to end user
MM-FR-24

Jamil Hussain  Last Updated By: Jamil
Hussain

06 July 2015 Last Revision Date: 15 April 2016

End-user, SCL 2.5, DCL 2.5

This use case collects the recommendations

generated by SCL 2.5 and displays it on the user
interface for the end users. The provided
recommendations are displayed according to user
capabilities, context of use, and device characteristics.
This information is obtained from the DCL 2.5.

SCL 2.5 push the recommendations to the App or
end-user send request for recommendations

End-user subscribes to particular services

All  recommendations are successfully displayed
according to user capabilities, context, and device
characteristics.

1. SCL 2.5 generate the recommendations and
provide it to user interface

2. The SCL 2.5 recommendations are acquired by
the SL 2.5

3. SL 2.5 investigates the user -capabilities,
context of use, and device characteristics by
obtaining from DCL 2.5

4. The recommendation are displayed in graphical
user interface based on collected capabilities of
user, context and device information.

2a. In step 2. The SCL 2.5 recommendations are
acquired by the SL 2.5

1. user request for
method)

recommendations  (pull
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Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

2b. In step 2. The SCL 2.5 recommendations are
acquired by the SL

1. SL 2.5 push recommendations to App based on
situations
2a. In step 2 of the normal flow, if the user is detected
to be un-authorized

1. DCL 2.5 destroys the received sensory data
and environmental variables

2. Un-authorized user message is sent to the raw
sensory data source

NA

Less Frequent: whenever the recommendations are
generated by SCL 2.5

MM-NFR-10

The user profile data and context information should
exist in the DCL 2.5

NA

154



User
Controller

User

Interface SCL 2.5 DCL 2.5

request for recommections()|
1 F_I_

collect capabilities ()

:capabilities

< - —————— o

|

I

set container() :

[ ; |
I

|

|

|

= request recommendations{)
[pull method)
[ (Fush methog] | recommendstion) | | |

L
I
I
I
I

Use Case ID:
Use Case Name:
FR ID:

Created By:

Date Created:
Actors:

Description:

display recommedtions{)

o

SL2.5-UC-02
Retrieve Capabilities for user interface adaptation
MM-FR-25

Jamil Hussain  Last Updated By: Jamil
Hussain

06 July 2015 Last Revision Date: 15 April 2016
SL 2.5, DCL 2.5

This use case focuses on the retrieval of the
capabilities for user interface adaptation. The
capabilities include user profile information, context
information and device information. It is utilized for
adaptation based on changes or observational data.
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Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

SL

The DCL 2.5 provide the access to required
information

All required capabilities are successfully collected.

1. SL 2.5 generates request for user, device, and
context information collection from DCL 2.5

1. This information is utilized for the adaptation of
the user interfaces

2. The adaptation is based on changes in user
profile, context information or collected
observational data

NA

If there is not capabilities information then the default
user interfaces will be displayed.

NA
Very Frequent. always when the application is running
NA

The capabilities information should be available with
the DCL 2.5.

N/A
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User Interface
Controller

Fetrieve CL 2.5
Capabilities

-
I
I
I
I

Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:
Actors:

Description:

Trigger:

‘ser, context and device
informaticns

..::____

| |

| |

| |

| |

request information{) | I
™ |

|

|

profile, life-log information)

‘information

device information{)
L

|

I

I

T I
I I
I I
I I
| |

SL2.5-UC-03
Collect user profile data for user satisfaction
MM-FR-26

Jamil Hussain  Last Updated By: Jamil
Hussain

06 July 2015 Last Revision Date: 15 April 2016
SL 2.5,DCL 2.5

This use case focuses on the collection of user data
such as user feedback and user observational data for
enhancement of user interface. The user satisfaction
level is calculated based on collected information for
adaptability of user interface. The whole process finds
the user experience based on the user satisfaction.

End-user, SL 2.5
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Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:
Assumptions:
Notes and Issues:

Sequence Diagram:

User should be login and observational tracker are
installed

User profile update successfully.

1.

w

NA

The user utilizes user interfaces and enters
feedback as response

. The SL sends the feedback collected for user

interaction analysis to DCL for persistence

SL analyzes the feedback stored in DCL

SL collects the observational data based on
user interaction

The collected observational data is analyzed for
user satisfaction calculation

SL sends the user profile information to DCL for
persistence

If the feedback fails then acknowledgment message
shall be displayed to user.

NA

1.

NA
NA
NA

Very Frequent, When the user interacts with the
system

Less Frequent, When the user wants to provide
feedback on particular services
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Supporting Layer OCL 2.5
[SL2.5)

User
| |
| |
I
|

request feedbadk|) |
|

display feedbadk formd)

submit form () 1l

analyze feedbad])
[

i | observe user interaction|)
i | analyze data()

[ update user profilel) .‘[:Ij
T I |
I i i
Use Case ID: SL2.5-UC-04
Use Case Name: Get user profile, life-log and sensory data for analytics
FR ID: MM-FR-27
Created By: Shujaat Last Updated By: Shujaat
Hussain Hussain
Date Created: 06 July 2015 Last Revision Date: 16 April 2016
Actors: Domain Expert, DCL 2.5
Description: This use case focuses on getting the user profile, life-
log and raw sensory data from DCL for processing to
show analytics.
Trigger: The request from the expert panel for analytics

Pre-conditions: A predefined query library for retrieving the big data
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Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:
Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:

Sequence Diagram:

The data reaches the expert panel in a specific
format for processing.

Facts and analytics are displayed based on the
data

The expert requests the analytics for a specific
context.

Query is sent through the restful web service to
the data curation layer.

The social and personal data is obtained from
the Data Curation Layer

After performing analytics the transformed data
is provided to the experts

2a. In step 2 of the normal flow, if there is delay in
response time

1.

NA
NA

The timeout message is occurred on the web
interface

The request is again sent and normal flow
resumes from step 1.

Less Frequent, This use case can be used by the
domain expert about 5-10 times based on the volume
of data

MM-NFR-11

Queries are pre-built

1.

What is the maximum response time
acceptable?

How many queries are there in the query
library?
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sd GetContextSD

% SL25 DCL 2.5

Expert
|
|
|
. DataRequest(parameter%_!_

. ; selectquery(parameters)

DataCall(Query,Parameters)

1

DataCallResponse(object)

alt

[Response Timeout]
DataCall(Query,Parameters)

I
|
. ; timeout() :
|

DataCall(Query,Parameters)

1

DataCallResponse(object)

0 ; ProcessData(object)

DisplayAnalytics()

————— ]
——————]
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Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:

Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

SL2.5-UC-05

Get SNS trends from Tapacross to SCL 2.5
MM-FR-28

Shujaat Last Updated By: Shujaat
Hussain Hussain
14 April 2015  Last Revision Date: 14 April

2015
SL2.5,SCL 2.5

This use case focuses on getting the SNS trends from

SCL25toSL25

The request from the SCL 2.5 will be given to SL 2.5

A keyword is sent from SCL 2.5to SL 2.5

1. SCL 2.5 gets the SNS trends of the keyword

categories with the trend value.

1. SCL 25 sends keyword to the SL 2.5

communication gateway.

2. The gateway then calls the SNS connector to

get the SNS trends from tapascross

3. Tapacross sends the trends according to the

data and keywords

4. The keywords and the trends are sent back to

SCL 2.5 from SL 2.5

2a. In step 2 of the normal flow, if there is delay in

response time

1. The timeout message is occurred on the web

interface

2. The request is again sent and normal flow

resumes from step 1.
NA
NA

Less Frequent, This use case can be used by the
domain expert about 5-10 times based on the volume

of data
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NFR ID:

Assumptions:

Keywords are pre-defined

Notes and Issues: 1. What is the maximum response time
acceptable?
Sequence Diagram:
sd Details Component /
SCL2.5 SL2.5 Tapacross
I I I
: : :
| getSNStrends(keywords) > | :
:
setDate (lastweek) :
|
setmedia(twitter) :
|
mapKeywordstolD() :
SNSservice(media,keywordid,date) :
returnResult(json)
[ ﬂ
|
; parsekeywords() :
|
i
sendSNStrends()
Inny l
! ! !
Use Case ID: SL2.5-UC-06
Use Case Name: Receive user credentials and verifies
FRID: MM-FR-01
Created By: Mahmood Last Updated By: Mahmood
Ahmad Ahmad
Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016

Actors:

Description:

Trigger:

User Application, DCL 2.5

SL 2.5 allows a user to login into the MM with authorized

credentials which are verified by engaging DCL 2.5

User initiating a request to login into the system
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Pre-conditions: User is registered with Mining Mind

Post-conditions: The request is received and handled by SL 2.5
Normal Flow: 1. SL 2.5 receives the login request from user
application

2. SL 2.5 verifies the credentials by passing it to the

DCL
3. Dashboard appears with successful login

Alternative Flows: NA
Exceptions: Invalid login credentials
Includes: Credentials verification
Frequency of Use: User dependent
NFR ID: MM-NFR-01, MM-NFR-02
Assumptions: NA

NA

Notes and Issues:

Sequence Diagram:

sd SL2-UC-01

% Objectl DCL

End User

login credentials (id, pwd)

>

F————— -

Verfigy Credentils(id,pwd)

; VerifyCredentisl()
]

e —

sendResponse()

displayLoginSuccessMsg()

L]<

-4
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Use Case ID:
Use Case Name:
FR ID:

Created By:

Date Created:
Actors:

Description:

Trigger:
Pre-conditions:
Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:

Sequence Diagram:

SL2.5-UC-07

Receive user queries over authorized data

MM-FR-02

Mahmood Last Updated By: Mahmood
Ahmad Ahmad

20 Mar 2016 Last Revision Date: 23 Mar 2016

User Application, SCL 2.5

SL 2.5 allows a user to forward queries to MM after
authorization by engaging SCL 2.5

User initiating a query request to the system
Active Session (User is logged in )
User request ends up in appropriate response

1. SL 2.5 receives the user query

2. SL 2.5 forwards the query to SCL 2.5

3. Query response is fetched through SCL 2.5
NA

Query for unauthorized resource
NA

Infrequent

MM-NFR-01, MM-NFR-02

NA

NA
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sd SL2-UC-02 /

sendQuery(query parameter) >

SL SCL

}—— -

forwardsQuery()

; FetchResponse()

deliverResponse()

T
Response() |
[y i |
| | |
Use Case ID: SL2.5-UC-08
Use Case Name: Write data
FR ID: MM-FR-03
Created By: Mahmood Last Updated By: Mahmood
Ahmad Ahmad
Date Created: 20 Mar 2016 Last Revision Date: 23 Mar 2016

Actors:
Description:
Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

User Application, DCL 2.5

SL 2.5 allows a user and DCL 2.5 to write data into MM

User data, data generating devices
Active Session (User is logged in )
NA

1. SL 2.5 receives data from user or DCL (sensory data)
2. SL 2.5 forwards the data to DCL 2.5
3. DCL perform the data preservence

NA

NA

NA
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Frequency of Use:

Frequent

NFR ID: MM-NFR-02
Assumptions: NA
Notes and Issues: NA
Sequence Diagram:
SL dataPreservence()

X

End User / DCL

writeData(data)

dataDelivery()

Use Case ID:

Use Case Name:

FR ID:

Created By:

Date Created:
Actors:
Description:
Trigger:
Pre-conditions:

Post-conditions:

SL2.5-UC-09

Inference Detector (The system shall maintain query logs to
analyze the pattern of user accessing the system)

MM-FR-04

Mahmood Last Updated By: Mahmood
Ahmad Ahmad

20 Mar 2016 Last Revision Date: 23 Mar 2016

User Application, DCL 2.5, SCL 2.5

SL 2 preserves the individual identity against inference attacks

Successive queries by a user
Active Session (User is logged in )

Avoid inference attack with decoy information
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Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:

Sequence Diagram:

1. SL 2.5 receives user successive queries
2. Queries are logged at DCL 2.5

3. Analysis of queries and response helps SL 2.5 to
activate the inclusion of decoy information into the
response as a mitigation strategy against inference
attack

NA

NA

NA

rare
MM-NFR-04
NA

NA

g deliverResponse()
l

sd SL2-UC-04 /
% SL DCL SCL

End User

[ T T T

| | | |

| | | |

[ 1 | |

| queryParameters() | |

[ |

|

|

i |

queryLogging()
0 !

<
¢

queryForwarding()

L < checkSuccessiveQueries()

addDecoylnformation()

J
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Use Case ID:
Use Case Name:
FR ID:

Created By:

Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:

SL2.5-UC-10

Integrity Check for tempered recommendations

MM-FR-05

Mahmood Last Updated By: Mahmood
Ahmad Ahmad

20 Mar 2016 Last Revision Date: 23 Mar 2016

User Application, DCL 2

The recommendations generated by an expert and the

recommendations that are received by an end user are

compared for integrity compromise

Integrity violation on recommendations (generated and
received)

Active Session (User is logged in ) and DCL has received 02
message digest from user and by an expert

Trigger password reset

1. SL 2 forwards the recommendations generated by
an expert and received by an end user to DCL 2
respectively under the public key of MM

2. DCL 2 stores the message digest received from step
1

3. In case of digest mismatch, an appropriate message
(generate new recommendations to expert, and
discard recommendation to the end user ) is
forwarded

NA

NA

NA

rare
MM-NFR-05
NA

NA
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Sequence Diagram:

sd SL2-UC-05

User / Expert

% s

]
|
|
|
recommDigest(msg,pk) »_!_

forwardMsg()

DCL

Notify()

generateMsg()

; compareMsgDigest()

:|<

-L:l<
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Collaboration Diagram
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Section 4-B

Design Document

172




Data Curation Layer (DCL Ver. 2.5)

System Level Use cases

List of Use cases

Use case ID#

DCL2.5-SUC-01
DCL2.5-SUC-02
DCL2.5-SUC-03
DCL2.5-SUC-04
DCL2.5-SUC-05
DCL2.5-SUC-06
DCL2.5-SUC-07
DCL2.5-SUC-08
DCL2.5-SUC-09
DCL2.5-SUC-10
DCL2.5-SUC-11
DCL2.5-SUC-12
DCL2.5-SUC-13
DCL2.5-SUC-14
DCL2.5-SUC-15

Name

Receive sensory and environmental data from data source

Receive video data stream from data source
Synchronize heterogeneous user data

Send data for context determination

Receive context data

Retrieve Life-log Information

Persist Life-log Information

Map Instances

Validate Instances

Situation Configuration

LLM configuration for target variables

LLM for situation detection

Retrieve sensory data from non-volatile storage (offline)
Retrieve sensory data from non-volatile storage (online)

Persist sensory data in non-volatile storage
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Use case Diagram

<include>

Receive
video data

Synchronize
heterogenous

_ . <include> ~

DCL 2

data

R

Persist sensory
data in non-volatile
storage

Validate
Instance

Map Instance

-
Data |—] stream <include>
Source -
~ - -
Receive Send data for
sensory, <extends> —>1 context
env. data determination
<include>
Receive Persist
context <extends> = Life-log
— . :
ICL2 5 data information .
<include>
Retrieve Life-
log
information
KCL2 5}+— Situation
§ configuration

Intermediate data
generation

LLM
configuration

Retrieve sensory
data from non-
volatile storage

LLM for
situation
detection

SCL2.5

SL2.5
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Use case Description

Use Case ID:

Use Case Name:

Created By:
Date Created:
Actors:

Description:

Trigger:
Pre-conditions:
Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

Assumptions:

Notes and Issues:

Sequence Diagram:

DCL2.5-SUC-01

Receive sensory and environmental data from data
source

Bilal Amin
15 July 2015

Bilal Amin
20 Apr 2016

Last Updated By:
Last Revision Date:
Data source

User sensory data and environmental is received and
buffered from data source in real time

User activity of at least 3 seconds
User is a registered client of MM platform
Sensory and environmental data is persisted in the buffer

1. Sensory and environmental data is received by a
data acquisition component

2. Data source is authenticated and contents of the
data are verified

3. Data is temporary buffered for context
determination

N/A

2a. In step 2 of the normal flow, if the user is detected to
be un-authorized or contents are un-verifiable

1. Data acquisition component destroys the data
N/A
Very frequent: every 3 second

Communication contract is defined between data source
and data acquisition component

NA

175



Data Source Data Acquisition SL2
I I I
loop (every 3 seconds)) | |
L
raw sensory data, auth token
environmental variables < — — — — — — wini
ac

buffer received
[ sensory data

alt (un-authorized user) )

< -
T un-authorized user

environmental variables

Use Case ID:

Use Case Name:

Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

}
I

I

I

I

I

I

I

1

I

I

I

I

[ I |destroy received I
sensory data and :
I

I

I

|

|

|

|

DCL2.5-SUC-02

Receive video data stream from data source

Bilal Amin Last Updated By: Bilal Amin
15 July 2015 Last Revision Date: 20 Apr 2016
Data source

User video data stream is received and buffered from
data source in real time

Video camera is streaming user feed
User is a registered client of MM platform

User video data stream is persisted in the video stream
buffer

1. Video data stream is received by a data
acquisition component

2. Data source is authenticated and contents of the
data stream are verified

3. Video data stream is temporary buffered for
context determination
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Alternative Flows: N/A

Exceptions: 2a. In step 2 of the normal flow, if the user is detected to
be un-authorized or contents are un-verifiable

2. Data acquisition component destroys the data

Includes: N/A

Frequency of Use: Less frequent: If video streaming based data source is
available

Assumptions: Video data streaming communication contract is defined

between data source and data acquisition component
Notes and Issues: NA

Sequence Diagram:

| |
| |
- - -
video stream data auth token
< —————————————
ack

buffer video
[ stream dat

Data Source Data Acquisition SL2
:
|

alt (un-authorized user) )

[ I |destroy received
video stream data

< -
T un-authorized user

Use Case ID: DCL2.5-SUC-03

Use Case Name: Synchronize heterogeneous user data

Created By: Bilal Amin Last Updated By: Bilal Amin
Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016

Actors: DCL 2.5
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Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

Assumptions:

Notes and Issues:

Sequence Diagram:

Use Case ID:

Use Case Name:
Created By:
Date Created:
Actors:

User video data stream is synchronized with the
corresponding sensory data

Video camera is streaming user feed
Video data stream is persisted in the video stream buffer

Video data stream is synchronized with its corresponding
sensory data

1. Time stamp and user id of video data stream is
read from the video stream buffer

2. Sensory data is searched and retrieved from
buffer based on the time stamp and user id

3. Retrieved sensory data is concatenated with the
video stream data and stored back in the sensory
data buffer for context determination

2a. In step 2 of the normal flow, if the sensory data is not
found

1. Data acquisition component deletes the video
data stream from the video data stream buffer

NA
NA

Less frequent: If video streaming based data source is
available

4. Video data streaming communication contract is
defined between data source and data acquisition
component

NA

DCL2.5-SUC-04

Send data for context determination
Bilal Amin Last Updated By:

15 July 2015 Last Revision Date:

Context sender

Bilal Amin
20 Apr 2016
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Description: Sensory data buffer is sent to ICL 2.5 for context
determination

Trigger: Sensory data is available for context determination
Pre-conditions: Sensory data is persisted in the buffer
Post-conditions: Sensory data is sent for context determination
Normal Flow: 1. Context sender reads sensory data from the

sensory data buffer
2. Context sender creates communication object by

serialization
3. Communication object is sent to the ICL 2.5
server
Alternative Flows: NA
Exceptions: NA
Includes: NA
Frequency of Use: Frequent: whenever context need to be determined
NFR ID: Leave it blank
Assumptions: NA
Notes and Issues: NA
Sequence Diagram:
| Data Aclquistion | | ICL 2 : Router

loop (every 3 seconds))

I
1
|
I
g
read received
sensory data

- >
received sensory data [] Iidentify context

context

| | create life-log instance

update life-log
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Use Case ID:
Use Case Name:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:
Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
Assumptions:

Notes and Issues:

Sequence Diagram:

Use Case ID:
Use Case Name:
Created By:
Date Created:

Actors:

DCL2.5-SUC-05

Receive context data

Bilal Amin Last Updated By: Bilal Amin
15 July 2015  Last Revision Date: 20 Apr 2016
ICL 2.5 server

After the determination by ICL 2.5, context is received
by context receiver component and forwarded for non-
volatile storage

New context or change in previous context is
determined by ICL 2

Context data is available
Context data is sent for non-volatile storage

1. Context receiver receives context object
2. Context receiver de-serializes context object
3. Context object is sent for non-volatile persistence

(async)
4. Context object is sent for life-log mapping
NA
NA
NA
Frequent: whenever context is determined

NA
NA

DCL2.5-SUC-06

Retrieve Life-log Information

Taqdir Al Last Updated By:
15 July 2015
SCL 2.5, KCL 2.5, SL 2.5

Taqdir Al

Last Revision Date: 20 Apr 2016
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Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

Assumptions:

Notes and Issues:

Sequence Diagram:

Each actor needs information from life log for further
processing. All actors shall request their related and
desired Life-log information from physical storage.

On request of a particular actor to access required
information

The actor shall be authorized with full access on the
Life-Log data.

Provide the required data to particular layer
1. Actor sends request for desired Life-log
information.

2. The desired request shall be checked for
information existence. If request is valid

a. Prepare the query for desired information
based on request

b. Load the requested information from
physical storage

c. Send back the loaded information to the
actor

2b. The desired data is not exist in the schema, invalid
request

1. Acknowledge the actor with exception of invalid
request.

NA
NA
Whenever Life-log information is required.
NA
NA
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X

Actor
|
|

| sendRequest(parameters) :dataset
L

Retrieval Handler Query Manager Life-Log physical
storage

}—— -

P>
checkSchemaForExistance(parameters) :bool

e resultExistanceCheck(parameters) :boolean

alt

[If reqpest is valid then generate query]

sendInformation() :dataset

generateQuery(parameters)

retrievelnformation(query) :dataset

I
retrieveData() :dataset

T O

[elsg alert with exception]

alertOflnvalidRequest()

Use Case ID:

Use Case Name:

Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

DCL2.5-SUC-07

Persist Life-log Information

Taqdir Al Last Updated By: Taqdir Al
15 July 2015 Last Revision Date: 20 Apr 2016
ICL 2.5

Each actor performed some specific operations on
incoming data from external resources or on already
existing information in Life-log repository. In both cases the
information shall be updated and stored in Life-log
repository.

On request of a particular actor to persist required
information

The actor shall be authorized with full access on the Life-
Log data.

Successfully stored the created Life-log information

1. Actor sends request to persist new generated Life-
log information.

2. Passes the new created information to check the
appropriate hierarchical structure.
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3. The appropriate selected hierarchical structure with
input information passes to find the information
instances.

4. Check the consistency among the records and their
relationship.

5. Store the validated and structured information into
physical storage

Alternative Flows: NA
Exceptions: NA

Includes: Map Instances, Validate Instances, save information to
physical storage.

Frequency of Use: \Whenever new information is generated.
Assumptions: NA
Notes and Issues: Capability to process multiple actors requests for storage.

Sequence Diagram:

% Persistance Model Selector Instance Mapper Information Life-Log Physical
Handler Validator Storage
Actor
| T T T T T
! [ [ [ [ [
sequers’stRequea(inforrnation) | | | |
selectAppropriateModel(informationl) : : :
:Model | | | |
: maplnstances(informatiori, | |
model) :mappedData : :
Ya|idateInformation(inforrnati:on) :
:validatedModel | |
I
|
savelnformation(information)
L acknowledgement()
o N L L J
acknowiedgementy) | | | | |
L L I I I |
| | | | | |
Use Case ID: DCL2.5-SUC-08
Use Case Name: Map Instances
Created By: Taqdir Ali Last Updated By: Taqdir Ali
Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016
Actors: DCL2.5, ICL2.5, SCL2.5, SL2.5, and Life-Log physical
storage
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Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

Assumptions:

Notes and Issues:

Sequence Diagram:

The information produced by each actor shall be mapped
against the hierarchical structure of storage.

On request of a particular actor to persist required
information

The actor shall be authorized with full access on the Life-
Log data.

Successfully mapped the instances with correct Life-log
information schema

1. Actor sends request to persist new generated
information.

2. System searches each information records against
hierarchical structure.

3. System finds appropriate classes of the instances
4. System extracts attributes in the instances.

5. Find the relationship among the information
records.

6. Pass the annotated information for validation.

NA
NA

Whenever new information is persist.
NA

Capability to process multiple actors requests for storage.
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X

Actor
|

Persistance Instance Mapper
Handler

Use Case ID:

Use Case Name:

Created By:
Date Created:

Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

I

I I
! savelnformation(information‘ | |
™ |

|

|

maplnstances(information, model) :mapped Data>

mapClasses()

mapAttributes()

mapRelationships()

returnMappedData()

L]<

DCL2.5-SUC-09

Validate Instances
Taqdir Al Last Updated By: Taqdir Al
15 July 2015 Last Revision Date: 20 Apr 2016

DCL2.5, ICL2.5, SCL2.5, SL2.5, and Life-Log physical
storage

The mapped information in previous use case shall be
checked for consistency among the existing information.

On request of a particular actor to persist required
information

The actor shall be authorized with full access on the Life-
Log data.

Successfully validate the instances with correct Life-log
information schema

1. Actor send request to persist new generated
information.

2. DCL passes the mapped information for validation
of information and their relationships.

3. The system checks the information according to the
specific location in the hierarchy.

4. The system checks and builds the relationship
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among concepts.

5. The verified information shall be passed for
persistence.

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: \Whenever new information is persist.

Assumptions: NA

Notes and Issues: Capability to process multiple actors requests for storage.

Sequence Diagram:

Persistance Information Life-Log Physical
Handler Validator Storage

! savelnformation(information)

J]

[
|
|
|
|
validateInformation(information) :validatedModel

validateLocation()

1 ;
. I validateRelationships()

saveToPhysicalStorage()

acknowledgement()

ez _ _ acknowledgement) _ _ _ | T L!J :

i H I I
Use Case ID: DCL2.5-SUC-10
Use Case Name: Situation Configuration
Created By: Bilal Ali Last Updated By: Bilal Ali
Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016
Actors: KCL 2.5
Description: Situation is determined by experts and is communicated

to DCL 2.5 for monitoring the Life-log.
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Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:

Assumptions:

Notes and Issues:

Sequence Diagram:

Creation of new rule to capture a situation.

KCL 2.5 and DCL 2.5 should agree on common
representation of sharing information of Situation
configuration
1. Situation is stored against a specific category.
2. Situation is available for monitoring the Life-log.
1. KCL 2.5 connects to DCL 2.5 and send the newly
created situation in common configuration format.

2. DCL 2.5 evaluates the format of received
situation configuration.

3. DCL 2.5 responds with acknowledgement
message.

4. Situation will be parsed into components.

5. Parsed components are updated in persistent
storage as per categories.

NA

Format of situation is not according the agreement.
NA

Invoked per situation creation by the expert.

Well defined schema is available to store situation
persistently

Standardize situation format is a challenging task

187



KCL 2 Situation Format Evaluator Situation Storage
Configurator

T T T T
loop J :sendSltuatlon(ld, description) : : :
| |
checkFormat(situationl) :
|
|
|
i evaluateFormat() |
[ !
:Acknowledge |
<-—————————— |
- |
:Ack | |
PR A save(id, description) |
L T
| |
| |
: : processUpdate(situation)
| e Acknowledgement |
|
|
|
|
I

Use Case ID:
Use Case Name:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

DCL2.5-SUC-11

LLM Configuration for target Variables

Bilal Ali Last Updated By: Bilal Ali

15 July 2015 Last Revision Date: 20 Apr 2016
KCL2.5, Experts

Configure the Life-log monitor for the screening of the
target variable from Life-log data.

On start of user’s monitored activity
1. Expert defines target variable in common
configuration format.
2. Access to Life-log.

Targeted log is retrieved from Life-log data as per target
variable requirements.

1. KCL 2.5 will share the target variables in common
configured format created by expert.

2. Life-log monitor is configured on the basis of the
shared target variable.

3. Life-log monitor retrieve log data from Life-log
against the target variables.
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Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: On update of common configuration format.
Assumptions:

Notes and Issues: Real time accommodation of update in common

configuration format is challenging task.

Sequence Diagram:

KCL 2 Life-log Monitor Life-log Data
Configurator

] ]
| |
I sendConfigurate(targetVariablei|

i updateTargetVariable()

J [
loop searchLog(targetVariable)

i processSearch()

< ___dg____
H T |
| | |
| | |
| 1 1
| | |
| | |
| | |
| | |
| | |
| | |
|
|
Use Case ID: DCL2.5-SUC-12
Use Case Name: LLM for Situation Detection
Created By: Bilal Ali Last Updated By: Bilal Ali
Date Created: 15 July 2015 Last Revision Date: 20 Apr 2016
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Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
Assumptions:

Notes and Issues:

Sequence Diagram:

Life-log Data, SCL 2.5, ICL 2.5

Identification of the existence of a condition in user
activities to highlight the alarming situation as per
experts’ understanding.

On start of user’s monitored activity

1. Activity is identified.

2. Situation is configured.

3. Access to Life-log.
Alarming situation is detected and triggered the SCL 2.5
with situation and user.
ICL 2.5 recognizes activity and sends to Life-log.
Life-log monitor identify the target activity.
Retrieve associated situation with the activity.
Continuous access that activity log.
Aggregate the interval/duration of activity.

o a bk wbdh =

Remove the irregularity in activity as per
situation.

7. Evaluate the duration of activity against the
situation.

a. If situation condition meets then send
message to SCL 2.5 to inform about the
occurrence of a situation along with user
information.

b. If situation condition does not occur, don'’t
send message to SCL 2.5

NA
NA
NA

For every activity with configured situation.

Management of irregularity in activity is a challenging
task.
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ICL 2 Life-Log Monitor Situation Storage Life-log Data Aggregate Log Remove Evaluation of Log SCL 2
Irregularity
T T T T T T T T
I I I I I I I I
| sendActivity(activityld) ! : : : : : :
serachS\tuation(Ac(ivityiD) : : : : :
> 1 1 1 1 1
I I I I I
| | | | |
I I I I I
processRequest() I I I I
| | | | |
:situation | | | | |
<-TTTTo | | | | |
I I I I I
loop reteriveLifeLongata(activily D) T : : : :
I I I I I
I I I I I
| | | | |
I readlog() I I I
‘LogData ! ! ! !
R e R | | | |
I I I I I
. I I I I I
aggregateLog(LogData), - | | |
1 1 o 1 1 1
[ ) | | | 1
e o 1 _cumulativevalue _ _ _ _ __ ___ | | |
I I I I I
| | | | |
| removeAnamoly(cumulative, SituationID) | - ! | |
T T T bl I I
I I I I I
I I I I I
I I I . I
| | | proce§Req'uesl() |
! activity interval ! ! !
<-—-———-—-—--- === A | t-—-—————- I I
I I I I I
! compareLog(logValue, SituationLimit) ! ! i
I I I I I
1 [ 1 1 1
e — - — = Lo a_ctmelalse L J D — 1
I I I I I
T T T T T T
| alt l l l l l l
responseTrue(): : : : : :
I sendSituation(SituationID, Personld, ActivitylD) | I I
t t t t t L
| | | | | "I'I
7 Fal (; I I I I I
. _ _lresponseFalse | | | | |
< I I I I I I
I I I I I I
- I I I I I I
' ' ' ' ' ' ' '

Use Case ID:

Use Case Name:

Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

DCL2.5-SUC-13

Retrieve sensory data from non-volatile storage for
intermediate data generation (offline)

Cho / Usman Last Updated By: Bilal Amin
20 Apr 2016 Last Revision Date: 20 Apr 2016
KCL 2.5

Request for Schema of the persisted data is received by
the Passive Data Reader. Scanned and most updated
schema from Non-volatile storage is returned to KCL.

KCL 2.5 requests the data

1. Relational IDB schema has already been
described and shared

2. The data exists in HDFS
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Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:

Frequency of Use:

NA
NA
NA

. The data has been transformed and exported to

IDB
The KCL 2.5 is informed

. DCL 2.5 receives requests from KCL and creates

a Hive query

Hive query is executed using on HDFS to retrieve
the data

Required data is returned as a result set to Data
exporter

Result-set is converted into data message and
returned to KCL

Less frequent, offline process, may be executed once

Assumptions: Hive query results are easy to transform to relational
format
Notes and Issues: NA
Sequence Diagram:
sd ResultSend() /
KCL Query Library Passive Data Non-Volatile Data Exporter
Reader Persistance
I I I I I
| | | | |
| | | | |
| | | | |
: DataRetrieveRequest() : : : :
l l l
queryparameter()_ | | |
l l
Scandatarequest()‘ | :
UpdatedSchema() :
e ResultSet() J
() 1
| |
LT ] i : :
[ [ [ | |
| | | | |
| | | | |
| | | | |
| | | | |
| | | | |
| | | | |
! ! ! ! !
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Use Case ID:

Use Case Name:

Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

DCL2.5-SUC-14

Retrieve life-log data from active data reader for
visualization and analytics (online)

Usman Akhtar  Last Updated By: Bilal Amin
21 April 2016 Last Revision Date: 20 Apr 2016
SL25

Raw life-log data in HDFS is retrieved and provided to
analytics component from active data reader component
for visualization and analytics

Request for data from descriptive analytics is received

Life-log data exists and persisted in HDFS (non-volatile
storage) and access through Hive metastore.
1. Required data is retrieved from HDFS

2. Request is sent back to data exporter to
appropriate format

3. Required data is communicated to descriptive
analytics in SL 2.5 directly (online)
1. Descriptive analytics in SL 2.5 requests data

2. Hive query is selected from Query Library and
implicitly transformed into a MapReduce Job.

3. MapReduce job is executed on HDFS and results
are retrieved.

4. Retrieved results are send to data exporter to
adjust appropriate format

5. Results are forwarded directly to descriptive
analytics

1. Descriptive analytics requests not from the active
data reader

2. Active Data Reader receives but unable to run
over the Hive

3. Duplicate request results are directly forwarded to
descriptive analytics

4. First time requests follow the normal flow.
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Exceptions: NA

Includes: NA
Frequency of Use: Frequent requests from descriptive analytics in SL
Assumptions: Request format contract already defined between

SL(descriptive analytics) and DCL (Active Data Reader)
Notes and Issues: NA

Sequence Diagram:

sd invokeHivequery()/
% Query Library Active Data Non-Volatile Data Exporter
Reader Storage
SsL
| T T T T
| I I I I
! DataRetrieveRequest )_!_ : : :
I I I
invokeHivequery() »_:_ : :
I I
ExecuteQueryonHDFS() : i
I
|
DataFormat() :
ResultSend()
e ]
ResultSendToSL() | |
Iy [] i | |
| I I I I
I I I I I
I I I I I
I I I I I
| I I I I
| I I I I
| ! ! ! !
Use Case ID: DCL2.5-SUC-15
Use Case Name: Life-log sync between intermediate database and Big
Data
Created By: Usman Akhtar  Last Updated By: Bilal Amin
Date Created: 21 April 2016 Last Revision Date: 21 April 2016
Actors: DC
Description: Receive and persist life-log data from intermediate

194



database in to HDFS through Kafka Pipelines

Trigger: Whenever the changes occurs in intermediate the
trigger send to Big data storage for updates

Pre-conditions: 1. Data storage structure, directory structure in
HDFS defined
2. File formats and data formats in HDFS known

3. Life-log data is received from intermediate
database

4. Hive metastores and Big Data server is already

running
Post-conditions: 1. Life-log data is persisted in HDFS non-volatile
storage
2. Data is available for processing and access by
SL and KCL
Normal Flow: 1. Big Data server listening for data requests from

intermediate database through Kafka pipelines

2. Kafka push the data from intermediate and send
to the data writer

3. Write to the HDFS for non-volatile persistence

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: When data updates

Assumptions: Data format and specifications already defined between

intermediate and Big Data
Notes and Issues: NA

Sequence Diagram:
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sd sendtodatawriter() /

Big Data Storage

Data Writer

Life-log
Synchronizer

Kafka Pipelines

Intermediate
database

|
|
[
|
|
[
L

ConnecttoS)}nchronizer()

SendDataWriter()

RequestData()

F—— = = = — — ]

ConnectDB()

ExportData()

uploadtoHDFS()
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Information Curation Layer (ICL Ver. 2.5)

List of Use cases

Use case ID#

ICL2.5-SUC-01
ICL2.5-SUC-02
ICL2.5-SUC-03
ICL2.5-SUC-04
ICL2.5-SUC-05
ICL2.5-SUC-06
ICL2.5-SUC-07

ICL2.5-SUC-08
ICL2.5-SUC-09
ICL2.5-SUC-10
ICL2.5-SUC-11
ICL2.5-SUC-12
ICL2.5-SUC-13
ICL2.5-SUC-14
ICL2.5-SUC-15
ICL2.5-SUC-16
ICL2.5-SUC-17
ICL2.5-SUC-18
ICL2.5-SUC-19
ICL2.5-SUC-20
ICL2.5-SUC-21

Name

Derive optimal low-level context recognizer

Create low-level context recognizers

Route sensory data for the low-level context identification
Recognize user low-level context

Recognize user activity based on inertial raw sensory data
Recognize user activity based on video raw sensory data

Recognize user location based on geopositioning raw sensory
data

Recognize user emotion based on audio raw sensory data
Unify low-level contexts

Notify new low-level context

Create unclassified high-level context instance
Classify high-level context instance

Notify new high-level context

Load context ontology model

Store context instance

Retrieve context instance

Recognize emotion based on video data
Recognize nutrition based on image data
Evolve Ontology

High Level Physical Activity Context

High Level Nutrition Context
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Use case Diagram

uc UseCase Diagram HLCA 2.5 /

«actor»
DCL2.5

ICL2.5

Route sensory data for

low-level context

N

\
in\)c\)kes
\

Recognize low-level
context

Unify low-level
context

\

\
invokes
\

\

Notify new low-level

context

[
inv?kes

‘ X

based on image dat,

LLCA

Recognize activity
based on inertial datg

Recognize activity
based on video dat;

Recognize emotion
based on audio dat3

ecognize location
based on
geopositioning daj4

Recognize emotion
\ based on video data

ecognize nutrition

U

reate unclassified

otify new high-level
context

igh level nutrition
context

lassify unclassified
high-level context

Evolve Ontology

igh level physical
activity context

Ontology engineer
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Use case Description

Use Case ID: ICL2.5-SUC-01

Use Case Name: Derive optimal low-level context recognizer

FRID: MM-FR-11

Created By: Oresti Banos Last Updated By: Oresti Banos
Date Created: 22 July 2015 Last Revision Date: 24 July 2015
Actors: Engineer

Description: Create an optimal recognition model through the

evaluation of multiple recognition model candidates
(offline process).

Trigger: Engineer initiates the process for creating an optimal
recognition model

Pre-conditions: 1. A human expert or engineer sets up the
experimental setup for the evaluation process

Post-conditions: 2. The optimal recognition model among
considered is delivered to the expert
3. A recognizer descriptor containing the
characteristics of the optimal model is stored

Normal Flow: 1. Load dataset
2. For each combination of preprocessing
methods, segmentation methods, feature sets,
feature selection methods, and classification
methods, the dataset is preprocessed (e.g.,
filtered)
3. The preprocessed dataset is segmented (e.g.,
partitioned into windows)
4. Features (e.g., mean, variance) are extracted
from each segment of the dataset
5. The best features are selected
6. Cross validation is applied to the selected
features
a. The feature set is split into training and
testing
b. The classifier is trained using the training
features
c. The classifier is tested in order to
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determine the model performance

7. The model performance is stored

8. Once the model performance has been
calculated for all the possible combinations, the
optimal model is selected

9. A recognizer descriptor is generated according
to the characteristics of the model (e.g., median
filtering, 3 sec window size, etc.)

10. The generated recognizer descriptor is stored

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: Infrequent

NFR ID: MM-NFR-05

Assumptions: NA

Notes and Issues: Matlab and Weka tools will be used for this task. A

multimodal dataset must be collected for the training
and evaluation of the candidates models.

Sequence Diagram:
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Use Case ID: ICL2.5-SUC-02
Use Case Name: Create low-level context recognizers
FR ID: MM-FR-11
Created By: Oresti Banos Last Updated By: Oresti Banos
Date Created: 22 July 2015 Last Revision Date: 24 July 2015
Actors: DCL 2.5
Description: Sensory data is received from DCL 2.5 and it is

distributed to the corresponding low-level context

recognizer based on the data type(s).
Trigger: Receive userlD and part of the user profile information

send by DCL 2.5 to ICL2.5
Pre-conditions: DCL 2.5 sends the userlD and part of the user profile

information to ICL 2.5 whenever a new user is
registered in the platform
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Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

Low-level context recognizers are generated for the
new user for all context types

NA

NA

NA

1.

Receive UserlD and (part of the) user profile
information

Load the recognizer descriptions containing the
low-level context model types (e.g., emotion
recognizer) and characteristics (e.g., median
filtering, 3 sec window size, etc.)

Create a new recognizer for each recognizer
description

Create a recognizer identifier for the generated
recognizer

Save the recognizer identifier in a persistent
storage

Less frequent

NA

NA

DCL 2.5 will send the required user profile
information together with the userlD only the
first time a user is registered

No user profile updates are considered in this
version
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sd ICL2.5-SUC-02
DCL 2.5 Low-Level Recognizer
Context Manager Description
Storage
T T T
| | |
| createContextRecognizers(userlD, profileinfo) | |
|

H i
| getRecognizerDescriptions() |
| -t
|
|
| :recognizerDescriptions
! | _ irecognizerDescriptions _ _
|
| T
| loop / |
: [for each recognizerDescription] :
| | Low-Level
| _cEeelt(-:-_r\lnge_co_grliz_er(_recognizerDescription, profilelnfo) :recognizerlD Context
: «creaite» Recognizer
I I T
| addRecognizer(recognizeriD, | |
| recognizerDescription) | |
| L |
| | ] I
| I | !
| T T
| ! 1 |

Use Case ID: ICL2.5-SUC-03

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Route sensory data for the low-level context
identification

MM-FR-10
Oresti Banos
14 July 2015

Last Updated By:

DCL 2.5, Low-Level Context Recognizer

Sensory data is received from DCL 2.5 and it is
distributed to the corresponding low-level context
recognizer based on the data type(s).

Receive sensory data send by DCL 2.5 to ICL2.5

DCL 2.5 sends sensory data, i.e., raw sensory data
plus sensory metadata (e.g., data type, time stamp,
device ID, device type, and user ID)

The adequate raw sensory data is sent to each low-
level context recognizer in order to perform the
recognition process
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Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

NA

Receive sensory data

Get the user identifier to which the sensory data
belongs

Load the low-level context recognizers
identifiers for the given user

For each low-level context recognizer identifier,
get the sensory data type(s) it requires

Match the received sensory data with the
sensory data type(s) required by the low-level
context recognizer

Create a copy with the compatible data required
by the low-level context recognizer

Distribute the data to the corresponding low-
level context recognizer

a. If no compatible data types are identified for the
given low-level context recognizer

NA

1. Goto step 3

Very frequent: determined by the rate of sensory data
reception from DCL 2.5

NA

NA

There is an established communication
between DCL 2.5 and the Sensory Data Router
The communication channel between the DCL
2.5 and the Sensory Data Router is secure
Incoming sensory data is already preprocessed
(i.e., without missing samples and with
synchronized streams)
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sd ICL2.5-SUC-03

DCL 2.5 Sensory Data Low-Level Recognizer Low-Level Context
Router Context Manager Description Recognizer
Storage
T T T T T
! ! ! ! !
l receive(sensoryData) l } } }
() | | |
| | | |
! ! ! !
} getUserlD(sensoryData) :userlD } } }
| L requestUserRecognizers(userlD) | ! |
! ! !
| | |
} requestUserRecognizers(userlD) | }
| |
} Qrecognizerle, recognizerDescriptions }
! !
1 irecognizeriDs, recognizerDescriptions 1
| |
!
| loop / | ;
.
! [for each recognizeriD] getCompati \soryDataT cognizerDescription) : !
| recognizerSensoryDataTypes | |
! ! !
} matchSensoryDataTypes(sensoryDa(;a,recogn|zerSensoryDataTypes) : }
| boolean | |
! ! !
| t t
| alt | |
! N : ! |
| [if boolean istrue] createCopyCt yData,recogni. yDataTypes) : |
| compatibleSensoryData | |
| | |
} receive(compatibleSensoryData) o !
T
! L] I =)
| 1 1

Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

ICL2.5-SUC-04
Recognize user low-level context
MM-FR-11

Oresti Banos
14 July 2015

Last Updated By:

Last Revision Date:

Oresti Banos
20 July 2015

Sensory Data Router, Low-Level Context Unifier

The low-level context associated to a given user is
identified based on the received compatible sensory
data. The low level context recognition may be of
diverse nature depending upon the data types, thus
this use case defines an abstract representation of the

process to be followed.

Receive compatible sensory data

Compatible sensory data is sent to a given low-level

context recognizer

The recognized low-level context instance is provided

to the Low-Level Context Unifier
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Normal Flow:

Alternative Flows:
Exceptions:
Includes:
Frequency of Use:
NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

1. Compatible sensory data is received by a given
low-level context recognizer

2. The raw sensory data is extracted from the
sensory data

3. The low-level context label is recognized

4. The sensory metadata is extracted from the
sensory data

5. A low-level context instance is generated by
combining the low-level context label and the
sensory metadata

6. The generated low-level context instance is
provided to the Low-Level Context Unifier

NA

NA

NA

Frequent: at every reception of sensory data
MM-NFR-05

Only compatible sensory data is received by each
corresponding low-level context recognizer

NA
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sd ICL2.5-SUC-04 /
Sensory Data Low-Level Context Recognizer Low-Level Context
Router Unifier
T T T
| | |
| | |
| receive(compatibleSensoryData) | :
L:J extractRawSensoryData(compatibleSensoryData) :rawSensoryData :
| |
| |
: g~ :
: recognizeLowLevelContext(rawSensoryData) :lowLevelContextLabel :
| |
| |
e b e
: extractSensoryMetadata(compatibleSensoryData) :sensoryMetadata :
| |
| |
| e |
: createLowLevelContextInstance(lowLevelContextLabel, sensoryMetadata) : :
: lowLevelContextinstance :
e b e
: receive(lowLevelContextinstance) .y |
i i T
| | |
| | |
I I I
Use Case ID: ICL2.5-SUC-05
Use Case Name: Recognize user activity based on inertial raw sensory
data
FR ID: MM-FR-11
Created By: Oresti Banos Last Updated By: Oresti Banos
Date Created: 14 July 2015 Last Revision Date: 20 July 2015
Actors: ICL2.5-SUC-04
Description: Identification of the user physical activity (e.g., “sitting”)
based on the processing of the body-motion raw
sensory data collected from an inertial sensor. The
body-motion raw sensory data consists of triaxial
acceleration, triaxial rate of turn and triaxial magnetic
field data.
Trigger: Request for the recognition of the user activity based
on a given inertial raw sensory data
Pre-conditions: Raw sensory data is extracted from compatible
sensory data (inertial sensory data)
Post-conditions: A label corresponding to the recognized activity is
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generated

Normal Flow: 1. Inertial raw sensory data is received for
analysis
2. The raw sensory data is preprocessed (e.g.,
filtered)

3. The preprocessed raw sensory data is
segmented (e.g., partitioned into windows)

4. Features (e.g., mean, variance) are extracted
from each segment of raw sensory data

5. The extracted features are classified

6. A label identifying the corresponding user
activity is generated

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: Frequent: at every reception of inertial raw sensory
data

NFR ID: MM-NFR-05

Assumptions: The raw sensory data is of the nature required by the

inertial activity recognizer
Notes and Issues: NA

Sequence Diagram:

sd ICL2.5-SUC05

Inertial Activity Recognizer Signal Preprocessor| Signal Segmenter, Feature Extractor Classifier

T T
! !
! !

!
recog nizeLowLeveIConlexl(rawSensorxDala)

|
|
preprocess(rawSensoryData) ‘l

:preprocessedSensoryData
| _ _ _preprocessedSenso woata _ _ _ JJ

0
segment(preprocessedSensoryData)

|
|
:segmentedSensoryData
o gmentedSensonbata___________
|
|
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Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

ICL2.5-SUC-06

Recognize user activity based on video raw sensory
data

MM-FR-11
Oresti Banos
20 July 2015

Oresti Banos
17 July 2015
ICL2.5-SUC-04

Last Updated By:

Last Revision Date:

Identification of the user physical activity (e.g.,
“standing”) based on the processing of the body-
motion raw sensory data collected through a video
camera. The body-motion raw sensory data consists of
RGB and depth video.

Request for the recognition of the user activity based
on a given video raw sensory data

Raw sensory data is extracted from compatible
sensory data (video sensory data)

A label corresponding to the recognized activity is
generated

1. Video raw sensory data is received for analysis

2. The raw sensory data is preprocessed (e.g.,
filtered)

3. The preprocessed raw sensory data is
segmented (e.g., partitioned into windows)

4. Features (e.g., SIFT, HOG) are extracted from
each segment of raw sensory data

5. The extracted features are classified

6. A label identifying the corresponding user
activity is generated

NA
NA
NA

Frequent: at every reception of video raw sensory data
MM-NFR-05
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Assumptions:

Notes and Issues:

Sequence Diagram:

The raw sensory data is of the nature required by the
video activity recognizer

NA

sd ICL2.5-SUC-06

Video Activity Recognizer

Signal Preprocessor| Signal Segmenter| Feature Extractor Classifier

T
!
!

preprocess(rawSensoryData)

T
|
|
1
recog nizeLowLeveIConlexl(rawSensory‘Dala)
|
|
|
1

:preprocessedSensoryData

e — — OETTTTET

0
segment(preprocessedSensoryData)

1

|
|
:segmentedSensoryData
o gmentedSensonData___________
|
extractF ted

e
} cl wfy(extm'cledFeatures) ! >t
I R e ]
LT | | |
! ! ! ! !
Use Case ID: ICL2.5-SUC-07

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Recognize user location based on geopositioning raw
sensory data

MM-FR-11

Oresti Banos Last Updated By: Oresti Banos
17 July 2015 Last Revision Date: 20 July 2015
ICL2.5-SUC-04

|dentification of the user location (e.g., “restaurant”)
based on the processing of the geopositioning raw
sensory data collected from a portable GPS sensor.
The body-motion raw sensory data consists of latitude,
longitude and speed data.

Request for the recognition of the user location based
on a given geopositioning raw sensory data

Raw sensory data is extracted from compatible
sensory data (geopositioning sensory data)
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Post-conditions:

Normal Flow:

Alternative Flows:
Exceptions:
Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

A label corresponding to the recognized location is
generated

1. Geopositioning raw sensory data is received for
analysis

2. The geopositioning raw sensory data is
compared with the predefined map coordinates

3. Alabel identifying the corresponding user
location is generated

NA
NA
NA

Frequent: at every reception of geopositioning raw
sensory data

MM-NFR-05

The raw sensory data is of the nature required by the
geopositioning location recognizer

NA

sd ICL2.5-SUC-07 /

Geopositioning Location
Recognizer

Location Mapper

i recognizeLowLevelContext(rawSensoryData)

identifyUserLocation(rawSensoryData)

:locationLabel

Use Case ID:

Use Case Name:

ICL2.5-SUC-08

Recognize user emotion based on audio raw sensory
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FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

data

MM-FR-11

Oresti Banos Last Updated By: Oresti Banos
17 July 2015 Last Revision Date: 20 July 2015
ICL2.5-SUC-04

Identification of the user emotional state (e.g., “happy”)
based on the processing of the audio raw sensory data
collected from a microphone sensor. The audio raw
sensory data consists of the user voice data.

Request for the recognition of the user emotion based
on a given audio raw sensory data

Raw sensory data is extracted from compatible
sensory data (audio sensory data)

A label corresponding to the recognized emotion is
generated

1. Audio raw sensory data is received for analysis

2. The raw sensory data is preprocessed (e.g.,
filtered)

3. The preprocessed raw sensory data is
segmented (e.g., partitioned into windows)

4. Features (e.g., LPC, MFCC) are extracted from
each segment of raw sensory data

5. The extracted features are classified

6. A label identifying the corresponding user
emotion is generated

NA
NA
NA

Frequent: at every reception of inertial raw sensory
data

MM-NFR-05

The raw sensory data is of the nature required by the
audio emotion recognizer

NA
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Sequence Diagram:
sdICL2.5-5UC08 /

Audio Emotion Recognizer Signal Preprocessor| Signal Segmenter| Feature Extractor Classifier

T T
! !
! !

!
recog nizeLowLeveIContext(rawSensory‘Data)

|
|
preprocess(rawSensoryData) ;l

:preprocessedSensoryData
l_ _ _ ipreprocessedSenso whata JJ

i
segment(preprocessedSensoryData)

|
|
:segmentedSensoryData
S gmentedsens LV‘ ,,,,,,,,,,,,,
|
tr ted

Use Case ID: ICL2.5-SUC-09

Use Case Name: Unify low-level contexts

FRID: MM-FR-11

Created By: Oresti Banos Last Updated By: Oresti Banos

Date Created: 20 July 2015 Last Revision Date: 20 July 2015

Actors: Low-Level Context Recognizer, Low-Level Context
Notifier

Description: Aggregation of multiple low-level context instances of

the same context type (e.g., activity) corresponding to
a similar period of time

Trigger: Receive low-level context instance

Pre-conditions: Low-level context instances are received from different
recognizers of the same context type

Post-conditions: A single low-level context instance is served for
notification
Normal Flow: 1. A low-level context instance is received

2. Search for other low-level context instances of
the same type valid at the same time
3. Fuse the identified low-level context instances
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into a unified low-level context instance
4. Serve the unified low-level context instance for

notification

Alternative Flows: NA

Exceptions: NA

Includes: NA

Frequency of Use: Frequent: at every reception of a low-level context

label
NFR ID: MM-NFR-05
Assumptions: Identical labels are used to describe the same low-

level context for each recognizer of the same context
type (e.g., inertial activity recognizer, video activity
recognizer)

Notes and Issues: NA

Sequence Diagram:

sd ICL2.5-SUC-09
Low-Level Low-Level Low-Level
Context Context Unifier Context Notifier
Recognizer

T T T
| | |
| | |
| receive(lowLevelContextlnstance) | |

|
o .
| |
| |
| I searchLowLevelContexts() : |
| ] lowLevelContextinstances |
| |
| |
| | fuseLowLevelContexts(lowLevelContextinstances) : |
: ] unifiedLowLevelContextinstance :
| |
: receive(unifiedLowl evelContextinstance) !
. | gn
| [ |
| | |
| | |
| | |
| | |
| | |
| | |

Use Case ID: ICL2.5-SUC-10
Use Case Name: Notify new low-level context
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Created By:
Date Created:

Actors:

Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:
Includes:

Frequency of Use:

NFR ID:
Assumptions:
Notes and Issues:

Sequence Diagram:

Oresti Banos Last Updated By: Oresti Banos
14 July 2015 Last Revision Date: 20 July 2015

Low-Level Context Unifier, High-Level Context Builder,
DCL 2.5

Serve the newly recognized low-level context for the
identification of high-level context and also
communicate it to DCL 2.5 for persistence.

New low-level context is identified
A unified low-level context instance is received

* The unified low-level context instance is served
for the identification of the high-level context(s)

¢ The unified low-level context instance is sent to
DCL 2.5

1. Alow-level context instance is received from
the low level context unifier

2. The received instance is compared with the last
low-level context instance

3. The new low-level context instance is served for
the identification of the high-level context

4. The new low-level context instance is sent to
DCL 2.5

3a. If the received instance contains the same low-
level context type as the previous one

1. Finalize
NA
NA

Frequent: at every reception of a low-level context
instance

NA
NA

NA
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sd ICL2.5-SUC-10 /

Low-Level
Context Unifier

Low-Level High-Level DCL 2.5
Context Notifier Context Builder

T
|
:receive(unifiedLowLeveIContextlnstance): :
|
|

|
i compareWithLastinstance(unifiedLowLevelContextinstance) :

[|:| boolean :
L

alt

I
|
[if hoplean is true] |
|
|
L

receive(unifiedLowLevelContextlnslanceL

I

|

|

|

|

|

|

|

|

|

|

|

|

|

|

- |
H |
receive(unifiedLowLevelContextinstance) |

T

i | HJ
L L
|
|

Use Case ID:

Use Case Name:

FR ID:
Created By:

Date Created:

Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

ICL2.5-SUC-11
Create unclassified high-level context instance
MM-FR-12

Claudia Last Updated By: Oresti Banos
Villalonga
14 July 2015 Last Revision Date: 20 July 2015

Low-Level Context Notifier, High-Level Context
Reasoner

Build a high-level context instance based on the
identified low-level contexts

Receive low-level context instance (label plus
metadata)

A new low-level context instance is served to the high-
level context builder

The unclassified high-level context instance is created

1. Map low-level context instance into ontological
format

2. Search for other low-level context instances of
different type valid at the same time

3. Create new unclassified high-level context
instance which links to the available low-level
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context instance(s)

4. Assert on the unclassified high-level context
instance that the missing low-level context
instances do not exist

Alternative Flows: NA
Exceptions: NA
Includes: NA

Frequency of Use: Less Frequent: whenever a new low-level context is
recognized

NFR ID: NA
Assumptions: Low-level contexts are interpretable
Notes and Issues: NA

Sequence Diagram:

sdICL2.5-SUC-11 /

Low-Level High-Level Context Ontology High-Level
Context Notifier Context Builder Manager Context Reasoner|

T T
| I
| receive(unifiedLowLevelContextinstance)
1 1

T
|
|
|
|
maplintoOntologicalFormat(unifiedILowLevelContextinstance) : :
5| ontologicalLowLevelContextinstance |

|

|

storeContextinstance(ontologicalLowLevelContextinstance)

searchConcurrentLowLeveIContexts(ontologicaILowLeveIContextlnstance)::
<% concurrentOntologicalLowLevelContextinstances |
|

createRequestForConcurrentLowLevelContexts(ontological LowLeveIContéxllnstance) :
[ requestForConcurrentLowLevelContexts :

retrieveContextinstance(requestForConcurrentLowLevel Contexts) - :
L

= :concurrentOntologicalLowLevelContextinstances “

concurrentOntologicalLowLevelContextinstances) :
unclassifiedHighLevelContextinstance

assertMissingLowLevelContext(unclassifiedHighLevelContextinstance) :
[] unclassifiedHighLevelContextinstance

receive(unclassifiedHighLevelContextinstance)

T

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

createUnclassifiedHighLevelContext(ontologicalLowLevelContextinstance, |

|

1 |

|

|

|

|

|

o |
g B}

|

|

Use Case ID: ICL2.5-SUC-12

Use Case Name: Classify high-level context instance
FR ID: MM-FR-12
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Created By:

Date Created:

Actors:

Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

Claudia Last Updated By: Oresti Banos
Villalonga
14 July 2015 Last Revision Date: 20 July 2015

High-Level Context Builder, High-Level Context
Notifier

Classify the unclassified high-level context instance
into one of the high-level context categories

Creation of unclassified high-level context instance
The unclassified high-level context instance is created

The classified high-level context instance is served for
notification

1. Verify the consistency of unclassified high-level
context instance

2. Reason on the unclassified high-level context
instance to identify the context type to which it
belongs

3. Serve the classified high-level context for
notification

1a. If the unclassified high-level context instance is
not valid

1. Communicate unidentified context
NA
NA

Less Frequent: whenever an unclassified high-level
context instance is created

MM-NFR-06

Low-level contexts and high-level contexts are
interpretable

NA
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sd ICL2.5-SUC-12 /

High-Level
Context Builder

receive(unclassifiedHighLevelContextInstance)

High-Level
Context Reasoner|

High-Level
Context Notifier

[
|
|
L
verifyConsistency(unclassifiedHighLevel ContextInstance) :
| boolean

[

alt

[if boolean is true]

i classify(unclassifiedHighLevelContextinstance) :
[1 classifiedHighLevelContextinstance

receive(classifiedHighLevelContextinstance)

receive(unidentifiedHighLevelContextInstance)

Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:
Actors:

Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

ICL2.5-SUC-13

Notify new high-level context

MM-FR-14

Oresti Banos
20 July 2015

Oresti Banos
14 July 2015
High-Level Context Reasoner, DCL 2.5

Last Updated By:

Last Revision Date:

Communicate the newly recognized high-level context
to DCL 2.5 for persistence.

High-level context is identified
A high-level context instance is received
The new high-level context instance is sent to DCL 2.5

1. A high-level context instance is received from
the high-level context classifier

2. The received instance is compared with the last
high-level context instance

3. The new high-level context instance is sent to
DCL 2.5

219



Alternative Flows: 2a. If the received instance contains the same
high-level context type as the previous one

1. Finalize
Exceptions: NA
Includes: NA

Frequency of Use: Less frequent: at every reception of a high-level
context instance

NFR ID: NA
Assumptions: NA
Notes and Issues: NA

Sequence Diagram:

sd ICL2.5-SUC-13

High-Level High-Level Context Ontology DCL 2.5
Context Reasoner Context Notifier Manager

T T
| |
receive(classifiedHighLevelContextinstance)
1 1

lastHighLevelContextinstance

createRequestForLastHighLevelContext(classifiedHighLevelContextinstance) :
requestForLastHighLevelContext

[

T

|

|

|

|

|

_l searchLastHighLevelContext(classifiedHighLevelContextinstance) : :
< |
|

1

)

|

|

|

retrieveContextInstance(requestForLastHighLevelContext)

».
L.
< :lastHighLevelContextinstance “

storeContextinstance(classifiedHighLevel ContextInstance)

; comparelnstances(classifiedHighLevelContextinstance,

lastHighLevelContextinstance) :boolean

alt

[if boolean istrue]
receive(classifiedHighLevelContextinstance)

y

g

Use Case ID: ICL2.5-SUC-14

Use Case Name: Load context ontology model

FRID:

Created By: Claudia Last Updated By: Claudia

Villalonga Villalonga
Date Created: 31 August 2015 Last Revision Date: goi%ptember
Actors: Ontology Engineer
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Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

NFR ID:

Assumptions:

Notes and Issues:

Sequence Diagram:

Load and store a context ontology model that
describes high-level context and its relations to low-
level context into the system in order to enable the
recognition of high-level context

The ontology engineer who has created a context
ontology model loads it through the interface

* A context ontology model that describes high-
level context and its relations to low-level
context has been created

* The context ontology model is stored and
available for the recognition of high-level
context

1. A context ontology model is received

2. The context ontology model is analyzed for its
consistency and validity

3. The context ontology is stored in order to
provide persistence

4. Success is notified

2a. If the context ontology model is not valid or
inconsistent

1. Error is notified
3a. If there is an error during storage
1. Repeat step 3

NA
NA
Infrequent
NA
NA
NA
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sd ICL2.5-SUC-14 /

X

Ontology Engineer
|
|
|
1

Context Ontology
Manager

]
|
receive(contextOntoIogyModeI)> |

analyzeConsistencyAndValidate(contextOntologyModel) :
::l boolean

alt

[if boolean istrue]

storeContextModel(contextOntologyModel
. < ( gyl )

L
<___ ____________

T T

O | o o o e ieeeeo o

: [else] :

S =

| :
Use Case ID: ICL2.5-SUC-15
Use Case Name: Store context instance
FR ID:
Created By: Claudia Last Updated By: Claudia

Villalonga Villalonga

Date Created: 31 August 2015 Last Revision Date: 421081%ptember

Actors:

Description:

Trigger:

Pre-conditions:
Post-conditions:
Normal Flow:

Alternative Flows:

High-Level Context Builder and High-Level Context
Notifier

Persist a context instance (high-level context instance
or low-level context instance) into the system

A new context instance has been created or identified

* A new context instance is received
* The context instance is stored
Receive context instance

Validate the context instance
Store the context instance

Notify success

hoOnN =

2a. If the context instance is not valid
1. Error is notified
3a. If there is an error during storage
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1. Repeat step 3

Exceptions: NA
Includes: NA
Frequency of Use: Less Frequent: whenever a new low-level context

instance is created, a new high-level context instance
is created, or a high-level context instance is classified

NFR ID: NA
Assumptions: NA
Notes and Issues: NA

Sequence Diagram:

sd ICL2.5-SUC-15

High-Level Context Context Ontology
Builder or Manager
High-Level Context

I

|
| |
| storeContextInstance(contextlnstance)> |

; validatelnstance(contextinstance) :boolean

(]
alt
[if boolean istrue]
0 I storeContextlnstance(contextinstance)
IS ok
T 1
I Im-TTTTTTTT T T s m T mmmmm T
| [else] |
| : |
T~ o o
| |
Use Case ID: ICL2.5-SUC-16
Use Case Name: Retrieve context instance
FR ID:
Created By: Claudia Last Updated By: Claudia
Villalonga Villalonga
Date Created: 31 August 2015 Last Revision Date: 421081%ptember
Actors: High-Level Context Builder and High-Level Context
Notifier
Description: Provide context instances (high-level context instances
or low-level context instances) that match a given
request
Trigger: A requester retrieves context instances
Pre-conditions: * Arequest for context instances is received
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Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:
Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:

Matching context instances are provided to the
requester
Receive a request for a specific context
Validate the request
Generate the query associated to the request
Match the query to the stored context instances
Return the matching context instances

5a If the request for context is not valid
1. Return error message

N oA 0N S

NA

NA

Less frequent: whenever context instances are
required in order to generate a new high-level context

instance or to verify the high-level context
NA

NA
NA

Sequence Diagram:

High-Level Context
I
|

sd ICL2.5-SUC-16
High-Level Context Context Ontology
Builder or Manager

! retriveContextinstance(contextRequest)

I

|

|
—

validateRequest(contextRequest) :
]

boolean

L
getMatchingContextinstance(query) :contextinstance
]
:contextinstance
e - — | T ]
T T
| R L L Lk T L LT T
| [else] |
['t|<________:eLf°_r _______ 1:'1

alt

[if boolean istrue]

i generateQuery(contextRequest) :query
]
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Use Case ID:

Use Case Name:

FR ID:
Created By:
Date Created:

Actors:
Description:

Trigger:

Pre-conditions:

Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:
Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:
Sequence Diagram:

ICL2.5-SUC-17

Recognize emotion based on video data
MM-FR-11
Jae Hun, Bang Last Updated By: Jae Hun, Bang
18 Mar 2016 Last Revision 18 Mar 2016
Date:
Recognize user low-level context
Identification of the user emotional state (e.g., “happy”)
based on the processing of the video data collected
from a camera while user is calling. The video data
consist of user facial video collected during the call.
Request for the recognition of the user emotion based
on a given video data
* Raw sensory data is extracted from compatible
sensory data (video sensory data)
* A label corresponding to the recognized
emotion is generated
Video raw sensory data is received for analysis
2. The raw sensory data is preprocessed (e.g.,
filtered)
3. The preprocessed raw sensory data is
segmented (e.g., partitioned into windows)
4. Features (Facial points) are extracted from
each segment of video data (picture)

-_

5. The extracted features are classified with SVM
6. A label identifying the corresponding user
emotion is generated
NA
NA
NA

Frequent: at every reception of inertial raw sensory
data

MM-NFR-05

The raw sensory data (video) is of the nature required

by the audio emotion recognizer
NA
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interaction SequenceDiagraml )

| Video based emotion recoginzer

: 1:: RecogmzeLowLeveIComext(rawSensorybata)

2 : Preprocess(rawSensoryData)

Preprocessor Segmenter Feature Extractor Classifier

lc..... 3 Preprocessed Sensory Data.

4 : Segment(Preprocessed D:ata)

P

lGeenecnanaannaae

SRS —

5 : segmentedSensory Data

6 : Feature Extrac't(Segmented Data)

8 :ECJassﬁy(Featured Data)

fGemenmenanaaas

P P P U

Use Case ID:
Use Case Name:
FRID:

Created By:
Date Created:
Actors:
Description:

Trigger:
Pre-conditions:
Post-conditions:

Normal Flow:

Alternative Flows:

Exceptions:

ICL2.5-SUC-18
Recognize nutrition based on image data
MM-FR-11
Dong Uk, Kang Last Updated By:
18 Mar 2016 Last Revision Date:
Recognize user low-level context
Identification of the user food taken (e.g., “Bibimbap”)
based on the tags attached to the image, the user
uploaded. The tags consist of textual data, with
character ‘# as delimiter, and are mapped to the
predefined list of food.
Request for the recognition of the user food taken
based on a given tags with user uploaded image
* Tags uploaded with user food photo is extracted
(textual data)
* Alabel corresponding to the recognized eaten
food is generated
User entered tags are received for analysis
The tags are processed for the normalization
The preprocessed tags are mapped to the list of
predefined food list
4. The food label is classified, if the mapping
relation exists for the entered tags
4-1. If the mapping does not exists, generate “Tag
not identified” message

Dong Uk, Kang
18 Mar 2016

wnh =

NA
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Includes: NA

Frequency of Use: Frequent: at every reception of user tag data

NFR ID: MM-NFR-05

Assumptions: The food tags are entered along with the photo by the
user

Notes and Issues: NA

Sequence Diagram:

interaction SequenceDiagraml )

Food Recognizer Normalizer Mapper

1:Receive Tag

2 : Normalize

3 : Normalized Data ' 4 : Mapping

'
'
-

e S
5 : Mapped foad label

Use Case ID: ICL2.5-SUC-19

Use Case Name: Evolve Ontology

FRID: MM-FR-11

Created By: Wajahat Ali Last Updated By: Wajahat Ali
Khan Khan

Date Created: 18 Mar 2016 Last Revision Date: 18 Mar 2016

Actors: Ontology Engineer

Description: Evolving the already created context ontology based

on the nutrition service. The low level and high level
nutrition related contexts are modelled in the context
ontology that only included physical activities related
low level and high level entities.

Trigger: The ontology engineer who has created a context
ontology model loads it through the interface
Pre-conditions: * A context ontology model that describes high-

level context and its relations to low-level
context has been created with physical activities
and nutrition related resources

Post-conditions: * The modified or evolved context ontology model
is stored and available for the recognition of
high-level context
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Normal Flow: 1. Ontology engineer defines the low level
nutrition concepts in addition to the low level
physical activities concepts

2. Ontology engineer defines the high level
nutrition concepts in addition to the high level
physical activities concepts

3. The constraints are defined on the new
concepts added to the ontology

4. Consistency of the ontology is checked with
reasoner

5. The modified context ontology is stored for
persistence

6. Success is notified

Alternative Flows: 4a. If the context ontology model is not valid or
inconsistent

1. Error is notified
2. Check step 1,2,3

Exceptions: NA

Includes: NA

Frequency of Use: Infrequent

NFR ID: NA

Assumptions: Context Ontology based on physical activities service
already exists

Notes and Issues: NA

Sequence Diagram:
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sd ICL2.5-SUC-19

Ontology Engineering Ontology GUI Context Ontology
GUI Reasoner Storage

Ontology Engineer
|

! openEnvironmentGUI() |

|
IoadMMContextOntology()

|
e IoadedMMConte)it:Ontology(MMContextOntoIogyZ.S)

addFoodConcepts(LLC)

» |
L

addNutrientConcepts(HLC)

-
|
|

Pl |

addFoodContraints(LLC)

g
|
addNutrientConstraints() |

checkConsistency(LLC)

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

‘I
9

checkConsistency(HLC) |

executeReasoner(consistencyCheck)

I:|:I update(MMContextOntology2.5) g
H H ! !
Use Case ID: ICL2.5-SUC-20
Use Case Name: High level physical activity context
FRID: MM-FR-14
Created By: Wajahat Ali Last Updated By: Wajahat Ali
Khan Khan
Date Created: 18 March 2016  Last Revision Date: ; g1l\garch
Actors: High-Level Context Reasoner
Description: A classified high level physical activity context is
recognized by the reasoner from the unclassified high
level context.
Trigger: High-level context is identified
Pre-conditions: * An unclassified high-level physical activity
context instance is received
Post-conditions: * The new high-level physical activity context
instance is forwarded to Notify DCL
Normal Flow: 1. A high-level physical activity context instance is
processed by high-level context classifier
2. Reasoning is performed by the reasoner to find
out classified high level physical activity context
3. The classified high level physical activity
context is provided to Notify DCL
Alternative Flows: NA

229




Exceptions:
Includes:

Frequency of Use:

NFR ID:
Assumptions:

Notes and Issues:
Sequence Diagram:

NA
NA
Less frequent: at every reception of a unclassified

high-level physical activity context instance
NA

NA
NA

sd ICL2.5-SUC-20

High-Level Context
Builder

Ireceive(uniclassifiedPAHighLevelContextinstance)

High-Level Context Ontology
Reasoner Storage

; verifyConsistency(unclassifiedPAHighLevel Contextinstance) :
boolean

alt

[if boolean istrue]

; classify(unclassifiedPAHighLevelContextinstance) :
[] classifiedPAHighLevelContextinstance

receive(classifiedPAHighLevelContextinstance)

y

-4t - - — =]

e | e
T T VIT,
Use Case ID: ICL2.5-SUC-21
Use Case Name: High level nutrition context
FR ID: MM-FR-14
Created By: Wajahat Ali Last Updated By: Wajahat Ali
Khan Khan
Date Created: 18 March 2016 Last Revision Date: ; g1l\garch

Actors:
Description:

Trigger:
Pre-conditions:

Post-conditions:

Normal Flow:

High-Level Context Reasoner
A classified high level nutrition context is recognized
by the reasoner from the unclassified high level
context.
High-level context is identified
* An unclassified high-level nutrition context
instance is received
* The new high-level nutrition context instance is
forwarded to Notify DCL
4. A high-level nutrition context instance is
processed by high-level context classifier
5. Reasoning is performed by the reasoner to find
out classified high level nutrition context
6. The classified high level nutrition context is
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Alternative Flows:
Exceptions:
Includes:
Frequency of Use:

NFR ID:
Assumptions:
Notes and Issues:

Sequence Diagram:

NA
NA
NA

provided to Notify DCL

Less frequent: at every reception of a unclassified
high-level nutrition context instance

NA
NA
NA

sdICL2.5-sUC-21 /

High-Level Context
Builder

High-Level
Reasoner

High-Level
Context Notifier

: recieve(unclassifiedNutritionHighLevelContextInstance)

verifyConsistency(unclassifiedNutritionHighLevelContextlnstance) :
1

boolean

alt

[if boolean is true]

classify(unclassifiedNutritionHighLevel Contextinstance) :

0 classifiedNutritionHighLevelContextinstance
receive(classifiedNutritionHighLevel Contextinstance) g
L
..................................................... lee e e e
recieve(unidentifiedNutritionHighLevelContextinstance) |
-
T |
]

231




Knowledge Curation Layer (KCL Ver. 2.5)

System Level Use cases

List of Use cases

Requirements #ID

Description

KCL2.5-SUC-01

Select valid combinations of features from lifelog and user profile
schema to build feature model for yielding correct classification model.

KCL2.5-SUC-02

Apply preprocessing methods on retrieved lifelog and user profile data to
prepare the data for classification model learning.

KCL2.5-SUC-03

Expert generate guidelines to utilize their practices to create rules in the
knowledge bases.

KCL2.5-SUC-04

System validate the guidelines in tree structure to maintain the rules.

KCL2.5-SUC-05

User profile and lifelog schema is needed to be known before feature
modeling and creation of classification model.

KCL2.5-SUC-06

Retrieve user profile and lifelog data for creation of classification model.

KCL2.5-SUC-07

Extract meta-features of classification datasets.

KCL2.5-SUC-08

Evaluate performance of decision tree algorithms (i.e, f-measure)

KCL2.5-SUC-09

Create automatic algorithm recommendation model (AARM) from offline
datasets. AARM will be used as recommendation model for algorithm
selection.

KCL2.5-SUC-10

Create rules to enhance the knowledge base of the system to generate
recommendations in easy manner.

KCL2.5-SUC-11

Rule validation avoid the duplication of rules in the knowledge base and
enhance the maintainability of knowledge base.

KCL2.5-SUC-12

It integrates AARM dataset in Mining Minds Data Driven knowledge
acquisition approach for recommendation of automatic algorithm on
given dataset.

KCL2.5-SUC-13

It generates classification model from user profile lifelog data that can be
explored by model learning mechanism with the help of learning method
as well as processed data.

KCL2.5-SUC-14

The integrated AARM shall automatically recommend appropriate
classification algorithm. Or domain expert can select any
algorithm from available set of decision tree algorithms.

KCL2.5-SUC-15

Domain model is used in creation of rule. It manages the domain model
for creating rule.

KCL2.5-SUC-16

It transforms the rules or guidelines into executable knowledge
representation.

KCL2.5-SUC-17

It creates situation event and index the rule based on situation event.

KCL2.5-SUC-18

Compute features priorities to help the domain expert for selecting
appropriate features from available schema

KCL2.5-SUC-19

Transform the decision tree generated from classification model to
conform the rules from domain expert

KCL2.5-SUC-20

Domain model is used in creation of rule. It manages the domain model
for creating rule.

KCL2.5-SUC-21

Domain model is also managed by expert. It provides updating of
models.

KCL2.5-SUC-22

It provides loading model to Domain Model Manager or Rule Editor.
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Use case Diagram

uc SystemSpecs Use C '\n/
g st = |
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: and lifelog schema | «includes classification |
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| invok: .
' ¢IHVO esn : (from DataDriven) (from DaltaDriven) :
|
|
| Compute Feature (from DataDriven) ! ainvokes | :
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| <
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| | (from Actors)
|
|
! Prepare lifelog and L
; user profile data (from DafaDriven) |
| |
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; |
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! etrieve user profile Transfom the Create automatic algorithm } — — — — — = recommendation model |
0 and lifelog data decision tree recommendation model aprecedess |
|
: I
z from DataDriven, !
| (from DataDriven) f ) (from DataDriven) |
L (from DataDriven) _ __ _ ___ _ _ _ | I
e et Knowledge
| Engineer
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{'fﬂlﬂl— i Create Situation Event cextends : : etor)
Actprs) | | !
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| (from ExpertDriven) | |
| ! | |
| |
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: domain model winvokess : |
|
: |
|
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|
|
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|
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Use case Description

Use Case ID:

KCL2.5-SUC-01

Use Case Name:

Build feature model

Created By:

Magbool Ali

Last Updated By:

Magbool Hussain

Date Created:

11-07-2015

Last Revision Date:

15-04-2016
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Actors:

Domain Expert

Description:

A feature model defines the valid combinations of features in a domain that
enables capturing feature variability and interdependencies. For building
feature model and its reusability, domain expert uses selected domain
schema (i.e. lifelog and user profile schema) and selects the related features
for final feature model.

Trigger:

Prior to classification model creation needed for required domain

Preconditions:

* System has retrieved the schema from DCL 2.5.
* Domain expert has selected domain under consideration (e.g.
nutrition).

Postconditions:

System will build the feature model

Normal Flow:

—

Domain expert retrieves the schema from schema storage.
2. System loads and plots the schema
3. Domain expert builds the feature models as follows:
a. Select the required features for corresponding domain
b. Verify the consistency of the selected features (such as concept
hierarchy)
c. Save the feature model
4. System creates the feature model based on selected features and
visualizes it in hierarchical form
5. Domain expert reviews the feature model and confirms it for saving into
repository
6. System persists the feature model into repository.

Alternative Flows: | N/A
Exceptions:
Includes: | N/A

Frequency of Use:

When new service is required and mining mind have sufficient data for
classification model creation

Special
Requirements:

N/A

Assumptions:

Initially we assume that feature model is valid

Notes and Issues:

One possible candidate representation for feature model is XML.

234




Sequence Diagram:

X

:Domain Expert

DataDrivenGUI

FeatureM odelManage

|
: loadSchema(domain)

createFeatureModel()

loadSchema(domain)

<__

retumSchema() :schema

plotSchema()

loadSchema(domain) :
UserProfileLifeLogSchema o

SchemaStorage

loop /

[ForEach Feature f IN schema]

i *selectFeatures() :SchemaFeatures
]

saveFeatureModel(featureModel:fm)

createFM(schemaFeatures:sf)

»

reviewsFeatureModel()

visual

&

saveFeatureModel()

confi

| <

boolean

151<_—|

createFM(sf)
—————— >
«create»

1
|
'
izeFeatureModeI(featureModleI :fm)
|
|
|
|
|

1
rmFeatureModel(featureModel:fm) :

saveFeatureModel(fm)

«create»

returnSchema() :schema

< _____

FeatureModel

saveFeatureMod I(featureM.odeI:fm)

FeatureModelStorage]

UserProfileLifeLogSchema

I
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
!
e
T
|
|
1

y

e ]
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Use Case ID:

KCL2.5-SUC-02

Use Case Name:

Prepare lifelog and user profile data

Created By: | Magbool Ali Last Updated By: | Magbool Hussain
Date Created: | 10-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert
Description: | It is important to pre-process the data (i.e. lifelog and user profile data) to
generate models with high accuracy. ‘Prepare lifelog and user profile data’
use case apply various pre-processing techniques such as missing value
handling, outlier detection, transformation, and features selections to convert
unprocessed data into processed data.
Trigger: | Prior to classification model creation needed for high accuracy of model

learning

Preconditions:

* System has retrieved the data from DCL2, which is unprocessed
data.

Postconditions:

System will prepare and store the data

Normal Flow:

1. Domain expert loads the unprocessed data
2. System displays the retrieved data
3. For each attribute:

a. Domain expert identifies the missing values and select
appropriate method from following options for missing value
replacement.

» Default value
= Mean
* Mode
b. System replaces the missing values using selected method.
4. For each attribute:

a. Domain expert apply outlier detection method such as
interquartile range and scatterplot.

b. System display the outliers

c. Domain expert select appropriate method from following
options for outlier replacement.

= Mean
= Mode
d. System replace the outlier using selected method.
5. For each attribute:

a. Domain expert identifies, normalizes the non-transformed

values, and updates the dataset.

b. System modifies the values set and update the dataset
Domain expert applies the attributes filtration techniques (i.e ranking)
System computes the ranks for all attributes and displays to expert
Domain expert select the highly ranked attributes (i.e. rank value >=
0.8)

9. System filters the attributes based on selected attributes and displays

©o N
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to domain expert
10. Domain expert saves the processed data into repository
11. System persists the processed data into repository

Alternative Flows: | N/A

Exceptions: | N/A

Includes: | N/A

Frequency of Use: | When new service is required and mining mind have sufficient data for
classification model creation

Special | N/A
Requirements:

Assumptions: | N/A

Notes and Issues: * An outlier is any value that is numerically distant from most of the
other data points in a set of data. It can be detected by histograms,
scatterplots, or interquartile range techniques.

* Data transformation is the process to convert and normalize the
data from one format to another. It can be done by Log, square root,
or arcsine transformation techniques.
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DataDrivenGUI
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Use Case ID: | KCL2.5-SUC-03

Use Case Name: | Generate Guideline

Created By: | Taqdir Ali and Last Updated By: | Taqdir Ali, Magbool
Magbool Hussain Hussain
Date Created: | 11-07-2015 Last Revision | 15-04-2016
Date:

Actors: | Domain Expert

Description: | Guidelines are the combination of one or multiple rules in form of
decision tree. The tree format guidelines are understandable to the
domain experts and it can easily interpret and execute by computer.

Trigger: | Whenever domain expert wants to generate new guideline or update
the existing one.

Preconditions: | 1. The domain expert shall be authenticated with full access on the guideline
management.

2. Domain expert shall have existing guidelines as reference for generating
guideline tree.

Postconditions: * The expert shall generate guidelines to acquire their knowledge
into the system.

Domain expert opens the guidelines editor.
System displays new guideline tree form and load the wellness model.
Domain expert selects/drags tree node into editor form.
System display the node and open the corresponding properties window,
which includes;
a. Loads wellness model tree.
b. Displays operators, relationships and node type (conditional,
conclusion or both) artifacts.
5. Domain expert selects concepts for the node using any of the following
methods and confirm to save the node.
a. Using wellness model, dragging concepts and facts into node
conditional or conclusion part.
b. Using auto pop-up Intelli-sense window to select concepts and facts
into conditional or conclusion part.
6. System saves the tree node and displays as part of the guideline tree.
7. Domain expert add other nodes to guideline tree by using step repeating
step 3 on ward. After completion, (s)he saves the guideline tree.
8. System validates the guideline tree using “KCL2.5-SUC-04" and save into
guideline repository.

Normal Flow:

Pob=

Alternative | 2a. System loads existing guideline tree for modification (modifying
Flows: | existing or adding new node).
a. Domain expert selects existing node in guideline tree or drag
new node to appropriate place in guideline tree.
b. To modify node, step 3 onward will be invoked in Normal Flow.
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Exceptions: | N/A

Includes: | Validate Guideline

Frequency of | Whenever domain expert want to create new guideline tree or update
Use: | existing guideline tree.

Special [ N/A
Requirements:

Assumptions: | N/A

Notes and * Guidelines tree created will base on existing guidelines of
Issues: corresponding domain and domain expert shall interpret textual
guidelines into tree format.

* Appropriate modelling of guideline is challenging task.

Sequence Diagram:
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% GuidelineEditor WellnessModelHandle Guideline GuidelineRepository
Validator
:Domain Expert
| T T T T
| | | | |
| | | | |
| openGuidelineEditor() | | | |
1 1 | | |
| | |
loadForm() :GTF GuidelineTreeForm | | |
_______ | | |
«create» ! ! !
| | |
T | | |
| | | |
| loadWellnessModel(domain:d) : | | |
! WellnessModel:wModel | | |
1 . I I
| |
load() WellnessModel | |
— —— | |
> | |
creatGuidelineTree() T T | |
! ! I «creater | ! !
creatGuidelineTree() : : | | | |
o1 ! l ! l l
GuidelineTree | | | |
I ! I I
______ I ! I I
«create» | | | |
T I ! I I
loo ; I : I I
_p/ *createNode(wModel) | : | : :
[ForEach Node n] | | | |
|
| | |
I ! I I
setConceptsintoNode(wmConcept) | | | |
|
| | |
I ! I I
I ! I I
I ! I I
7 I ! I I
assert | | | |
|
[Both steps appl|ep only for nodetype: Copdgitional/Conclusion] : | : :
I ! I I
I ! I I
setConceptConditions() | : | |
| | |
I ! I I
I ! I I
setConclusion() | : | |
| | |
I ! I I
I ! I I
T T I ! I I
I I : I : I I
: x x : o :
I I ! I I
I I ! I I
I I ! I I
I I ! I I
I I : I I
SaveGuidelineTree() : : | : :
I : I I
validateGuideline(GT) :boolean : | : :
[ ! gn! |
SaveGuidelineTree(GT) | | |
T : T >
I : I
acknowlegement() | | |
e —————— — A L Fe———— B

Use Case ID:

KCL2.5-SUC-04

Use Case Name:

Validate Guideline
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Created By: | Taqdir Ali and Last Updated By: | Taqdir Ali, Magbool
Magbool Hussain
Hussain
Date Created: | 11-07-2015 Last Revision Date: | 15-04-2016

Actors:

Domain Expert

Description:

Guidelines have different facts and conclusions in form of nodes
related with different relationships. The guidelines tree shall be
validated for the possible duplication.

Trigger:

Whenever domain expert wants to generate new guideline or update
the existing one.

Preconditions:

1. System shall be running
2. The domain expert shall be authenticated with full access on the guideline
management.

Postconditions:

* Validated guideline tree

Normal Flow:

1. Domain Expert save the new guideline or update the existing guideline.
2. The system validate guideline for inconsistency and duplication as follows.
a. Fetch the existing guidelines and process each node and
relationship
b. Guideline Tree is approved for having no inconsistency and
duplication of new nodes and relationships of the facts and
conclusion with the existing guidelines.
c. Guideline Tree is stored into guidelines repository.
d. Acknowledge the expert to save guideline successfully.

Alternative 2b.Guideline Tree is found having inconsistency or duplication with
Flows: existing guideline tree
a. The system produces alert the inconsistency or
duplication in guideline tree
b. Domain expert review the alert message and correct the
guideline tree.
c. Step 1 and Step 2 of normal flow is executed.
Exceptions: | N/A
Includes: | N/A

Frequency of
Use:

Whenever domain expert want to create new guideline or update
existing guideline.

Special
Requirements:

N/A

Assumptions:

N/A
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Notes and | Appropriate modelling of guideline and validation is challenging task.
Issues:

Sequence Diagram:

Guidelline Editor Guideline Guideline Storagd
Validator

:Domain Expert
|

- —

|
! saveGuideline(guidelineTree)

R

T
|
|
|
|
vaIidateGuideIine(guidelineTree‘ :
|

searchNodesAndRelationships(guidelineTree)
|

«create»

— — — = GuidelineTree
retumSearchResult() : «create»
GuidelineTree

i checkConsistancyDuplication() :
]

boolean

|

|

|

|

alt |
|

[if duplicatipr] and inconsistancy does not exist then save] |
|

storeGuideline(guidelineTree)

Acknowledge()

——

[ else alert to fexpert]

)

lertExpertForDuplicationInconsistancyi
1

-_—)—-—-—-—- - - - - —_——_—_ e | = — = — — ]
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Use Case ID:

KCL2.5-SUC-05

Use Case Name:

Retrieve user profile and lifelog schema

Created By: | Magbool Ali Last Updated By: | Magbool Hussain
Date Created: | 10-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert, DCL 2.5
Description: | User profile and lifelog schema retrieval help domain expert to view all
available features for building feature model.
Trigger: | Prior to classification model creation needed for required domain

Preconditions:

* System has access through service interface to retrieve user profile
and lifelog schema from DCL 2.5

* System and DCL 2.5 has agreement on common schema
representation format

* DCL 2.5 has capability to share user profile and lifelog schema in
secure environment.

Postconditions:

System will receive user profile and lifelog schema conform to its
representation scheme.

Normal Flow:

1. Domain expert selects the domain and sends requests to DCL 2.5 for
user profile and lifelog schema.
2. DCL 2.5 shares the user profile and lifelog schema
3. System receives the user profile and lifelog schema
4. Domain expert uses the system and performs the following tasks;
a. Verifies the conformance of received schema
b. Plots the verified schema
c. Saves the verified schema
5. System saves the verified schema

Alternative Flows:

N/A

Exceptions:

1a. System unable to connect to DCL 2.5
a. System connection is failed during retrieving user profile and
lifelog schema
b. System hold and will retry after sometime to connect to DCL
2.5 and retrieve the user profile and lifelog schema
4a. System unabile to verify lifelog schema conformance
a. System fail to conform the schema representation from
DCL 2.5
b. System will send message to DCL 2.5 about
incompatible schema format

Includes:

N/A

Frequency of Use:

When new service is required and mining mind have sufficient data for
classification model creation
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Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

If DCL 2.5 is unable to send user profile and lifelog schema in required
format, then alternate strategy has to be considered.

Sequence Diagram:

X

:Domain Expert
|

DataDrivenGUI FeatureM odelManagel

saveSchema()

T
| I I
| loadSchema(domain) | |
|
1

loadSchema(domain)

requestSchema(domain) :
UserProfileLifeLogSchema

DataCurationLayer (DCL 2.5

SchemaStorage

:UPLLSchema

L

plotSchema(UPLLSchema)

S

saveSchema(UPLLSchema)

»

create(UserProfileLifeLogSchema) :
UPLLSchema
R ———

y

«create»

UserProfileLifeLogSchema

verifySchemaConformance(UPLLSchema) :
boolean

saveSchema(UPLLSchema)

y

|

———

e

T
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
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|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
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|
|
|
1
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Use Case ID:

KCL2.5-SUC-06

Use Case Name:

Retrieve user profile and lifelog data

Created By: | Magbool Ali Last Updated By: | Magbool Hussain
Date Created: | 10-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert, DCL 2.5
Description: | User profile and lifelog data has hidden knowledge that can be explored after
loading from data storage
Trigger: | Prior to classification model creation needed for required data

Preconditions:

* System has access through service interface to retrieve user profile
and lifelog data from DCL 2.5

* DCL 2.5 has capability to share user profile and lifelog data in secure
environment.

* System has already loaded the previously imported user profile and
lifelog schema

Postconditions:

System will receive user profile and lifelog data based on selected schema

Normal Flow:

1. Domain expert loads the feature model for selected domain

2. System loads the corresponding feature model

3. Domain expert sends request to DCL 2.5 for user profile and lifelog

data based on loaded feature model

DCL 2.5 shares the user profile and lifelog data

System receives the user profile and lifelog data

Domain expert uses the system and performs the following tasks;
o Verifies the user profile and lifelog data
o Saves the data after verification.

7. System saves the verified data

o0k

Alternative Flows:

Exceptions: 3a. System unable to connect to DCL 2.5

a. System connection is failed during retrieving user profile and
lifelog data

b. System hold and will retry after sometime to connect to DCL
2.5 and retrieve the user profile and lifelog data

6a. System receives irrelevant data

a. System detects the irrelevant data sent by DCL 2.5.

b. System request again DCL 2.5 to make sure that data
received is according to feature selected.

Includes:

Frequency of Use:

When new service is required and mining mind have sufficient data for
classification model creation
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Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

If DCL 2.5 is unable to send data based on dynamic feature selection from
schema, then alternate strategy has to be considered.

Sequence Diagram:

% DataDrivenGUI Datal.oader FeatureModelStorage] DataCurationLay er DataStorage
(BCL 2.5)
:Domain Expert
| T T T T T
| | | | | |
| loadData() | | | | |
r | | | |
loadData(domain) | | | |
- | | |
loadFeatureModel(domain) : : :
| |
| |
retumFeatureModel(domain) : | |
FeatureModel | |
s - - —— | |
| |
I | |
| | |
requestData(featuremodel:fm) : : :
| |
| |
retumData(fm) : | [
UserProfileLifeLogData | |
—————————————— Ao |
| |
| | |
verifyData(fm) : : : :
O boolean | | |
returData(fm) : | | |
UserProfileLifeLogData : : :
D | | |
saveData() I T : : :
saveData(fm) I I I I
™ I saveData(fm) I I
1 1 »
L L | |
| |
1 1
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Use Case ID:

KCL2.5-SUC-07

Use Case Name:

Extract meta-features of classification datasets

Created By: | Rahman Ali Last Updated By: | Magbool Hussain
Date Created: | 16-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Knowledge Engineer/Domain Expert, UCI archive
Description: | Datasets have simple, statistical, information theory and landmarking meta-
features that can best describes nature of a dataset. These features can best
used for building an algorithm selection model.
Trigger: | In the offline process, when the algorithm selection model is build, and in the

online process, when an appropriate algorithm is needed to be identified for
a new query dataset

Preconditions:

UCI archive datasets are available and are in refined format

Postconditions:

The meta-features are ready for being used in building algorithm selection
model.

Normal Flow:

1. Knowledge Engineer selects one dataset from UCI archive.
2. System retrieves selected dataset.
3. Knowledge Engineer provides dataset to meta-feature extractor for
extracting meta-features.
4. System extracts following meta-features set for selected dataset.
a. basic meta-features
b. statistical meta-features
c. information theory meta-features
d. extract landmark features
5. Knowledge Engineer reviews the extracted meta-features and saves it
into meta-features base (MFB).
6. System saves meta-features into a MFB.
7. Knowledge Engineer repeats step 1-6 for each intended dataset.

Alternative Flows:

1a. Meta-feature extraction for online dataset
a. Domain Expert provides new dataset used for classification model

creation.
b. Step 3-4 of Normal Flow is executed for Domain expert interactions
with system.
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

Frequently, whenever a new dataset arrives as a query dataset.

Special
Requirements:

Minimum availability of classification datasets > 60 for a reasonable accuracy

Assumptions:

e The archived datasets are available and are in refined .arff format
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* The meta-feature space is defined in advance

Notes and Issues:

Meta-feature extraction is time consuming task for offline process as we

have to take

into account more than 60 datasets.

Sequence Diagram:

% % % MetaFeatureManager| MetaFeatureExtractol MetaFeatureBase
:Domain Expert :Knowledge Engineer :UCl archeive
I I I 1 1 1
| | | | | |
ﬂ/ ] ] selectDataSets() ] ] | |
I I I I
[processMode: offline] | | |
: IoadDatasets(datasetPiath) : :
| : | | |
| ] | | |
I I I I
| | | |
| | | |
| | | |
| | | |
| | | |
1
: tracth Features(listDatasets, proc'e$Mode) : :
! 4% ! !
I 'IJ I I
| | | |
| | | | |
| | | | |
------ B e B L e B | |
[processMode:online] | | | |
| | | | |
| | | | |
| | | | |
| extractMetaFeatures(onlineDataset, processMode) : ] ] ] ]
| List<MetaFeature> | | | |
1 1 1 | |
| | |
g I I
| | |
L L L
loop MetaFeatureExtraction/ 1 1 1
| | |
[ForEagh|datasetld] | | |
: extractMetaFeatures(listDatasets, processMode) :L:ist<MetaFeature> :
| |
I I
| |
| |
MetaFe
: createMetaFeatureList() etaFealyg :
e e N I reater I
| T |
| | |
| |
| loop : |
| |
| [Forfl|SupportedMetaFeatureType] : |
| |
| extractMetaFeaturs(metaFeatureType) : | |
| MetaFeature : |
| |
I : ! I
| C | |
: addMetaFeatureToList(metafeature) | :
I ! I
I | I
| | |
| |
I ] ! I
I ! : I
| | |
' ' | '
par | | ! I
— . reviewMetaFeaturesList() :metaFeatureList ] | ]
[procgssMode: offline] < | | | |
<" - """ -"-"""="=""=""="="=—"—""="-—"—-—""="-"—-= ]
I I
MetaFeat
L saveMeta Iea ures() | : |
: : saveMetlaFeatures(metaFeatureList. datasetld) | o :
T L
| | |
| | MetaFeatureSaved(datasetld !
I I <-—————————- I'_______L____) _____ A-————— U
| |
| metaFeatureSaved(datasetld)
1 <--—————-----= P ===
|
o o [ [

i e e |
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Use Case ID:

KCL2.5-SUC-08

Use Case Name:

Evaluate performance of decision tree algorithm

Created By: | Rahman Ali Last Updated By: | Magbool Hussain
Date Created: | 16-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Knowledge Engineer, UCI archive
Description: | Different algorithms have different performance score for the same dataset.
To build an algorithm selection model, performance score of each algorithm
needs to evaluate for choosing an appropriate one.
Trigger: | In the offline process, when the algorithm selection model is to build the first

time.

Preconditions:

* UCI archive datasets are available and are in .arff format

* The algorithm to be considered is specified in advanced (Decision
Tree algorithms implemented in Weka)

* The evaluation metric is specified (F-measure)

Postconditions:

All datasets records in Meta-Feature Base (MFB) will be assigned with
optimal decision tree algorithm class label.

Normal Flow:

1. Knowledge Engineer selects UCI archive dataset, mentioned in MFB, for
finding optimal decision tree algorithm.
2. System (Weka) loads selected datasets.
3. Knowledge Engineer setups experiment;
a. Enlists all the decision tree algorithms available in system
(Weka)
b. Configure significance test (alpha=0.5)
c. Configure algorithms comparison metric (f-measure)
4. System runs experiment and produces detailed f-score for all selected
algorithms.
5. Knowledge Engineer performs following tasks;
Records evaluation matrix.
Chooses algorithm with the highest f-score.
Assigns chosen algorithm as class label in MFB.
Step 1-5 are repeated for other non-labeled datasets in MFB.
After finishing labeling all records in MFB, saves the updated
MFB as training dataset for algorithm selection (TDAS).
6. System saves the updated records in MFB as final TDAS.

®Pa0TD

Alternative Flows:

N/A

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

* Rarely, once enough new datasets are added to the system
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Special
Requirements:

N/A

Assumptions:

* The decision tree-based algorithms are implemented in Weka.

Notes and Issues:

Evaluating performance of decision tree algorithms over a large number (min
60) classification dataset is a computationally complex task. For minimum 60
datasets and at least 5 decision tree algorithms, a minimum of 300
experiments are required. Moreover, 60 additional significance test
experiments are needed. On average, each experiment takes times in
minutes ranging from 2 minutes to 30 minutes, depending on the complexity
of the dataset.

Sequence Diagram:

UCI archeive PerformanceEvaluato MetaFeatureBase
(Weka)
Knowledge Engineer
| (from*ctors) : :
loop / | | |
| | |
[FdrEach Dataset: dataset] | | |
! selectDataset(MFBId) ! | |
P
| |
:dataset ! !
e et I I
| |
| |
evaluateAlgorithm(dataset) | |
[ |
: enl|stDeC|S|ontreeAIgorithms() :
| |
| |
: confngureSngnlflcanceTest() :
| |
| 1
| configureAlgorithmsEvaluationMetric()
| |
| |
| runExperiement() |
| |
| |
| |
ChooseAppropriateAlgorithm(evaluationMetric) |
T |
| |
1 |
o ___ algoritm__ i
| |
| |
|assignClassLable(algorithm, MFBId) |
I I
| |
| :labeled MFBId |
<——-—-—-—————== T—— P ————————— ]
| | |
saveLabeledMFB() ! !
| | — p N
| | createTDAS(labeledMFB) TrainingDatasetAlgorithmSelection|
| e
| | >
| TDAS | [
e EE TRt E e oo .
T I I T !
| | !
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Use Case ID:

KCL2.5-SUC-09

Use Case Name:

Create automatic algorithm recommendation model

Created By: | Rahman Ali Last Updated By: | Magbool Hussain
Date Created: | 10-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Knowledge Engineer/Domain Expert
Description: | An automatic algorithm selection model enables knowledge engineer to
automatically select appropriate algorithm for building classification model
for his new dataset
Trigger: | When the training dataset comprising datasets meta-features and algorithms

performance evaluation are made available.

Preconditions:

The datasets meta-features and algorithms performance training datasets is
made available.

Postconditions:

The automatic algorithm recommendation model (AARM) is ready to
integrate in Mining Minds for real time algorithm selection.

Normal Flow:

1. Knowledge Engineer selects TDAS.

2. Knowledge Engineer performs preprocessing of the TDAS (i.e.,
discretization, and features selection).

3. System (jColibri) loads refined TDAS.

4. Knowledge Engineer select each meta-feature and assign appropriate
local similarity function for matching.

5. Knowledge Engineer select each meta-feature and assign appropriate
global similarity function for matching.
6. System (jColibri) builds Case Base Structure in the memory.
7. Knowledge Engineer saves AARM (Case Base).
8. System saves the AARM into AARM storage.
Alternative Flows: | N/A
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

Rarely, when TDAS is updated with new datasets or algorithms

Special | Availability of records > 60 for minimum acceptable accuracy
Requirements:
Assumptions: | N/A
Notes and Issues: | N/A

Sequence Diagram:
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AlogirthmModelBuilder TrainingDatasetAlgorithmSelection| AARMStorage
(iCOLIBRI) (Case Base)
Knowledge Engineer
! T T T
| | | |
IselectsTrainingData(pathTDAS) | | |
* | |
| |
loadTDAS() :TDAS | |
LB |
discretize(TDAS, method) L:'I :
| |
L | |
extractFeatures(TDAS, method) : :
| |
:TDAS with selected features : :
""""""""""" | |
| |
selectSimFunction(List<SimFunction>) o | 1 1
'l | | |
| |
loop SimFunAssignment : :
[ForEach meta-Feature:fepture] | |
meta-FeatureSimFunction : :
createListSimFun

______________() _____ > I I
| |
T | |
getSimFun(simfun) : | : :
AlgorithmEvaluationMetric | | |
i | |
| | |
| | |
addSimFuntoList(SimFun) : : :
| |
o ) I I
| | | |
assignGlobSimFun() ! | | |
:GlobSimFun | : :
selectAppropriateSimFun(SimFun) :SimFun : ] ]
| |

|
| | |
[]4_—‘ | | |
| | |
| | |
| | |
| | |
| I I
| | |
| I I
| | |
| I I
| | |
| I I
| | |
| I I
| | |
| I I
| | |
| I I
| | |
| I I
| | |
| I I
:AARM (Case Base) | i i
L : | |
L] | I |
! save(AARM (Case Base)) | ! o
I X I =
T | i | |
1 . . .

(from Actors)
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Use Case ID:

KCL2.5-SUC-10

Use Case Name: | Create Rule
Created By: | Taqdir Ali Last Updated By: | Magbool Hussain
Date Created: | 11-07-2015 Last Revision | 15-04-2016
Date:

Actors:

Domain Expert

Description:

Knowledge bases need to enhance with up-to-date knowledge for
correct recommendation. The expert shall create rules in the
knowledge base to transform their practices into executable
knowledge in form of rules.

Trigger:

Domain experts trigger it for rule creation/updating when needed.

Preconditions:

e The domain expert shall be authenticated with full access of rule
management in the knowledge base.

Postconditions:

The correct rule shall be saved into the knowledge base.

Normal Flow:

1. Domain expert opens the rule editor.
2. System loads wellness domain model in form of concepts tree.
3. Domain expert selects concepts for the rule conditions and conclusion using
any of the following methods;
o Using wellness model, dragging concepts and facts into conditional or
conclusion part of the rule editor.
o Using auto pop-up Intelli-sense window to select concepts and facts
into conditional or conclusion part of the rule editor.
4. System checks the existing rules to add/update the rule
o Add new facts of the rule in condition.
o Add new conclusion according to rule facts.
5. Step 3-4 will be repeated for each new/updated concept added to rule, and
domain expert finally saves the rule.
6. System save rule as follows;
o The system validates the rule using “KCL2.5-SUC-11".
o The system stores the validated rule into the knowledge base

Alternative
Flows:

6a. System founds the rule is already exists in rule repository
o Domain expert review the existing facts and conclusion.
o Step 5-6 will be followed to change the rule.

Exceptions:

N/A

Includes:

Validate Rule

Frequency of
Use:

Whenever domain expert want to add rule or edit the existing rule.

Special
Requirements:

N/A
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Assumptions: | N/A
Notes and * |If knowledge base does not exist in system the administrator
Issues: shall build the knowledge base first and configure with system.

After investigation, we may use unify representation for rules

and guidelines.

Sequence Diagram:

X

:Domain Expert

|
|
| openRuleEditor()

CreateRule()

RuleValidator

Knowledgebase

«create»
WellnessModel

RuleEditor WellnessModelHandler|
[ [
| |
| |
Lam |
loadWellnessModel(Domain:d) : |
WellnessModel:wModel |
Load()
—————— >
T
>l

Rule

«create»

loop RuleCreation

|
selectDesiredConcept()

[else update]

T
|
|
T
alt |
[If rule does ndt already exists then add] :
; addFactsinCondition()
|
|
i addFactsInConclusion()

i updateFactsInCcindition()

1
i updateFactsinConclusion()

saveRule()

|
|
T
|
|
|
|
|
|
|
|
| |
| |
S J e e Joommeeee
| |
| |
| |
|
|
|
|
|
|
1
|
|
|
|
|
|

validateRule(rule) :Boolean
T

|
sa\./eRuIe(ruIe)

|
1
|
I
|
|
|
|
|
t
|
|
]
|
1
! acm_gwledgement()

ey === ]
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Use Case ID:

KCL2.5-SUC-11

Use Case Name:

Validate Rule

Created By:

Taqdir Al Last Updated By: | Magbool Hussain

Date Created:

11-07-2015 Last Revision | 15-04-2016
Date:

Actors:

Domain Expert

Description:

In new rules creation and editing existing rules, duplication and
inconsistency may occur. The validation is needed to validate and find
the duplication and inconsistency among the rules.

Trigger:

* When new rule is going to create.
* When existing rule is going to update

Preconditions:

The rule creation and editing process completed by physician
successfully.

Postconditions:

The validated rule shall be saved into knowledge base.

Normal Flow:

1. Domain expert saves the created rule.
2. System validate rule for inconsistency and duplication as follows

a. Fetch the facts and conclusion of existing rules.

b. The new or updated rule approved for having no
inconsistency and duplication.

c. Created rule stores into the rules repository.

d. Acknowledge the expert to save the rule successfully.

Alternative 2b. The created rule is found having inconsistency or duplication
Flows: with existing rules in the rules repository
a. The system produces alert the inconsistency or
duplication of the rule with existing rules in repository.
b. Domain expert review the alert message and correct the
created rule.
c. Step 1 and Step 2 of normal flow is executed.
Exceptions: | N/A
Includes: | N/A

Frequency of
Use:

Whenever domain expert want to save the rule

Special
Requirements:

N/A

Assumptions:

N/A

Notes and

Finding duplication using facts of condition and conclusion in existing
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Issues: |rules is challenging task.

Sequence Diagram:

X

:Domain Expert

RuleEditor

RuleValidator Knowledgebase

|
|
| saveRule(rule)

I

|

|
>

validateRule(rule) :Boolean

searchFactsConclusion(rule)

returnSearchResult() :
rule

1

i checkDuplicationConsistancy() :boolean

alt

[If duplfcation and incosistancy does npt

exist then save]

Acknowledge()

alertForlnconsistancyDuplication()

storeRulelnKnowlegeBase()
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Use Case ID:

KCL2.5-SUC-12

Use Case Name:

Integrate automatic algorithm recommendation model

Created By: | Rahman Ali Last Updated By: | Magbool Hussain
Date Created: | 10-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Knowledge Engineer
Description: | For real time recommendation of classification algorithm for a new dataset,
AARM need to be integrated in Mining Minds Data Driven knowledge
acquisition approach.
Trigger: | When AARM is built.

Preconditions:

* AARM is available
» Data driven approach has a unified interface to support AARM as plugin
» Data driven has unified interface for accessing Meta-Feature Extractor.

Postconditions:

AARM is plugged into data driven environment and readily available for real
time recommendation of appropriate classification algorithm.

Normal Flow:

1. Knowledge engineer selects AARM and performs the following tasks;
* Analyses number of rules in the AARM
* Analyses condition attributes used in each rule of AARM
* Transforms rules into executable classes (using any IDE of Java).
2. Knowledge engineer integrates the executable AARM into data driven as
follows;
a. Write integration code (following unified interface) into data driven
source code
b. Update possible configuration for newly added AARM plugin.
c. Update possible configuration for accessing Meta-Feature
Extractor.
3. Knowledge Engineer compile the AARM as integral part with data driven
code.
4. Knowledge engineer tests AARM with sample dataset.

Alternative Flows: | N/A
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

Rarely, once the AARM is updated

Special
Requirements:

AARM has acceptable accuracy (60%)

Assumptions:

AARM is created
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Notes and Issues:

N/A

Sequence Diagram:

X

Knowledge Engineer

loadAARM()

analyseModel()

i planForEquivalentCode()
I

[
IntegrateAARM()
T

IntegrateAARM(config, AARM)

I
|
|
1
IntegrateMFE()
[
|
I
|

»
'

IntegrateMFE()

 J

-
compileDatadrivenWithAARM() o !

T L
I H
| |
! |
testAARM (dataset) - |
| g m|
T | |
1 1

(from Actors)

ModelLoader AARMStorage IDE (Java) AARMReasoner
(Weka)
T T T T
| | | |
| | | |
I I I
| | |
load(AARMPath ! | I
¢ ) - 1 1
AutoAlgorithmRecommendationModel : :
= (AARM) | |
I I
AARM ! !
Dt l l
T I I
| | | |
1 | | |
| | |
I I I
| | |
analyzeRules() : : :
I I I
analyzeConditions‘) : :
I I I
| | |
| | |
| | |
I I I
. . | |
writeCodeForAARM() =|_:_| :
compileAARMasAPI() :AARM jar | I
1 L |
| ] |
1 | |
openDataDrivenProject() - | |
g N | |
| |
|
I
|
L
I
|
|
|
[}
|
|
I
|
|
|
I
|
|
1
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Use Case ID:

KCL2.5-SUC-13

Use Case Name:

Learn classification model

Created By: | Magbool Ali Last Updated By: | Magbool Hussain
Date Created: | 10-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert
Description: | An expert wants to see hidden knowledge from user profile lifelog data that
can be explored by model learning mechanism with the help of learning
method as well as processed data.
Trigger: | Learn model required to explore hidden knowledge

Preconditions:

* System has loaded the prepared user profile lifelog data

Postconditions:

System will build the classification model (decision tree)

Normal Flow:

1. Domain expert loads the user profile lifelog processed data for
selected domain

2. System loads the corresponding processed data

3. Domain expert invokes the “Recommend appropriate classification

algorithm” use case by providing processed data to load the

appropriate learning algorithm

System loads the appropriate decision tree learning algorithm

Domain expert select the algorithm tuning parameters of selected

algorithm for further improving the results

6. System applies the tuning parameters on selected algorithm and

computes the learning accuracy after learning the user profile lifelog

processed data

Repeat the step 5-6 until required learning accuracy is achieved.

Domain expert finalizes the classification model with acceptable

accuracy and saves the model.

9. System saves the decision tree learning model.

o

© N

Alternative Flows: | N/A
Exceptions: | N/A
Includes: | KCL2.5-SUC-14 (Recommend appropriate classification algorithm)

Frequency of Use:

When new service is required and mining mind have sufficient data for
classification model creation

Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

Acceptable Accuracy: Depends on criticality of the domain. For example
classification model for clinical domain needs high accuracy, while for the
case of nutrition domain, high accuracy is not critical.
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Sequence Diagram:

% DataDrivenGUI ModelLeamner Dx Cli der ClassificationModelCreator ClassificationModelStorage|
:Domain Expert
! T T T T T T
} loadData(domain, processed)} } } } } }
! ! ! ! !
| ! ! ! !
loadD: 1, ) :UserP ifeLogData | | ! !
+ P ! ! !
| ! ! !
:upLLData ! ! !
S e I I I
U ! ! ! !
loadAlgorithm() | } } } } }
! ! " - ! !
loadAlgoritt LData) :R gorithm | consider pprop! | |
L L I ! !
! ! ! !
! ! ! !
! -RAIgo ! ! !
e Lo e ] I I
L] ] ] I I
[l ! ! [l ! !
! ! ! ! ! !
leamModel() | | | | | |
! ! ! ! !
! ! ! ! !
1 | | | |
loop Cl A D™ I I I I
i 4 I I I I
[ForEach TuningParameter|tp] | | | ! !
! ! ! ! !
| ! ! ! !
'seleclAIgurilthonfiguralio‘n(RAIgo,tp) } } } }
! ! ! ! !
; ! ! ! ! !
! ! ! ! !
! ! ! ! !
! ! ! !
*leamModel(RAIgo, upLLData) :DecisionTree | | | |
! ! ! !
! ! ! !
! | ! !
| *leamModel(RAIgo, upLLData) :DecisionTreeModel | |
! ! ! !
' ' > |
I I executeAlgorithm(RAIgo, upLLData) :
} } DecisionTree }
I I - z I
| | |DecisonTreeModell croate(decisionTree) |
! ! _—————— !
! ! «create» !
:decistionTreeModel | | T I |
I l l ! l l
T T I I } I I
| | | ! | ! !
! ! ! ! ! !
I I I I ! I I
saveModel() L | | | | | |
!
saveModel(DTM) ! } } | } }
!

! saveModel(DTM) ! | ! !
' ' ' >l

i i | i

! ! | !

! ! | !

| | . |

261




Use Case ID:

KCL2.5-SUC-14

Use Case Name:

Recommend appropriate classification algorithm

Created By: | Rahman Ali Last Updated By: | Rahman Ali
Date Created: | 16-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain expert
Description: | For building classification model for the user new dataset, AARM shall
automatically recommend appropriate classification algorithm.
Trigger: | When domain expert wants to build a classification model.

Preconditions:

* AARM is plugged into the data driven environment
* Meta-features extractor is plugged into the data driven environment
* New dataset is stored in local machine, structured in .arff file format

Postconditions:

The recommended appropriate classification algorithm can be used for
building classification model

Normal Flow:

1. Domain expert loads new dataset (.arff file) from the data driven datasets

storage using data driven environment.

2. System extracts meta-features of the new dataset by including KCL2.5-

SUC-07 (alternate flow)

3. Domain experts provides meta-features to system for recommending
appropriate classification algorithm

4. System performs meta-reasoning over integrated AARM using the
following steps;

a. Starts matching each meta-feature value of the new dataset with

condition attributes of each rule

b. If matched, fires the rule, recommend right hand side of the rule

as the appropriate algorithm
c. Else, display a message “could not recommend”

Alternative Flows:

1a. 4c(a) If AARM not available or have no acceptable recommendation
accuracy, use Weka experimenter.

Exceptions:

N/A

Includes:

KCL2.5-SUC-07 (alternate flow)

Frequency of Use:

Frequently, when domain expert needs to select appropriate algorithm for
his/her dataset

Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues: | N/A

Sequence Diagram:
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Domain Expert
I

I
| selectAlgorithm() |
H

DataDrivenGUI

T
|

D: MetaFeatur

Auto,

(AARM)

selectAlgorithm(selectionMethod)

List<Alogorithm>

= default]

specifyAlogrithm() :Algorithm

[se\ecz{onMetho automam%] } } } } }
! I | | I I I
! I I I I
! I I I I
! ! I I I
! | I I I
! I I I I
} } ExtractMetaFeatures(dataset) ! } }

+

| ! [ I I
| ! :MetaFeatures | |

! e | |
! I I I I
! I ] | 1
I | ) I I
! I ] ] I
! | | | load AARM() i
! ! | |
! ! | |
I | | | MatchAARMRules(MetaFeatures)

loo

} I I P [roor / z

! I I
I I I I ]
! | | | ; MatchAARMRules(MetaFeatures)
| ! ! [ i i
! I I I I
| I I 1 — |
! alt ] ] I
! I I I
} [If Rule Fired] | | |

I
| I
\ I
‘ I
! I
| I
| 1 I
\ I
‘ I
! I
| I
\ I
‘ I
! |
(from Actors)
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Use Case ID:

KCL2.5-SUC-15

Use Case Name:

Manage concepts of domain model

Created By: | Taqdir Al Last Updated By: | Taqdir Ali, Magbool Hussain
Date Created: | 27-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert
Description: | The concepts of wellness domain shall be used in creation of rules and
generation of guidelines in tree format. The domain expert shall easily select
the required concepts from wellness domain model.
Trigger: | Domain Model will be loaded during rule creation or guideline creation.

Preconditions:

The expert be authenticated with full access of concepts management in
domain model

Postconditions:

The right concept shall be added or edited at the right location in wellness
model

Normal Flow:

1. Domain expert creates rule (using KCL2.5-SUC-10) or creates guideline
(using KCL2.5-SUC-03).

System loads domain model for corresponding domain.

Domain expert selects concepts from loaded domain model.

System associate domain concept to part of rule or guideline tree.
Domain expert assigns value to selected concept.

System assigns corresponding value to selected concept and show it in
rule or guideline tree.

7. Step 4-6 are repeated till rule or guideline is finished.

RS

Alternative Flows: | N/A
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

Whenever domain expert want to add or edit the concepts in wellness model

Special
Requirements:

N/A

Assumptions:

Wellness model repository in the system is exist.

Notes and Issues:

If wellness model storage does not exist in system the administrator shall
build the wellness model storage first and configure with system.

Sequence Diagram:
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Rule Editor

Guideline Editor

|
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par |
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createRule()

createGuideline()

I
|
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1
loadWellnessModel(Domain)

Wellness Model
Handler
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displayModel(WellnessModel)
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_ load(Domain) __]
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«create»
Wellness Model

loop /

selectConcept()

setValue()

-

|
selectDesiredConcept() :Concept

»—

; assignValue()
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Use Case ID:

KCL2.5-SUC-16

Use Case Name:

Transform Knowledge Rule

Created By: | Taqdir Ali and Magbool Last Updated By: | Magbool Hussain
Hussain
Date Created: | 27-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert
Description: | The new created rules are needed to transform to some computer
interpretable, executable format for execution as well as to shareable,
standard format for maintenance and sharing with other organizations.
Trigger: | Whenever domain expert wants to store the created or updated rule.

Preconditions:

The expert created rule successfully and the system validated the rule.

Postconditions:

System shall transform the created and validated rule into appropriate
representation.

Normal Flow:

Domain expert save the new created rule or update the existing rule.
The system identifies the appropriate representation model

Fetch the artifacts of the identified representation model

Transforms the rule into the artifacts and syntax of the identified
representation model.

5. The rule in the representation model is stored into the repository.

el

Alternative Flows:

N/A

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Whenever domain expert want to save rule

Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

Appropriate representation configuration is challenging task.

Sequence Diagram:
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Transformation Model Storage

% Rule Editor Model Representation
Manager

:Domain Expert

|
|
| saveRule()

I
|
|
|
|
transformRule(rule) _:_
identifyAppropriateRepresentationModel()
[i ;
fetchArticatsSyntax()
L

transformRulelntoArtifactsSyntax()
L

storelntoRepresentationStorage()

>
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Use Case ID:

KCL2.5-SUC-17

Use Case Name:

Create Situation Event

Created By: | Magbool Hussain Last Updated By: | Magbool Hussain
Date Created: | 29-07-2015 Last Revision | 15-04-2016
Date:
Actors: | Domain Expert
Description: | Situation Event is important features of mining mind which includes set of
associated recommendation rules. Situation event is created and the rule is
indexed in knowledgebase based on situation event.
Trigger: | Whenever domain expert wants to store the created or updated rule.

Preconditions:

The rule has salient features based on which the rule can be indexed.

Postconditions:

* Rule is saved into knowledgebase
* Rule is indexed based on the created situation event

Normal Flow:

1. Domain expert start creating rule;
a. Performs steps 1-5 in KCL2.5-SUC-10.
b. Selects salient features (indicating as event) from conditions
of the rule.
2. The system performs following actions;
a. Create situation event with salient features.
b. Saves the situation event and assign index (generate if
situation event is not exist in knowledgebase index).
c. Index the created rule with situation event.
3. Domain expert saves the rule by performing steps 5-6 in KCL2.5-

SucC-10.
4. System saves the rule and index of the rule.
Alternative Flows: | N/A
Exceptions: | N/A
Extends: | Create Rule (KCL2.5-SUC-10)

Frequency of Use:

Whenever domain expert want to save rule

Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

Sequence Diagram:
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Use Case ID:

KCL2.5-SUC-18

Use Case Name:

Compute features priorities

Created By: | Magbool Ali Last Updated By:
Date Created: | 18-03-2016 Last Revision | 18-03-2016
Date:
Actors: | Domain Expert, DCL
Description: | Features priorities computation help domain expert for selecting appropriate
features from available schema
Trigger: | Prior to data preprocessing needed for required data

Preconditions:

* KCL has access through service interface to retrieve user profile
lifelog data from DCL
* KCL and DCL has agreement on common data representation format

Postconditions:

KCL will display the features priorities list

Normal Flow:

1. KCL connects to DCL via unified service interface and sends request for
user profile lifelog data based on selected features of schema and
features conditions.

DCL sends the required data to KCL.

KCL receives user profile lifelog data

KCL computes the features priorities

KCL displays the features priorities list

o R wN

Alternative Flows:

N/A

Exceptions:

2a. KCL unable to connect to DCL
a. KCL connection is failed during retrieving user profile lifelog
data
b. KCL hold and will retry after sometime to connect to DCL and
retrieve the user profile lifelog data
3a. KCL unable to verify lifelog data conformance
a. KCL fail to conform the data representation from DCL
b. KCL will send message to DCL about incompatible data
format

Includes:

N/A

Frequency of Use:

When new service is required and mining mind have sufficient data for
classification model creation

Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

If DCL is unable to send data, then alternate strategy has to be considered.
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Sequence
Diagram:

% DataDrivenGUI FeatureModelManager| SchemaStorage

:Domain Expert
|

T
| |
: loadSchema(domain) |

loadSchema(domain)

- loadSct 1) ¢
UserProfileLifeLogSchema

DataCurationLaye
(DCL 2.5)

>
L

«create»

retumSchema() :schema

UserProfileLifeLogSchemal

retumSchema() :schema <---—-——-—-—----

computeFeatureRank() L/
L

[ForEach Feature f IN{ hema]

[; *selectFeatures() :SchemaFeatures

|
I
|
loop / I
I
|
|
I

requestData(schemaFeatures:sf) I
L requestData(schemaFeatures:sf)
Il

I
| retumData(sf) :

| UserProfileLifeLogData
<-——-——————————- ===

|
computeFeaturesPriorflies(sf) :
FeaturesPrioritiesList :'fpl

retumFeaturesList( fpl )

viewsFeaturesPriorities() T

e ]

Use Case ID:

KCL2.5-SUC-19

Use Case Name:

Transform the decision tree

Created By: | Magbool Ali Last Updated By:
Date Created: | 18-03-2016 Last Revision | 18-03-2016
Date:
Actors: | Domain Expert
Description: | Transform the decision tree generated from classification model to conform
the rules from domain expert
Trigger: | Prior to rules persistence needed for rules verification
Preconditions: » KCL has saved the decision tree learning model
Postconditions: | KCL will transform the decision tree into rules
Normal Flow: 1. KCL loads the decision tree model
2. KCL prunes the decision tree model
3. KCL translates the pruned model into XML format
4. KCL parse the XML file to extract the rules from XML file
5. KCL connects to knowledge authoring tool via unified service
interface
6. KCL shares the parsed rules to knowledge authoring tool for
conformance from domain expert.
Alternative Flows: | N/A
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Exceptions: 3a. KCL unable to connect to knowledge authoring tool
a. KCL connection is failed during sharing of transformed rules
b. KCL hold and will retry after sometime to connect to
knowledge authoring tool and share the transformed rules
Includes:

Frequency of Use:

When new service is required and mining mind have sufficient data for
classification model creation

Special | N/A
Requirements:
Assumptions: | N/A

Notes and Issues:

Sequence % DataDrivenGUI ModelTranslator ClassificationModelStorage| [I-KAT (Rule Editor]
Dlagram . :Domain Expert
| T T T T
| | | | |
| loadClassificationModel() | | | |
NG
o loadClassificationModel() } } }
> - I I
loadClassificationModel() - 1 |
O] I
returnClassificationModel() |
:DecisionTreeModel !
e e - I
|
pruneDecisionTreeModel() : } }
: PrunedModel | |
| |
| |
translateModel (prunedmodel) | |
:XMLDecisionTreeModel } }
— | |
create(xmlDecisionTreeModel) [XMLDecisionTreeModel } }
_____________ >
«create» } }
; | |
: parseDecisionTreeModel(xmIDecisionTreeModel) } }
:Rules | | |
rules ! | !
(< ——————=—-q I | |
. ruleConformance(rules) 1 ! - 1
L L | [ | b
I I I ! I I
| | | ! | |
! ! ! | ! !

Use Case Name:

Create concept

Created By: | Sangho Lee Last Updated By: | Sangho Lee
Date Created: | 18-3-2016 Last Revision | 13-4-2016
Date:
Actors: | Domain Expert
Description: | The concepts of wellness domain shall be used in creation for rules and

generation of guidelines in tree format. The domain expert shall easily select
the required concept from wellness domain model. Therefore this one is
provides creation of concepts of domain model.
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Trigger:

Domain expert creates concepts of domain model.

Preconditions:

The expert be authenticated with full access of concepts management in
domain model.

Postconditions:

The right concept shall be added at the right location in wellness model.

Normal Flow:

Domain expert creates rule or creates guideline.

System loads domain model for corresponding domain.

Domain expert defines concepts from loaded domain model.

System validates duplicated concepts of domain model.

Domain expert confirms new create model.

System assigns corresponding value to selected concept and show it in
rule or guideline tree.

7. Step 4-6 are repeated till rule or guideline is finished.

ok wN -~

Alternative Flows:

2a. System finds out duplicated concept model
a. System notices duplication alert to domain expert.
b. System moves Step 2.

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Whenever domain expert want to add the concepts in wellness model

Special
Requirements:

N/A

Assumptions:

Wellness model repository in the system is exist.

Notes and Issues:

If wellness model storage does not exist in system the administrator shall
build the wellness model storage first and configure with system.

Sequence Diagram:
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% System Knowledge Base
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1 : createRule R 2 - loadKB =

g " 3.domainModel
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7 : alertNew Z ;
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Use Case ID:

KCL2.5-SUC-21

Use Case Name:

Update concept

Created By: | Sangho Lee Last Updated By: | Sangho Lee
Date Created: | 18-3-2016 Last Revision | 13-4-2016
Date:
Actors: | Domain Expert
Description: | The concepts of wellness domain shall be used in creation for rules and
generation of guidelines in tree format. The domain expert shall easily select
the required concept from wellness domain model. Therefore this one is
provides updating of concepts of domain model.
Trigger: | Domain expert updates concepts of domain model.

Preconditions:

The expert be authenticated with full access of concepts management in
domain model

Postconditions:

The right concept shall be updated at the right location in wellness model

Normal Flow:

1. Domain expert creates rule (using KCL2.5-SUC-10) or creates guideline
(using KCL2.5-SUC-03).

System loads domain model for corresponding domain.

Domain expert selects concepts from loaded domain model.

System associate domain concept to part of rule.

Domain expert modifies or deletes value to selected concept.

System assigns corresponding value to selected concept.

Step 4-6 are repeated till rule or guideline is finished.

NoOORAWN

Alternative Flows:

6a. System finds out duplicated concept model
a. System notices duplication alert to domain expert.
b. System moves Step 2.

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Whenever domain expert want to edit the concepts in wellness model

Special
Requirements:

N/A

Assumptions:

Wellness model repository in the system is exist.

Notes and Issues:

Sequence Diagram:
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% System Knowledge Base
Lifelinel: Domain Expert
1 : createRule it 2 - loadKB =

i "7 3:domainModel

4 : showModel !
5 : selectModel
Associate I
"7 showModelAssociate §
8 : updateModel '
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H 10 : addModel s &
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Use Case ID:

KCL2.5-SUC-22

Use Case Name:

Load concept

Created By: | Sangho Lee Last Updated By: | Sangho Lee
Date Created: | 18-3-2016 Last Revision | 13-4-2016
Date:
Actors: | Domain Expert
Description: | The concepts of wellness domain shall be used in creation for rules and
generation of guidelines in tree format. Therefore Domain Model
Manager can provide concepts of domain model to rule editor and
model manager.
Trigger: | Domain Model will be loaded during rule creation or guideline creation.

Preconditions:

The expert be authenticated with full access of concepts management
in domain model

Postconditions:

Loaded concepts of domain model is ready to use by domain model
manager and rule editor

Normal Flow:

1. Domain expert creates concepts of domain model (using KCL2.5.5-
SUC-x) or updates concepts of domain model (using KCL2.5.5-
SUC-x).

2. System loads associated domain model for corresponding domain.

Alternative Flows:

N/A

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Whenever domain expert access domain model manager and rule
editor

Special
Requirements:

N/A

Assumptions:

Wellness model repository in the system is exist.

Notes and Issues:

Sequence Diagram:
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Service Curation Layer (SCL Ver. 2.5)

System Level Use cases

List of Use cases

Use Case #ID

Description

SCL2.5-SUC-01

Load data for building recommendation

SCL2.5-SUC-02

Prepare data for building recommendation

SCL2.5-SUC-03

Load Rules

SCL2.5-SUC-04

Build Recommendation

SCL2.5-SUC-05

Load data for interpreting recommendation

SCL2.5-SUC-06

Prepare data for interpreting recommendation

SCL2.5-SUC-07

Interpret Context

SCL2.5-SUC-08

Interpret Content

SCL2.5-SUC-09

Explain recommendations

SCL2.5-SUC-10

Prepare Results

SCL2.5-SUC-11

Receive service request

SCL2.5-SUC-12

Handle Data

SCL2.5-SUC-13

Deliver service results

SCL2.5-SUC-14

Identify SNS trends
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Use case Diagram

SCL 2.5
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Use case Description

Use Case ID: |SCL2.5-SUC-01
Use Case Load data for building recommendation
Name:
Created By: Rahman Ali Last Updated By: | Rahman Ali
Date Created: |July 14, 2015 Last Revision April 15, 2016
Date:
Actors: SCL2.5-SUC-02 (Prepare Data)
Description: Retrieving user profile and lifelog data is required for

reasoning to generate recommendation. This data is
retrieved using Data Handler of the Service Orchestrator.

Trigger: Triggered when a new service request is received from the
user application or DCL 2.5.

Preconditions: User profile and lifelog data is available in user lifelog.

Postconditions: User profile and lifelog data is successfully retrieved and

prepared for reasoner to process.

Normal Flow: 1. Data Preprator sends request for loading data
2. Data Loader receives the request and performs the
following tasks;
a. Analyses the request and user for the appropriate
data loading
b. Prepare separate requests for user lifelog data
3. Data Loader sends analyses request to Data Handler
4. Data Handler provides the data to Data Loader

Alternative Flows: N/A
Exceptions: N/A
Includes: N/A
Frequency of Use: Very frequent; repeated for every service request

Special Requirements: | N/A

Assumptions: Service Orchestrator knows the required data for each
registered service.
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Notes and Issues: N/A
Sequence Diagram
DataPreprator DataLoader DataHandler
T T
I I
I I
! LoadData(uid, sid) »J'_

AnalyseDataRequest(uid, sid)
] ;

PrepareDataRequest(uid, sid)

]

LoadData(uid, sid)
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Use Case ID:

SCL2.5-SUC-02

Use Case Prepare data for building recommendation

Name:

Created By: Rahman Ali Last Updated By: | Rahman Ali

Date Created: |July 14, 2015 Last Revision April 15, 2016
Date:

Actors: SCL2.5-SUC-04 (Build Recommendation)

Description: Knowledge based reasoning requires prepared data to
execute the rules during the reasoning process.

Trigger: Triggered when new service request is made for generating

recommendations

Preconditions:

User profile and lifelog data is loaded into RB 2

Postconditions:

User prepared data is readily available for reasoner to
process.

Normal Flow:

1. Recommendation Builder sends data preparation
request to Data Preparator along with the loaded data

2. Data Preparator prepares profile data

3. Data Preparator prepares lifelog data

4. Data Preparator returns prepared data to
Recommendation Builder

Alternative Flows: N/A
Exceptions: N/A
Includes: SCL2.5-SUC-01

Frequency of Use:

Very frequent; for every service request

Special Requirements: | N/A
Assumptions: N/A
Notes and Issues: N/A

Sequence Diagram

283




Recommendation Data Preparator
Builder

I prepare data(data)

] — — -

>
i prepare profile data()
(]
i prepare lifelog data()
(]
o ___ _‘Prepareddata |
H H
Use Case ID: |SCL2.5-SUC-03
Use Case Load Rules
Name:
Created By: Rahman Ali Last Updated By: | Rahman Ali
Date Created: | April 15, 2016 Last Revision April 15, 2016
Date:
Actors: SCL2.5-SUC-04 (Build Recommendation)
Description: Rule-based reasoned needs knowledge rules to perform

reasoning using the prepared data to generate
recommendations for the service request.

Trigger: At the time when new service request arrives for
recommendation.
Preconditions: * Updated knowledge is available in Production

Knowledge Base.
* KCL 2.5 and RB 2 agree on common format of
production rules.

Postconditions: The reasoned is ready to execute the rules and generate
recommendations.
Normal Flow: 1. Recommendation Builders send knowledge load request

to Rule Loader

2. Rule Loader sends request to Production Knowledge
Base

3. System performs the following tasks;
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a. Analyses the request knowledge
b. Search production knowledge base for the
requested rules
c. Loads the rules
d. Provides the rules back to Recommendation
Builder
Alternative Flows: N/A
Exceptions: N/A
Includes: N/A

Frequency of Use:

Frequent: when reasoner is invoked for new service
generation.

Special Requirements: | N/A
Assumptions: N/A
Notes and Issues: N/A

Sequence Diagram

Recommendation
Builder

I
|
| LoadRules(sid) > |

Rule Loader Production
Knowledge Base

|

|

|

|

|

LoadRules(sid) »J'_

AnalyseKnowledgeRequest(sid)
L] ;

SerchProductionRules(sid)

1]

LoadRules(sid)

]
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Use Case ID: |SCL2.5-SUC-04

Use Case Build recommendations

Name:

Created By: Rahman Ali Last Updated By: | Rahman Ali

Date Created: |July 15, 2015 Last Revision April 15, 2016
Date:

Actors: SCL2.5-SUC-13 (Request Handler), SCL2.5-SUC-04,

SCL2.5-SUC-02, SCL2.5-SUC-01, SCL2.5-SUC-03,
SCL2.5-SUC-07 (Interpret Context)

Description: RBR performs rule-based reasoning to generate
recommendations using the production rules and prepared
data.

Trigger: At the time when new service request arrives for

recommendation.

Preconditions:

Knowledge is available in Production Knowledge Base.

Postconditions:

The recommendation is reported to Rl 2, if reasoning is
successful, otherwise the new case is provided to Unified
Knowledge Interface along with the missing rule message.

Normal Flow:

1. Request Handler invokes recommendation builder for
recommendation
2. Recommendation Builder load prepared data
3. Recommendation Builder retrieves loaded rules
4. Recommendation Builder performs rule-based reasoning
on the prepared data and loaded rules
5. Recommendation Builder generates recommendation
and perform the following tasks;
a. Prepare recommendation
b. Provides recommendations to Context Interpreter
for interpretation

Alternative Flows: N/A
Exceptions: N/A
Includes: SCL2.5-SUC-02, SCL2.5-SUC-03

Frequency of Use:

Frequent: when recommendation builder is invoked for
generating recommendation.

Special Requirements:

N/A
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Assumptions: KCL 2.5 and RB 2 agree on common format of production
rules.
Notes and Issues: N/A
Sequence Diagram
Request Handler Recommendation Data Preparator Data Loader Rule Loader ContextInterpreter| Case Notifier
Builder
I I I I I
BuiIhRecommendation(uid, éid) : : :
| | |
PrepareData(uid, sid) : : :
l l
LoadData(uid, sid) ! :
:
l
_ _prepared data__ ! |
| |
| LoadRules(sid) | o |
| |
e | e _

loop RBR /

[if rulel matched, break]

ExecuteRule(data, rules)

=

H4---—--=-==-=-==—-7

a7 |

PrepareRecommendation() :

. |

[if reconpmendation is generated bas{ad on the available rulgs]

|
send unresolved case(unresolyed case)

y

Tr-—————— - — ]

y

_—— - ==

S,
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Use Case ID: |SCL2.5-SUC-05
Use Case Load data for interpreting recommendations
Name:
Created By: Muhammad Afzal Last Updated By: | Rahman Ali,
Muhammad Afzal
Date Created: |July 15, 2015 Last Revision April 15, 2016
Date:
Actors: Data Preparer
Description: The data is loaded from DCL 2.5 through Service
Orchestrator in order to interpret the recommendations
Trigger: After recommendation is built

Preconditions:

* Recommendation are built
* User profile is stored in lifelog
* Context is recognized

Postconditions:

The user profile, lifelog, and environmental variable data is
available for preparation.

Normal Flow:

1. Data Loader receives interrupt from Data Preparer
2. Data loader prepare data request

3. Data loader send request to Data Handler

4. Data loader receives data from Data Handler

Alternative Flows: N/A
Exceptions: N/A
Includes: N/A

Frequency of Use:

Very frequent; at every service request

Special Requirements: | N/A
Assumptions: N/A
Notes and Issues: N/A

Sequence Diagram
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Data Preparer Data Loader Data Handler

I
|
| load data(user id) _!_

>

prepare data request()

T~

load data(userid)

< ____________
_!;:|< :data :
| 1 |
| | |
| | !
Use Case ID: | SCL2.5-SUC-06
Use Case Prepare data for interpreting recommendations
Name:
Created By: Muhammad Afzal Last Updated By: | Rahman Ali,
Muhammad Afzal
Date Created: |July 15, 2015 Last Revision April 15, 2016
Date:
Actors: Context Interpreter
Description: The loaded data is prepared for interpretations according to
different functions such as lifelog for contextual
interpretations, user profile for content interpretations, and
environmental variables for explanations.
Trigger: After loading data for interpretations
Preconditions: * Recommendation are built
* Data is loaded
Postconditions: The user profile, lifelog, and environmental variable data is
prepared and is available for interpretations
Normal Flow: 1. Context Interpreter sends data to Data Preparer for
preparations
2. Data Preparer prepares lifelog data
3. Content Interpreter sends request to Data Preparer for
preparing profile data
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4. Data Preparer prepares profile data
5. Data Preparer prepares environmental variable data for
the Explanation Generator

Alternative Flows: N/A
Exceptions: N/A
Includes: SCL2.5-SUC-05

Frequency of Use:

Very frequent: at every service request

Special Requirements: | N/A

Assumptions:

N/A

Notes and Issues:

Sequence Diagram

Context
Interpreter

Content Explanation Data Preparer
Interpreter Generator

alt
1

T
|
|
|
Prepare Data() >l

T
|
|
|
1
|
|
|
|
:prepared data |
|
|

i prepare lifelog data()

prepare data(data) > |

| prepare user profile data()
1

:prepared data
|

prepare environmental variable data()

Use Case ID: | SCL2.5-SUC-07

Use Case Interpret context

Name:
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Created By: Muhammad Afzal Last Updated By: | Rahman Ali,
Muhammad Afzal
Date Created: |July 15, 2015 Last Revision April 15, 2016
Date:

Actors: Build Recommendation (SCL2.5-SUC-04)

Description: The loaded data is prepared for interpretations according to
different functions such as lifelog for contextual
interpretations, user profile for content interpretations, and
environmental variables for explanations.

Trigger: After loading data for interpretations

Preconditions:

Recommendation are built and data is loaded

Postconditions:

The user profile, lifelog, and environmental variable data is
prepared and is available for interpretations

Normal Flow:

1. Context Interpreter receives request for from
Recommendation Interpreter for context interpretation

2. Context Interpreter load and prepare data lifelog data

(contextual data) for interpretations.

Context interpreter select a context

Context interpreter interprets the context

Repeat 2-4 until all applicable contexts interpreted

Context Interpreter receives the interpreted context

Context Interpreter sends the recommendations to

content interpreter for interpreting the contents

NoOoOkw

Alternative Flows:

7a. if user is not available then the process is halt and
message is sent to Recommendation Builder.

Exceptions:

N/A

Includes:

SCL2.5-SUC-06

Frequency of Use:

Very frequent; at every service request

Special Requirements: | N/A
Assumptions: N/A
Notes and Issues: N/A

Sequence Diagram
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Recommendation
Builder

I interpret context(user id)’ [
. L

Context
Interpreter

Data Preparer

Data Loader

Content
Interpreter

loop

[; select context()

prepare data (selected context)

:prepared data

< _________

i interprete context()

|
|
|
|
|
|
|
T
I
|
send interpretations() Il
|
|
|
|
|
|
|
|

|
|
alt User Available? / i
[if (available)] J'
[ felse] ' >0
) . ! |
< ;us_er_'s_nfzav'e'abf__T i i
| | | |
| | | |
! ! ! !
Use Case ID: |SCL2.5-SUC-08
Use Case Interpret contents
Name:
Created By: Muhammad Afzal Last Updated By: | Rahman Ali
Date Created: |July 15, 2015 Last Revision April 15, 2016

Date:

Actors: Interpret Context (SCL2.5-SUC-07)

Description: The recommended contents of recommendations are
difficult for user to understand. These contents needs to be
interpreted with support of multimedia contents.

Trigger: After interpretation of the context

Preconditions: Recommendations are generated and context is interpreted

Postconditions: Recommendations are ready for explanation

Normal Flow:

1. Context Interpreter sends the contextually interpreted
recommendations to the content filterer.

2. Content interpreter perform the following tasks;

a. Select appropriate filter
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b. Applies the filter
Step 2 is repeated for all filters
Content interpreter selects the appropriate format
Content interpreter adds the relevant url
Content interpreter forwards the format and filtered
contents to explanation generator

S

Alternative Flows:

N/A

Exceptions:

N/A

Includes:

SCL2.5-SUC-06

Frequency of Use:

Very frequent: when recommendation are generated

Special Requirements:

The format should be defined in advanced based on the
user special conditions

Assumptions: N/A

Notes and Issues: N/A

Sequence Diagram
Context Content Data Preparer Data Loader Explanation
Interpreter Interpreter Generator

|
interprete content(interpreted context, recommendation)
|

>

loop

select filter()

Prepare Data(selected filter)

Load Data()

:prepared data

< __________

apply filter()
[i ;

|

|

[l
Prepare Data(user ild)

—’_

load data (userid)

i Prepare Data()

:prepared data
. _Prepareddata_ | j]

select format()

|
|
|
|
|
pick content url() :

Explain Recommendation(interprete

.
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Use Case ID: |SCL2.5-SUC-09

Use Case Explain Recommendations

Name:

Created By: Muhammad Afzal Last Updated By: | Rahman Ali

Date Created: |July 15, 2015 Last Revision April 15, 2016
Date:

Actors: Interpret content (SCL2.5-SUC-08)

Description: Usually user don’t understand the contents of
recommendations. To make them understandable the
interpreted recommendations needs to be explained based
on the user understandability.

Trigger: When contents are interpreted

Preconditions:

Recommendations are interpreted

Postconditions:

Recommendations are ready to deliver to the user

Normal Flow:

1. Explanation generator receives the interpreted
recommendations from content interpreter.
2. Explanation generator performs the following tasks;
a. Select environment variable
b. Generate explanation
3. Explanation Generator sends explained
recommendation to educational support handler
4. Educational support handler performs the following tasks
a. generate query
b. locate resource
c. link resource
d. send resource link to interpreter
5. System sends explanation and educational resource
links to result preparer.

Alternative Flows: N/A
Exceptions: N/A
Includes: SCL2.5-SUC-06

Frequency of Use:

Very frequent: when recommendations are interpreted

Special Requirements:

N/A

Assumptions:

N/A
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Notes and Issues: N/A

Sequence Diagram

Content Explanation Data Preparer Data Loader Education Result Preparer Data Handler
Interpreter Generator Supporter

T T T
1 1

exPIain recommendation(i'nterpreted rec) :

|

|

|

Prepare Data()

L
\

Load Data()

:prepared data

<_ _______

generate explanation() |
L

send explahation()

a
L
15

|
1
|
1
add education support()

T
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
l

=
I
I
I
I

generate qt;lery()
L
|

|

'
locate resotljrce()

|

|
Send (resource' Iinl:<(s))

L
\’ prepareresulti(z |

|

|

|

|

|

|

|

|

|

|

|

|

| 1

| link resource()
|

|

|

|

|

|

|

|

| | |
| | |
| | |
| | |
1 1 1

R ——

Use Case ID: |SCL2.5-SUC-10

Use Case Prepare Results

Name:

Created By: Muhammad Afzal Last Updated By: | Rahman Ali,

Muhammad Afzal
Date Created: |July 5, 2015 Last Revision April 15, 2016
Date:

Actors: Explain Recommendation (SCL2.5-SUC-09), Interpret
Contents (SCL2.5-SUC-08)

Description: This use case prepare the results accumulated from
explanation generator and content interpreter and forwards
to results handler of service orchestrator.
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Trigger: When recommendation are interpreted and explained
Preconditions: The recommendation are interpreted and explained
Postconditions: The results are forwarded to service orchestrator.
Normal Flow: 1. Result Preparer receives outputs from content
interpreter and/or explanation generator as well as
education support.
2. Result Preparer combines the received results
3. Result Preparer sends the results to result handler of
service orchestrator
Alternative Flows: N/A
Exceptions: N/A
Includes: N/A
Frequency of Use: Frequent
Special Requirements: | N/A
Assumptions: N/A
Notes and Issues: N/A
Sequence Diagram
sd Interaction
Content Explanation Education Prepare Results SO: Result
Interpreter Generator Support Handler
T T T T
: - - : : :
! send(interpreted recommendations) !
i | | ’“? i
send(explanation)
: m . gl :
: : ser;d(linksto educational resourc!es) :
| | |
| | |
| | |
: : prepare results() :
| | |
: : send(interprted and explained recommenations)
| |
| | Ak _____ '_H
l l T T .
| | | | |
I I I I I
Use Case ID: |SCL2.5-SUC-11
Use Case Receive service request
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Name:

Created By: Muhammad Afzal Last Updated By: | Rahman Ali,
Muhammad Afzal
Date Created: |July 5, 2015 Last Revision April 15, 2016
Date:

Actors: User Application / SL 2.5

Description: Service orchestrator receives request from user application,
or DCL 2.5 for recommendation. Orchestrator parses the
request and invokes required service of Mining Mind for
responding.

Trigger: At the time of a request from the user application, or from

mining mind generated events.

Preconditions:

* User is registered with Mining Minds
* Service is registered as mining Minds valid service
* Service-data binding is specified in advance

Postconditions:

The request is received and recommendations are
generated

Normal Flow:

1. Service orchestrator receives the service request from
user application
2. System parses the request
a. Search for the registered service
b. ldentifies the service type
c. ldentifies data requirements of the service
d. ldentifies the appropriate handling module
3. Service Orchestrator passes the request to
recommendation builder of SCL 2.5 to build the
recommendation

Alternative Flows:

1.a Event handler of service orchestrator receives the
request as an interrupt from DCL 2.5, whenever a situation
occurs

4.a Step 2-4 of the normal flow are executed.

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Very frequent: at every service request

Special Requirements:

N/A

Assumptions:

Service orchestrator and DCL 2.5 agreed on service
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contract.

Notes and Issues:

Sequence Diagram

sd SCL2.5-UC11 /
User Application/ DCL 2.5 Request Handler Recommendation
SL25 Builder
| | | I
alt / : : : :
| service request(user id, service id) | |
= ! | T :
| ! service request() ! |
: :
] |
| |
| |
| search register service(service id) |
: :
: identifies service type() :
| |
: identifies data requirements() :
| |
: identifies service handler component() :
| |
| |
! activate recommendation builder() !
: | | g
| | | |
| | | |
| | | |
| | | |
Use Case ID: |SCL2.5-SUC-12
Use Case Handle Data
Name:
Created By: Muhammad Afzal Last Updated By: | Muhammad Afzal
Date Created: | April 15, 2016 Last Revision April 15, 2016
Date:
Actors: DCL 2.5
Description: This use case receives data request from recommendation
builder and recommendation interpreter. It makes request
from DCL 2.5 to get the data for requester.
Trigger: At data request time
Preconditions: Service Request has been received to service orchestrator
Postconditions: Data has been provided to requester
Normal Flow: 1. Data Handler in Service Orchestrator received data
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loading request from recommendation builder

2. Prepare data request
3. Retrieve data from DCL 2.5
4. Send data to RB: Data Loader

Alternative Flows:

1a. Data Handler in Service Orchestrator received data

loading request from recommendation interpreter

Step 2-3 of normal flow
4a. Send data to RI: Data Loader

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Very Frequent: At every service request

Special Requirements: | N/A
Assumptions: N/A
Notes and Issues: N/A
Sequence Diagram
sd SLC2.5-UC-12 /
RB: Data Loader RI: Data Loader Data Handler DCL 2.5
: : : |
alt | Load Data(user id) g :
| o |
: Load Data(user id) : :
|
prepare data request() [
e !
retrieve data(user id, datatime) |
o _daa_
alt < o ___ data ] :
data
1 = |
| | | |
| | | |
' |
Use Case ID: |SCL2.5-SUC-13
Use Case Deliver service results
Name:
Created By: Muhammad Afzal Last Updated By: | Rahman Ali,
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Muhammad Afzal

Date Created: |July 5, 2015 Last Revision April 15, 2016
Date:

Actors: Application / SL 2.5

Description: It is required to send request response to the service
requester in the form of recommendation. Service
orchestrator delivers the interpreted recommendation to
user.

Trigger: At the time of completion of interpretations

Preconditions:

Recommendations are generated and interpreted

Postconditions:

Service results are successfully delivered to the requester
and DCL 2.5 for persistence

Normal Flow:

1.

2.

Service orchestrator receives results from
recommendation interpreter
System perform the following tasks;

a. Prepares the response message

b. Associate recommendations with service meta-

data

Service Orchestrator sends recommendations to DCL
2.5 for persistence
Service Orchestrator receives acknowledgement of
storage
Service Orchestrator sends interpreted
recommendations to SL 2.5
Service Orchestrator receives acknowledgement of
receipt

Alternative Flows:

N/A

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Very frequent: at every service request completion

Special Requirements:

N/A

Assumptions:

Service orchestrator agreed on service contract with DCL
2.5 and user application.

Notes and Issues:

N/A

Sequence Diagram
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sd SCL2.5-UC-13

Result Preparer Service DCL 2.5 Application / SL
Orchestrator 2.5
T T
| |
| |
| sendsservice results(results) |
| |
i prepare the service response()

associate meta data ()

sends service response()

Use Case ID: |SCL2.5-SUC-14

Use Case Identify SNS trends

Name:

Created By: Muhammad Afzal Last Updated By: | Imran Ali

Date Created: | April 12, 2016 Last Revision April 15, 2016

Date:

Actors: SCL2.5-SUC-10, SL 2.5

Description: For trend analysis, it is required to extract keywords from
the nutrition recommendation and provide to supporting
layer for retrieving food trends from external entity
(TAPACROSS).

Trigger: At the time of result generation

Preconditions:

Recommendations are generated and interpreted

Postconditions:

SNS trends are appended to the interpreted
recommendation

Normal Flow:

1. Recommendation Interpreter receives the
recommendation from Recommendation Builder

2. Recommendation Interpreter extracts nutrient
category from the recommendation

3. Recommendation Interpreter sends nutrient category
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No o

9.

to Service Orchestrator

Service Orchestrator gets nutrient items from DCL
2.5

Service Orchestrator sends nutrient items to SL 2.5
System receives the SNS trends from SL 2.5
Recommendation Interpreter receives SNS trends
from Service Orchestrator

Recommendation Interpreter process the received
trends with respect to user preferences and select
the matched or top trends from the list.
Recommendation Interpreter forwards the trends to
result preparer to prepare the final recommendations.

10.Recommendation Interpreter sends the final

recommendation to Service Orchestrator

11.Service Orchestrator sends the recommendation in

DCL 2.5 for persistence.

12.Service Orchestrator forwards the recommendation

to SL 2.5
Alternative Flows: N/A
Exceptions: N/A
Includes: N/A

Frequency of Use:

Frequent: every time when the recommendation are
interpreted.

Special Requirements:

N/A

Assumptions:

SCL 2.5 agreed on service contract with SL 2.5

Notes and Issues:

N/A

Sequence Diagram

302




sd Interaction /

Recommendation
Builder

Send(rec)

Recommendation
Interpreter

|
H
:
:
:
:
:
:
:
:
|

Rec_Parser(rec) :

Extracted_Nutrient_Catgory

Service
Orchestrator

DCL 2.5

get_Foodltems(Nutrient_Category[])

< ________________

Process_Trends((key,value)) |
: |
L |

1

receive_Trends() :(key,value) jJ

send_Results(results)

get_FoodItems(Nutrient_Category)
>

receive(items)

get_Trends(items]])

SL25

receive_Trends() :(key,value)
T

Persist(results)

y

Y (S

Forward(results)

L Ao S
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Supporting Layer (SL Ver. 2.5)

System Level Use cases

List of Use cases

Use case ID#

Description

SL2.5-UCS-01 User registration

SL2.5-UCS-02 Retrieve capabilities for user interface adaptation
SL2.5-UCS-03 Mapping the user capability information into model
SL2.5-UCS-04 Adapt user interface based on user profile, context and device
SL2.5-UCS-07 Collect and analyze observational data
SL2.5-UCS-08 Acquire Recommendations for displaying to end user
SL2.5-UCS-09 User capabilities collection

SL2.5-UCS-10 Self-reporting user experience measurement
SL2.5-UCS-11 Map Request to Query

SL2.5-UCS-12 Transform Data

SL2.5-UCS-13 Classify Data

SL2.5-UCS-14 Analyze Data

SL2.5-UCS-15 Display Analytics

SL2.5-UCS-16 Get Personalized SNS

SL2.5-UCS-17 Inference attack detection

SL2.5-UCS-18 Recommendation Integrity Check
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Use case Diagram

MM Supporting Layer 2.5

UI/UX Authoring Tool

«indude»/\

«actors
Service Curation
Layer (SCL 2.5)

Display
recommendation

Display Adaptive Ul

End use:

~
«includex* «
~

< -
e ~

\\- \.

«include» =~ _

Measure User
Experience (UX)

«actors
Data Curation Layer

/ (DCL 2.5)

«includexs

/
Analytics
Map request to query S e Load data
\| «invokes»
o Classigy can R Transfrom data
Expert Display analytics «xinvokess
v\ | «xinvokesxs
«invote;»
59,\,:::"-“‘ i Get Personalized SNS Analyze data
Layer (SCL 2.5)
Use case Description
Use Case ID: | SL2.5-UCS-01
Use Case Name: | User registration
Created By: | Jamil Husain Last Updated By: Jamil Husain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016

Actors: | Primary: End-user
Secondary: DCL 2.5

Description: | This use case is for the user registration. A user must register with the MM

app before they are able to use it. Registration primarily consists of entering
an email address for verification and creating a password. All basic
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demographics, account, activity level, user interest information, and
personalized map information shall be collect from user and persist in DCL
2.5.

Trigger:

End user

Preconditions:

The non-register user asked the application to register to it.

Postconditions:

The user successfully registered to the application and can access its
functionality

Normal Flow:

1. The user start registration of the new account by pressing the “Sig up”
button on the application first screen.
2. Then Terms & Conditions page displayed
3. The application will display the multi-step registration form with empty
fields for the account and user profile.
4. The user annotates the map for personalization by selecting different
locations of his interest.
5. Validate User Input
e The application will automatically validate all the user input for
all the required fields
* The user cannot proceed until providing the correct data.
6. The user can press “Submit” button and the new account data will be
persisted to the DCL 2.5.

Alternative Flows:

2a. In step 2. If the user Agree with Terms & Conditions
* Useris allowed to the next step by click on agreed term & condition
checkbox.
2b. In step 2. If user not agree with terms & conditions then
e User is redirect to the first screen.

3a. in step 3. Display Validation Error
* If the validation failed, then the validation icon will be displayed
nearby the wrong field and there will be validation message.

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

When user first time use the system [low]

Special Requirements: | N/A
Assumptions: | N/A
Notes and Issues: | N/A

Sequence Diagram
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User Interface Input Validator DCL25
Controller
end user
| T
| I
' .
: register() >_L

alt: Check Terms /

[accept Terms)chedTerms_Conditions()

[Not adgcgpt terms)

display message() e — — —— — e N

fill form{) [é
—>=

load registration Multi-Form()

annotate Map()

T

alidate User Input ()

S

alt : Validate User Input /

[input Efror]  :Display Validation Emor

=
persist user profile()

Use Case ID: | SL2.5-UCS-02

Use Case Name: | Retrieve capabilities for user interface adaptation

Created By: | Jamil Hussain Last Updated By: | Jamil Husain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | DCL 2.5
Description: | This use case focuses on the retrieval of the capabilities for user interface

307




adaptation. The capabilities include user profile information, context
information and device information. It is utilized for adaptation based on
changes or observational data.

Trigger:

Preconditions:

The DCL 2.5 provide the access to required information

Postconditions:

All required capabilities are successfully collected.

Normal Flow:

1.

SL generates request for user, device, and context information
collection from DCL 2.5

2. This information is utilized for the adaptation of the user interfaces
3. The adaptation is based on changes in user profile, context
information or collected observational data
Alternative Flows: | N/A

Exceptions: | If there is not capabilities information then the default user interfaces will be
displayed.
Includes: | N/A

Frequency of Use:

Always when the application is running [High]

Special Requirements:

N/A

Assumptions:

The capabilities information should be available with the DCL.

Notes and Issues:

N/A

Sequence Diagram

User Interface
Controller

request information({)

Retrieve DCL25
Capabilities

:User, context and device

device information()
informations [

= — —

[ [
| |
| |
| |
| |
™ |
|

|

profile life-log information()

:information
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Use Case ID: | SL2.5-UCS-03

Use Case Name: | Mapping the user capability information into model

Created By: | Jamil Hussain Last Updated By: | Jamil Husain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | DCL 2.5
Description: | The collected capabilities information from DCL 2.5 shall be mapped against

the hierarchical structure of the model

Trigger:

SL 2.5 initiate communication with DCL 2.5.

Pre-conditions:

4. Useris aregistered client of MM platform
5. Updated user profile must be available

Post-conditions:

1. User profile and environmental variables are received by Ul/UX
2. All collected variables are successfully mapped and validated

Normal Flow:

1. UI/UX send request to DCL 2.5 for environmental variables (e.g.,
temperature, weather, time, noise, light level etc.) and user profile
variables (e.g. uid, name, age, perceptual information)

2. DCL 2.5 sent back the requested variables.
3. The semantic modeller maps the data to model
4. The mapped information is persisted in model.
Alternative Flows: | N/A
Exceptions:
Includes: | SL2.5-UCS-01

Frequency of Use:

Always when the application is running [High]

Assumptions:

N/A

Notes and Issues:

N/A

Sequence Diagram
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User Interface ISemantic Modelley CL 25
Controller

request for data ()

L

request for
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|
|
|
|
|
|
|
:capabilities data
pm—
|
|
|
|

select Model()

1

C

|
select concepts and relationship()

|
|
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and relationship()

1
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SR—
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|
|
5
19
|
|
|
|

Use Case ID: | SL2.5-UCS-04

Use Case Name: | Adapt user interface based on user profile, context and device

Created By: | Jamil Hussain Last Updated By: | Jamil Husain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | DCL 2.5, end user
Description: | The collected information of user profile, context of use and device
characteristics from DCL 2.5 results in adaption of the user interface
Trigger: | End user start interacting with user interface

Pre-conditions:

* The user profile and context of use and device data has been
collected by UI/UX Authoring tool

Post-conditions:

* Adaptive Ul rendered/generated based on collected information
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[N

Normal Flow: User request for personalize user interface to Ul/UX.

2. UI/UX send request to adaptation engine for generating the
personalized user interface based on user, context and device
information.

3. Adaptation engine perform reasoning based on pre-defined
adaption and navigations rules.

4. Reasoner recommend the user interface components and its styles
to generate the Ul.

5. Then personalized generated Ul is displayed to end user.

Alternative Flows: | N/A

Exceptions: | N/A

Includes: | N/A

Frequency of Use: | When user interact with the system

Assumptions: | N/A

Notes and Issues: | N/A

Sequence Diagram

User Interface User interface Semantic Model Adaptation Rules
Controller generator Reasoner
end user
| I [
| ) | |
| interact UI() | |
1
u |
request for |
adaptive Ul{) |
e

I
|
|
|
|
|
|
|
activate reasoner() |
1

I
|
|
|
|
|
|
|
|
— . |
|
|
|

request for model()

request rules()
T

1
adaptation and nagivation rules()
< ———————- m———————

perform reasoning() :

Ul component & style
recommendations()

generate
adapative Ul()

adaptiveUl()

show adaptive Ul()
e — — — — — — —

Use Case ID: | SL2.5-UCS-05
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Use Case Name:

Collect and analyze observational data

Created By: | Jamil Hussain Last Updated By: | Jamil Husain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | End user, DCL 2.5
Description: | The Ul/UX shall identify areas of improvement and maximize the user
interaction by analyzing the user interaction with app.
Trigger: | Initiated by end user

Pre-conditions:

e Analytics tracker is already installed

Post-conditions:

* Observational data are successful collected and analyzed for user
experience measurement

Normal Flow:

1. Analytics collector collect the user interaction data such as user ID,
event, session, screen, crashes & exceptions, and user timings

2. The collected data is stored locally before being dispatched

3. Datais dispatched for user experience measurement from the app
for every 30 minutes

4. the pragmatic quality such as usability-( e.g. performance, issues)
are calculated in order to find the user experience (UX)

5. UX quality variables are sent to DCL 2.5 for storage/updating in

user profile.
Alternative Flows: | N/A
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

Frequent, request by SL 2.5

Special Requirements:

N/A

Assumptions:

Service contract between DCL 2.5 and SL 2.5 is defined

Notes and Issues:

N/A

Sequence Diagram
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User Interface User Experience DCL 2.5
controller (UX)
end user
| | [ [
I . [ [ |
| interaction{) | |
L:J collect user IDY) | |
| |
| | |
| L I I
: collect events{button click ) : :
| [ , | |
| collect screen|() | |
| | |
| [5 ; [ |
: collect session() | |
; | | |
| L . | |
| collect crashes & exceptions() | |
| I I
| L I I
| save observational logs() | |
| I I
| ]<—_I | |
| (I . I I
| dispatch obervational log dsta() | |
| - calculate ux constructs |
| (performance,issues) |
' 34—_] '
| I
. L .
: calculate satisfication level()
|
| I
| |
| update user profile() |
| I %
| T I
| | | |
Use Case ID: | SL2.5-UCS-08

Use Case Name:

Acquire Recommendations for displaying to end user

Created By: | Jamil Husain Last Updated By: Jamil Husain
Date Created: | 14 July 2015 Last Revision Date: |15 April 2016
Actors: | Primary: End-user

Secondary: SCL 2.5, DCL 2.5

Description:

This use case collects the recommendations generated by SCL 2.5 and
displays it on the user interface for the end users. The provided
recommendations are displayed according to user capabilities, context of
use, and device characteristics. This information is obtained from the DCL
2.5.

Trigger:

SCL 2.5 push the recommendations to the App or end-user send request
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for recommendations

Preconditions:

End-user subscribes to particular services

Postconditions:

All recommendations are successfully displayed according to user
capabilities, context, and device characteristics.

Normal Flow:

SCL 2.5 generate the recommendations and provide it to user interface

1.

2. The SCL 2.5 recommendations are acquired by the SL 2.5

3. SL investigates the user capabilities, context of use, and device
characteristics by obtaining from DCL 2.5

4. The recommendation are displayed in graphical user interface based
on collected capabilities of user, context and device information.

Alternative Flows:

2a. In step 2. The SCL 2.5 recommendations are acquired by the SL 2.5
1. user request for recommendations (pull method)

2b. In step 2. The SCL 2.5 recommendations are acquired by the SL 2.5
1. SL 2.5 push recommendations to App based on situations

Exceptions:

N/A

Includes:

N/A

Frequency of Use:

Whenever the recommendations are generated by SCL 2.5 [Medium]

Special Requirements:

N/A

Assumptions:

The user profile data and context information should exist in the DCL 2.5

Notes and Issues:

N/A

Sequence Diagram
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User Interface SCL25 DCL 25
Controller

User
| T

| I
request for recommections()|

< —a

collect capabilities |

/

:capabilities

< - - —————- -

|

|

set container() :

[; ; |
|

|

|

|

ak request recommendstions()

[pull method]

[Push method] recommendation()

display recommections()

o

———

Use Case ID: | SL2.5-UCS-9

Use Case Name: | User capabilities collection

Created By: | Jamil Hussain Last Updated By: | Jamil Hussain

Date Created: | 18 March 2016 Last Revision Date: | 15 April 2016

Actors: | End user, DCL 2.5

Description: | The Ul/UX collects the user capabilities information’s by analyzing the user
perception such as user visual and color perception

Trigger: | User uses the tools for collection

Pre-conditions: * Perception collection tools are installed

Post-conditions: e User perceptual information successfully collected and update
information in user profile DCL 2.5
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Normal Flow: 1. User select the tools for color and visual perception and interact

with it accordingly.
2. Tools acquire its interaction data in order to find the user
perceptions
3. User experience calculate its final value.
4. Final values are stored in user profile DCL 2.5.

Alternative Flows:

Exceptions: | N/A

Includes: | N/A

Frequency of Use: | When user interact with the system

Special Requirements:

Assumptions: | Service contract between SL 2.5 and DCL 2.5 is defined

Notes and Issues: | N/A

Sequence Diagram

User Interface User experience DCL 25
Controller (UX)
end user

| I I [
| . M | | |
| startinteraction() | | |

N > collect color
perception data() : :
| |
L | |
collection vision l |
perception dsta() : :
| |
L | |
| |
—’I_L |
. " . |
send perception data) | calculste final value() |
|
|
[5 I |
update user profile() |

Use Case ID: | SL2.5-UCS-10

Use Case Name: | Self-reporting user experience measurement

Created By: | Jamil Hussain

Last Updated By:

Jamil Hussain

Date Created: | 18 March 2016

Last Revision Date:

15 April 2016

Actors: | End user, DCL 2.5
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Description: | The Ul/UX shall collect feedback about how users feel about the system
during or after use by self-reporting method.
Trigger: | End user

Pre-conditions:

Self-reporting questionnaire already exist

Post-conditions:

The feedback is successfully collected

Normal Flow:

[N

The end user provide feedback using the questionnaire.

2. The feedback is sent to user experience in order to evaluate the
user response.
3. user experience variables such as usability, pleasure, beauty are
calculated based on filled questions
4. The UI/UX update the calculated variables values in user profile by
sending request to DCL 2.5
Alternative Flows: | N/A
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

When user interact with the system

Special Requirements: | N/A
Assumptions: | N/A
Notes and Issues: | N/A

Sequence Diagram
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User Interface User Experience DCL25
Controller (UX)

end user

[
send feedback |

response{data) |

feedback data collector

I ==

)

L ———

sendfeedback(dsta) ansalyze feedbackdats()

calculate hedonic quality()

]

rcalculate pragmetic quality()

il

calculate satification level()

g

1]

update user profile()

= O
[ I I
Use Case ID: | SL2.5-UCS-11
Use Case Name: | Map Request to Query
Created By: | Shujaat Hussain Last Updated By: | Shujaat Hussain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016

Actors: | Primary: Expert

Description: | This use case focuses on mapping the expert request to the query library for
data store interface.

Trigger: | The request from the expert panel for analytics

Preconditions: | A predefined query library for retrieving the big data

Postconditions: | The query is sent to the data store interface and the data is fetched.
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Normal Flow:
The expert requests the analytics for a specific context.

The parameters of the request is extracted and sent to query manager.
The query manager matches the parameters with the predefined queries
in the query library.

The Query is selected and tuned according to the duration of the data to
be extracted.

Alternative Flows: 4a. In step 4 of the normal flow, if there is a more tuning done than the

query
The query is saved in the library for future calls.

Exceptions: | N/A

Includes: | N/A

Frequency of Use: | This use case can be used by the domain expert about 5-10 times based on
the volume of data. [Low]

Special Requirements: | N/A

Assumptions: | For this use case the assumption is a query library.

Notes and Issues: How many queries are there in the query library?

Sequence Diagram
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|
|
|
|

datasRequest(parameters)

Data Query Query Selection Data Store
Manager and Tuning Interface

]

extractParam{parameters)

MsapQuery(parameters)

C

I
|
|
|
|
|
|
|
|
|
|
|
|
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Savequery(query)

[
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
+
|
|
|
|
|
|
|
|
|
!
|
|
|
|
|
|
|

sendQuery(Query)

: - i

Use Case ID: | SL2.5-UCS-12

Use Case Name: | Transform Data

Created By: | Shujaat Hussain Last Updated By: | Shujaat Hussain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | Primary: Expert
Description: | The mapping query is transformed to specific model structure for trend
analysis.
Trigger: | The data store interface initiates the data transformation process
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Preconditions:

The data is sent from the data store interface.

Postconditions:

The transformed data is sent to trend analyzer.

Normal Flow:

The unstructured data from the big data repository is sent to the data
integration component.

The data is transformed in an object model or a table depending on the
requirements.

The social network data is than additionally integrated which is retrieved
through a web service.

The transformed data is then checked for compliance with the model
template.

Alternative Flows:

2a. In step 2 of the normal flow, if the data is retrieved from the life log then it
is sent directly to the integration component.

Exceptions: | If the transformed data does not pass the compliance check, step 2 is started
again.
Includes: | N/A

Frequency of Use:

This use case is used when the data comes from the big data and requires
social data integration. [Low]

Special Requirements:

N/A

Assumptions:

Notes and Issues:

How many models can the data be transformed in?

Sequence Diagram

Data Store
Interface

T
|

! senddata(dsta)

Data Integration Model
Conformation

g

selectModel()

retrieveSocis|Data()

e

) i

[lifglog dsta]

integrate(Lifelogdats, socialdata)
C

transform{dsta)

integrate(data, socialdata)

sendData(Transformeddata)

complianceChedi{model transformeddata)
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Use Case ID: | SL2.5-UCS-13

Use Case Name: | Classify Data

Created By: | Shujaat Hussain Last Updated By: | Shujaat Hussain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | Primary: Expert

Description: | The transformed data is further classified and clustered to identify and analyze
trends.
Trigger: | The transformed data is sent for trend analysis.

Preconditions:

The data is structured into a particular model.

Postconditions:

The data is classified into temporal, numerical and textual categories

Normal Flow:

The model is passed for the classification.

Metadata is extracted from the model.

The data is categorized based on the extracted metadata.
The temporal, numerical and textual data is extracted from the
transformed data.

Bobd =

Alternative Flows:

Exceptions: | 1. There is no temporal data to be classified.
2. There is no numerical data to be classified.
3. There is no textual data to be classified.
Includes:

Frequency of Use:

This use case is used when the transformed data comes from model
transformation module. [Low]

Special Requirements:

Assumptions:

Notes and Issues:

Sequence Diagram
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extractmetadata(model)
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|
|
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|
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|
|
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»
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|
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| |
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| IT' |
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| | |
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| | |
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| | |

| | |

| | senddsta(model transformeddata) | -
T T T 1

ITl | | |

: ' ' sendmetadata(metadata) ' "

t

| | | I
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| | |
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Use Case ID: | SL2.5-UCS-14

Use Case Name:

Analyze Data

Created By: | Shujaat Hussain Last Updated By: | Shujaat Hussain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016
Actors: | Primary: Expert
Description: | The classified data is analyzed through association and clustering techniques

for visualization and analytics.

Trigger: | The classified data is passed to association clustering for finding analytics and
trends.

Preconditions: | The numerical, temporal and textual data is classified separately so that
association could be applied.
Postconditions: | The association is done with the data for analytics and data to be plotted is

sent for visualization.

Normal Flow:

Bobd =

The data classifier passes the data for association clustering.

The temporal and numerical data is analyzed for clustering.

The data is clustered into a group for graph plotting.

The textual data is associated with each other to create analytics based

on the textual attribute and their corresponding facts.
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Alternative Flows:

Exceptions: | 1. Clustering could not be done due to multiple outliers.

Includes:

Frequency of Use: | This use case is used when the classified data is sent for grouping and
association. [Low]

Special Requirements:

Assumptions:

Notes and Issues:

Sequence Diagram

Data Cluster data Associate data
Classification

senddata(data, nature)

y
L — —

Groupdsta(temporsl, dsta)

o

Groupdsta(numerical dsta)

senddata(dats, nature)
|

I
I
| AssociateData()
I

L] I

I I I

I I I

I I I

I I I

I I I

I I I

Use Case ID: | SL2.5-UCS-15
Use Case Name: | Display Analytics
Created By: | Shujaat Hussain Last Updated By: | Shujaat Hussain
Date Created: | 14 July 2015 Last Revision Date: | 15 April 2016

Actors: | Primary: Expert

Description: | The grouped data and relevant analytics is passed to visualization enabler so
that the graphs are plotted and displayed.

Trigger: | The trend analyzer sends the data for graph visualization and plotting.
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Preconditions:

The data is sent to visualization enabler distinguishable by their attributes and

association.

Postconditions:

The analytics and relevant visualization is sent to the user interface.

Normal Flow:

1. The data is categorized according to the graph templates for visualization.
2. The scales are defined for the grouped data to be plotted on the

coordinates.

3. The association text and the relevant facts about the data is also attached
to the graph as analytics.

Alternative Flows:

Exceptions:

Includes:

Frequency of Use:

This use case is used when the grouped data is sent for display in graph and
analytics form. [Low]

Special Requirements:

Assumptions:

Notes and Issues:

Sequence Diagram

Trend Analzyer

Graph Evalustion

Attach Facts

senddata(dats, nature)

plotscales(dats,graphtype)

senddats(facts, nature)

[
|
| sendgraph{graph, facts)

relate(graph, facts)
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Use Case ID:

SL2.5-UCS-16

Use Case Name:

Get Personalized SNS

Created By:

Shujaat Hussain

Last Updated By: | Shujaat Hussain

Date Created:

18 March 2016

Last Revision Date:

15 April 2016

Actors:

Primary: Expert

Description:

The SNS trends are given to service curation layer (SCL) from tapacross.

Trigger:

SCL intiates the process by sending keywords to analytics module.

Preconditions:

SCL sends keywords to supporting layer

Postconditions:

The SNS trends of keywords are sent back to SCL

Normal Flow:

The descriptive analytics module receives keywords from SCL.

The keywords are appended in the webservice to get the trends from
tapacross.

Tapacross sends the trends of the keywords in terms of frequency.
The trends and keywords are transformed into the JSON format agreed
with SCL.

The json is forwarded to the SCL

Alternative Flows:

3a. There is no trend sent or the trends are not relevant. In that case no trends
will be sent to SCL.

Exceptions:

If the transformed data does not pass the compliance check, step 4 is started
again.

Includes:

N/A

Frequency of Use:

This use case is used when the recommendation requires personalized SNS.
[High]

Special Requirements:

N/A

Assumptions:

Notes and Issues:
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Sequence Diagram

SCL 2.5 SNS Connector Tapacross

! SNStrends(keywords) !

setDate(lastweek)
keywordmapping()

1
|
|
|
|
|
|
|
|
|
|
|
|
setmedia(twitter) :
|

SNSservice(media, keywordid, date, accesskey)
L

retumJson(snsJson)

o<

; parsekeywords(json)
; parsetrends(json)

. sendSNStrends()

Use Case ID:

SL2.5-UCS-17

Use Case Name:

Inference attack detection

Created By: | Mahmood Ahmad Last Updated By: Mahmood Ahmad
Date Created: | 14 July 2015 Last Revision Date: |23 April 2016
Actors: | Primary: End-user

Secondary: SCL 2.5

Description:

This use case is used for detecting the inference attack. A user (malicious
user) in possession of valid credentials (compromised credentials) logs into
the system and tries to learn the information which is unauthorized. The
queries of users are logged and if found suspicious with intention to
discover the identity or information of unauthorized resource, a decoy
information is sent in return. A legitimate user receiving the decoy
information in that case will be prompted for challenge question to release
the normal reply of the application.

Trigger:

End user

Preconditions:

User is in possession of login credentials

Postconditions:

Susceptibility of Inference attack is prepared with decoy information.

Normal Flow:

1. The user interacts with the application and inquires information

2. The inquiring queries and respective response are logged through SCL

3. The inference detector using the logged information estimates the
likelihood of inference attack

4. Disclosure of unauthorized information or discovery of unauthorized
individual identity, the response is coupled with decoy information
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Alternative Flows: | NA

Exceptions: | N/A

Includes: | N/A

Frequency of Use: | When compromised credentials are used

Special Requirements: | N/A

Assumptions: | N/A

Notes and Issues: | N/A

Sequence Diagram

sd InferenceAttack

% SL Logger SCL inferenceDetection DecoylInformation

EndUser

|
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I I I
| | |
| | |
| | |
| | |
query() : : :
| | |
| | |
| | |
recordQuery() | | |
L | | |
| | |
fetchRequest(query : : :
| |
| |
_recordResponse() | |
o [ [
| |
| |
| |
fwdResponse() : :
™ | |
submitll?eqResp() - : :
L] I g I
) 1 | | |
< legitmateResponse() | | | |
-lF'l I I I I
T | | | |
: 1 1 1 | 1
| | | i oti
| | | | H:|<_| |nferenceDete(|:t|0n()
: : : : fetchDecoylnfo() !
! I I I
| | | | )
| | | | __receiveDecoylInfo()
! I I I -
! I I I
| [ | deliverDecoyInfo() | |
! -~ T T I
! I I I
! < deocylnfo() : : :
IT' | | |
! I I I
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Use Case ID:

SL2.5-UCS-18

Use Case Name:

Recommendation Integrity Check

Created By: | Mahmood Ahmad Last Updated By: Mahmood Ahmad
Date Created: | 14 July 2015 Last Revision Date: |23 April 2016
Actors: | Primary: End-user

Secondary: DCL 2.5

Description:

The actor role which is shown as user and expert receives and generates
the recommendations respectively. The message digest of these
recommendations is encrypted under the public key of mining minds and is
stored into the DCL. The last saved recommendations in DCL are fetched
into the SL and compared with their digest values. In case of mismatch
appropriate message is delivered to the user and to the expert.

1: Notification to the end user- Discard the last received recommendations
and wait for the new ones

2: Notification to the expert — Reset the password and generate new
recommendations

Trigger:

End user

Preconditions:

A malicious user has modified the recommendations before it is delivered to
the end user

Postconditions:

Notification of recommendation regeneration to the expert

Normal Flow:

1. The expert generates the recommendation and send to the end user
and also send its digest to the application

2. Assuming the malicious user (man in the middle), acquires the
recommendations and modifies it

3. User receives the modified recommendations and send the
recommendation digest to the application

4. SL compares the message digest and notifies the user and expert with
appropriate notifications

Alternative Flows: | NA
Exceptions: | N/A
Includes: | N/A

Frequency of Use:

When recommendations are modified before delivery to the end user

Special Requirements: | N/A
Assumptions: | N/A
Notes and Issues: | N/A
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Sequence Diagram

sd Recommlntegrity/

Q sL DCL
A

End user/ Expert

recommendation(userRoIe&

recomDigest(recommendation,pk)

sendDigest(recomm1,recom2)

7

i compareDigest()
]

notifyUser(message)
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Section 4-C

Implementation Details
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MM Ver. 2.5 (Release Apr 2016)
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— |
DCL 2.5 Responsibilities

Acquisition of raw sensory, environmental variables and depth video camera data in real time (3 sec)
2. Synchronization of heterogeneous data from multiple data sources for Context determination

3. Curation of Context data to user life-log

4.  Recording of user daily activities as user life-log with CRUD Operations

5.  Curation of Context, raw sensory, environmental variables and depth video camera data in a large-

scale non-volatile persistence (Big Data) with CRUD operations
6.  Monitoring of Life-log data for static and dynamic situations

High Performance inter-layer and intra-layer communication

Ze|uem

KYUNG HEE UNIVERSITY

DCL V2.5 Architecture

Sensory | Raw Data buffer(s ituati Schema .
Data o) Context Constraints || Monitor Event S'éliztr:?n and Storage || Representation
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1. Data Acquisition and Synchronization Overview

Data Curation Layer

° RO I e Data Acquisition and Synchronization
. . Data Acqvuisition RAW Data Buffer DCL to ICL Communication
* Acquisition of raw sensory and video data at SaiE

DCL Server:
Read Thread

Sensory Data icL ICL Client: Write Thread
) Bufer Data Buffer .
real time from data sources WiteTnread | | Message W

Data Buffer Data Buffer
Purge Routines i

* Synchronization of heterogeneous data Moo

* Real-time communication between DCL and

RAW Data to Big Data Communication

DCL-ICL components

¢ How is it different from Ver. 1.5 & Ver. 2.0 ?

¢ More scalable and Concurrent with state-of-the-art Non-blocking Communication 10

Avg. Delay (s)

* Substantially less communication overhead with improved resource consumption

* Data Synchronization and Buffer for heterogeneous data streams (audio, video, activities

data, environmental variables)

0
Time (s)

& BE YR
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2. Life-log Monitoring (LLM) Overview

* Role

* Monitoring of user life-log for situations to | il | [tocwen ] [ smoten
I I 1
respond Timebased | | Quantitybased | | Hybrid |
. . S o e
* Hosting and execution of static situations stmng e eyt " e
T Descending g Resaurnt Hopimes
. . . RidingElevator Stairs Jogging Transport Sadness.
* Incorporation and execution of dynamic Swecring Yo oo
) . MMVE2.0
situations
g mestiigtes
* How is it different from Ver. 1.5 & Ver. 2.0 ?

« Agile Static Situation: Static situations are not hard-coded, they are represented, hosted

and executed

« Dynamic Situations can now be incorporated in the LLM Execution

- N ) + Whatmthebestn . Whatactonstara

+ Nutrition-based situations can now be monitored combma&m;’:ﬁi welalkeill;wloﬂ ,
Senicastont Nenaregaive
ndidol? Cisoder

€ oD
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3. Life-log Representation and Mapping Overview

|

* Ro I e ( BridgemesignPattern

[ Org.uclab.mm.dataModel.dc
* Curation and persistence of user context in  [__0rg uclab.mm.dataModel. dc.dataAdapter

Org.uclab.mm.dataModel.ic

the form of user daily life routines as life-log [
[ Org.uclab.mm.dataModel.ic.dataAdapter

* CRUD operations to user life-log data via ( Org,uclab.mm.dataModel.5C

[ org.uclab.mm.d jel.SC.dataAdap

Restful service

[ Org.uclab.mm.dataModel.lim

Org.uclab.mm.dataModel.SI

Org.uclab.mm.dataModel.lm.dataAdapter

[ Org.uclab.mm.dataModel.Sl.dataAdapter

¢ How is it different from Ver. 1.5 & Ver. 2.0 ?

¢ “Models and constructs from Ver. 1.5 are re-used”

* More objects and properties at Object-to-Relational Mapping (ORM) and Life-log

database (Data Level)

* Data Curation Restful Service handles larger set of queries

4. Big Data Storage

Big Data Storage

L ]
Role Data Persi M Passive Data Reader | [ Active Data Reader
) -Message Model " ..Scan -Schema Query Loader
+ Non-Volatile storage of data from heterogeneous e

[ Data Writer ] [ Query Authoring J DatalExporter

[ Data Exporter ] [ Data Format ]

[ Query Generator

sources with CRUDS operations. Physical Data Store || | Query Depioyer |

Hive meta-store

=1

—
—

* Allow active and passive data read operations

Hive (SQL-like) Queries

‘ Query Library ‘

¢ How is it different from Ver. 1.5 & Ver. 2.0 ?

* Read access to Big data is now enabled

* Life-log data can now be synchronized with big data storage

€ oD
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Distributed

Databases

W Bagn & KIEsH PosTECH LU 3B S SR EAAD raracos BE UZsystem

User & Usability system

Mining Minds Distributed Database Terminologies

« Terminologies Personalized Big Data
« Life-log Data Intermediate Data
I
* Intermediate Data _ —_
I | -—
+ Raw Sensory Data — + I— +
- — Life-log
. B'Ig Data User Profile Life-log Monitoring
» Personalized Big Data Big Data
k -_
—
I
A +
|
RAW Sensory 3D Video Life-log (historic)
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Mining Minds Personalized Big Data Deployment

Personalized Big Data
Intermediate Data
— —
_ I 1
[ | ﬁ I Relational -- M | C rO S Oﬁ
ﬁ == _ Dataﬂbase .-
—— N B —— QL Senen Azure
Life-og
User Profile Lifedog Monitoring R . R .
Technology Physical Location Service Provider
Big Data
A A = <
| ‘ Ubiquitous Computing Laboratory
+ + _— » Big Data KyTng IHEEIUNVETSItYNROTES|
Store k) i
—_— (Hadoop)
RAW Sensory 3D Video Lifeog (historic)
Technology Physical Location Service Provider

Mining Minds Distributed Database stacks

» Each Layer defines its own

abstraction on data

Service Curation Layer

» Native abstraction is fully

8
S
2
£
g
3
kS
<

encapsulated
« Abstractions are shared if - s

necessary via web services based
on pre-defined service contracts

Information Curation Layer

» Abstraction on data is

irrespective of core
pective ey (s D
functionalities of other layers Data Curation Layer - %

Supporting Layer
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L

Distributed Database Stacks and Layer Communication

Knowledge Base Rules

Lifelog and Profile @
Service Curation Layer

Lifelog (Data Driven)

9
S
&
o
2
s
&
3
<

Lifelog (Data Driven)

Information Curation Layer -
Recognized Context and

Activities

Intermediate
Database

Supporting Layer

Data Curation Layer

1

//////////////////////////////////////////////////‘/.

Distributed Databases

* Pros * Cons

+ Data abstractions reduces the overall « Each layer manages its own data store

coupling between the Layers ) .
* High Level Context:ICL and Life-log

» Each layer is responsible for its own o
Data:DCL may have replication

persistence encouraging encapsulation
+ Evolution of context ontology is
independent of Life-log data
* Reduced Communication between ICL
and DCL
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Data Acquisition and

Communication

kirecH posTECHE QI E MBS UAEAHY Taracos BEUZsystem

ZYF R User & Usability system

Introduction

* Acquisition of heterogeneous data from Multi-
modal data sources in Real-time is a must for

[ ]
data curation layer oIl =l II i | . ’
=Y

* This acquisition of data must be dynamic, é@
parallel and of high performance to support - W ¢ “‘;;
the influx of multimodal data at real-time @ | ™

* For reliable acquisition of data at real-time,
optimal resource utilization at the layer needs
to be implemented such that the performance

lag is bare minimum with low packet loss
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. . o000
Motivations @ 27

* Sensory data is generated after every 3 seconds from data sources
* Real-time data acquisition

L

* MMV 2.5 is using data from multiple data sources for context determination
* Data needs to be synchronized prior to context determination

* Context determination is non-real-time process
* Regulation and pipelining of ICL data preparation

DCL 2.5 is a distributed layer with parallel execution
* Optimal resource utilization with no communication bottlenecks

Data Acquisition RAW Data Buffer DCL to ICL Communication
Service

Sensory Data ICL ICL Client: Write Thread DCL Server:
Buffer Data Buffer Read Thread
DCL Server
Write Thread Message
{ Data Buffer } { Data Buffer } Gontext Writer

Purge Routines Synchronizer

DCL Video

Acquisition Video Data
Server Buffer

Big Data Client

[ Message } {WriteThread }

RAW Data to Big Data Communication
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Execution Workflow

raw sensory

ata, _
Srvronment
variables

3D Video_
axp PR

—————— >

Ze|uem

KYUNG HEE UNIVERSITY

Data Acquisition
Service

socket.io
DCL Server

DCL Video

Acquisition 2}
l Server '

RAW Data Buffer

raw sensory
data,

environment

ICL
Data Buffer
raw sensory.
data,
environment

variables,
D video

Sensory Data |45
Buffer

Data Buffer
Synchronizer

<< purge command >>"
es

b Video Data
Buffer

?

ICL Client: Write Thread

Write Thread Message

DCL to ICL Communication

Big Data Client

[ Message HWriteThread }

RAW Data to Big Data Communication

Asynchronous Non-Blocking communication

29

v
DCL Server:
Read Thread

context

Context Writer

Execution Workflow

raw sensory
data, _
Srironmert
varibles

o
axn ST

\

Data Acquisi
Service

socket.io
DCL Serve]

DCL Vide
Acquisitior
Server

RAW Data Buffer

raw sensory
data,

raw sensory.
dat

a.
environment
variables,
3D video

environment

Sensory Data |28
Buffer

Data Buffer
Synchronizer

?

ICL Client: Write Thread

Write Thread Message

DCL to ICL Communication

Big Data Client

[ Message HWriteThread }

RAW Data to Big Data Communication

» Sensory Dat‘a from smartphone received asynchronously after every 3 seconds

» Video frame data from Kinect will be received via laptop after every 3 seconds

@ 3uyaa
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v
DCL Server:
Read Thread

context

Context Writer




Execution Workflow

v
RAW Data Buffer 5 %)
ICL Client: Write Thread Read Thread

Data Acquisition t Write Thread context

g raw sensory
Service data, o i
mmmmmmm ent Vioeo Context Writer

socket.io Sensory Data "9’ Data Buffer
DCL Server Buffer Synchronizer DCL to ICL Communication

L rpasrmE s Data Buffer
Purge Routines Big Data Client
[ Message H Write Thread }

DCL Video )
Acquisition D) \/\dae; fEe)?la o) 20vieo
Server

RAW Data to Big Data Communication

+ Sensory data buffer for smartphone-based sensory data 2
+ Video data buffer for for Kinect-based video frames data
Ag s » Buffers are synchronized by time-stamp and user id

KYUNG HEE UNIVERSITY

OO
Execution Workflow

Information Curation Layer context

v

A el i ICL = %j DCL Server:
Data Buffer ICL Client: Write Thread Read Thread

-~ G }
Data Acquisition environmer Write Thread Message context
Service i vaabls,
ata, ]
environment LR Context Writer

socket.io . - Sensory Dath |2 pata Buffer
DCL Server ent Buffer Synchronizer DCL to ICL Communication
S— Bufv_erj
[PuE Rl Big Data Client
. " 8
ECL Video Video Data ohoeo [ Message H Write Thread }
cquisition K& Buffer © =
Server

RAW Data to Big Data Communication

» Data synchronized by time-stamp is moved to ICL buffer
» Data items are purged from Sensory and Video Data buffers

3

@ 2taa
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Execution Workflow

v
RAW Data Buffer L OCL Server:
ReteBulie] ICL Client: Write Thread Read Thread

Data Acquisition o Write Thread context
Service

raw sensory
data,

environment i Context Writer

Sensory Data "9’ (  Data Buffer
Buffer Synchronizer DCL to ICL Communication
Data Buffer
Purge Routines Big Data Ch‘en\
L Video Data Voo [ Message H Wn* Thread }
Buffer 11

RAW Data to Big Data Comnmunication

« ICL Data buffer instance is converted into ICL message
» A write thread send the message for context determination

Ze|uem

KYUNG HEE UNIVERSITY

Execution Workflow

v
RAW Data Buffer %3 DCL Server:
Read Thread
ICL Client: Write Thread
raw senso
Data Acquisition o sensry " Write Thread context
Service data,
environment Context Writer
socket.io & - Sensory Data |“42°*[  Data Buffer
DCL Server z

Buffer Synchronizer DCL to ICL Communication

<< purge command >>' Data Buffer
Purge Routines Big Data Client

DCL Video P Message Write Thread
o by Video Data 3D Video
Acquisition {2} Buff i
l Server ' utter

RAW Data to Big Data Communication

* In parallel, ICL data buffer instance is converted into big data storage message. §
» A write thread sends the message to Big data storage server.

@ 2taa
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i, L
o000

Execution Workflow

Information Curation Layer @ content

T raw sensory data,

|
Data Curation Layer ot :
| Video
Data Acquisition and Communication mw;;r:w‘ | !
oete, I
variables,
Data Buffer (Gl Gliant Wiite Thead Read Thread LifeHog

raw sensory Representation
ata.

dat: i

Y % environment Write Thread Message context and Mapping

o variables, _ ——

3D video 4
it Context Writer i

sory. varable Lifedog Data
dath. Sensory Data Data Buffer

frent

les. l

Data Acquisition

Service
raw sensory
el
v

deo_ | Lo

socket.io

DCL Server Gmg‘ Buffer Synchronizer DCL to ICL Communication ®
| E—
1 Data Buffer v e
<< purge command >> al A
D— Purge Routines Big Data Client Big Data Storage

—

e |
Message Write Thread raw sensory data, > [S—]
Video Data o 3D Video environment variables, HDFS
Buffer data 3D video

DCL Video
Acquisition
Server

RAW Data to Big Data Communication

* With change in context, Read thread will receive the new context from ICL ¢
» Context is mapped to life-log object model for life-log persistence

./. .////////////

DCLv2.5 Use cases

DCL2.5-SUC-01 Receive sensory and environmental data from data source
DCL2.5-SUC-02 Receive video data stream from data source
DCL2.5-SUC-03 Synchronize heterogeneous user data

DCL2.5-SUC-04 Send data for context determination

DCL2.5-SUC-05 Receive context data

DCL2.5-SUC-15 Persist sensory data in non-volatile storage

Y B8

KYUNG HEE UNIVERSITY
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Use Cases to fulfill

v
RAW Data Buffer 5 %)
ICL Client: Write Thread Read Thread

e at,
Data Acquisition B s Write Thread context
Service e

nifbrment i Context Writer

o
Sensory Data |'dS%( Data Buffer
Buffer Synchronizer DCL to ICL Communication

a Buffer
Purge Routines Big Data Client
[ Message H Write Thread }
3D Video

RAW Data to Big Data Communication

DCL2-SUC-01 | Receive sensory and environmental data from data source

Ze|uem
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OO
Use Cases to fulfill

v
RAW Data Buffer %j DCL Server:
ICL Client: Write Thread Read Thread
raw senso

Data Acquisition o sensry Write Thread context
Service data, =
environment Context Writer

Sensory Data |9 [ Data Buffer
Buffer Synchronizer DCL to ICL Communication

e @ cossore |
Fq sz ey Big Data Client

DCL Video i [ Message HWrite Thread }
Acquisition  Hz} |I ©)

Sy Buffer
RAW Data to Big Data Communication

DCL2-SUC-02 | Receive video data stream from data source

@ 2taa
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Use Cases to fulfill

v
AW Data Buffer 5 %)
ICL Client: Write Thread Read Thread

Data Achuisition o sonsay Write Thread context
Service ta.

data, = .
mmmmmmm ent b Context Writer

socket.io Sensory Data "9’ Data Buffer
DCL Server e Buffer Synchronizer DCL to ICL Communication

R it commend 558 Data Buffer
Purge Routines Big Data Client

DCL Video 5 Message Write Thread
s b, Video Data 3D Video
Acquisition Buffer Gata
Server

RAW Data to Big Data Communication

DCL2-SUC-03 | Synchronize heterogeneous user data

Ze|uem
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Use Cases to fulfill

Information Curation Layer

RAW Data Buffer L (%
Data Buffer

ICL Client: Write Thread

Data Acquisition — Write Thread Message
Service data,
ey
socket.io & - Sensory Data V”:" " Data Buffer
DCL Server z

Buffer Synchronizer DClU to ICL Communication

\Big Data Client

DCL Video [ Message\ H Write Thread }
Acquisition {2} ) i +
Server
u RAW Data to\Big Data Communication

DCL2-SUC-04 | Send data for context determination\

@ 2taa
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Use Cases to fulfill

RAW Data Buffer

ICL

Data Acquisition
Service

raw sensory
data,

mmmmmmm ent

Data Buffer

video.
Sensory Data "9’ (  Data Buffer
Buffer Synchronizer

Data Buffer
Purge Routines
b Video Data 3D Video

Buffer

41

Information Curation Layer

v
DCL Server:
Read Thread

Messag ot

?

[ Write Thread

ICL Client: Write Thread

Context Writer

DCL to ICL Communication

Big Data Client

[ Message HWriteThread }

RAW Data to Big Data Communication

DCL2-SUC-05 | Receive context data

Ze|uem
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Use Cases to fulfill

RAW Data Buffer

raw sensory
data,

environment

Data Acquisition
Service
socket.io

DCL Server P

v
e
Sensory Data |““%%[  Data Buffer
Buffer Synchronizer

o
<< purge command >>' Data Buffer
Purge Routines

by Video Data 3D Video
Buffer Ea

DCL Video

Acquisition  Hz}
l Server '

v
DCL Server:
Read Thread
ICL Client: Write Thread ead hrea

Write Thread Message context

Context Writer

DCL to ICL Communication

Big Data Client

[ Message HWriteThread }

RAW Data to Big Data Communication

DCL2-SUC-15 | Persist sensory data in non-volatile stol‘age

@ 2taa
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