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Abstract 

Background: The provision of health and wellness care is undergoing an enormous 
transformation. A key element of this revolution consists in prioritizing prevention 
and proactivity based on the analysis of people’s conducts and the empowerment of 
individuals in their self-management. Digital technologies are unquestionably destined 
to be the main engine of this change, with an increasing number of domain-specific 
applications and devices commercialized every year; however, there is an apparent 
lack of frameworks capable of orchestrating and intelligently leveraging, all the data, 
information and knowledge generated through these systems.

Methods: This work presents Mining Minds, a novel framework that builds on the core 
ideas of the digital health and wellness paradigms to enable the provision of personal-
ized support. Mining Minds embraces some of the most prominent digital technolo-
gies, ranging from Big Data and Cloud Computing to Wearables and Internet of Things, 
as well as modern concepts and methods, such as context-awareness, knowledge 
bases or analytics, to holistically and continuously investigate on people’s lifestyles and 
provide a variety of smart coaching and support services.

Results: This paper comprehensively describes the efficient and rational combination 
and interoperation of these technologies and methods through Mining Minds, while 
meeting the essential requirements posed by a framework for personalized health and 
wellness support. Moreover, this work presents a realization of the key architectural 
components of Mining Minds, as well as various exemplary user applications and 
expert tools to illustrate some of the potential services supported by the proposed 
framework.

Conclusions: Mining Minds constitutes an innovative holistic means to inspect 
human behavior and provide personalized health and wellness support. The principles 
behind this framework uncover new research ideas and may serve as a reference for 
similar initiatives.

Keywords: Human behavior, Digital health, dHealth framework, Quantified self, 
Wearable sensors, Big data, Cloud computing, Context-awareness, Knowledge bases, 
User experience
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Background
Healthcare systems are facing unprecedented financial limitations at a time of rising 
demand for their services [1]. The magnitude of these constrains makes utterly necessary 
to change current care models in a bold manner, from late disease management to preven-
tive personalized health, involving a major shift in when, where and how care and support 
is delivered to each particular patient and service user [2]. In fact, it is generally recog-
nized that most prevalent diseases are partly caused or aggravated by lifestyle choices that 
people make in their everyday life. Unwholesome diets, tobacco use and sedentary con-
ducts, among other unhealthy habits, potentially contribute to develop severe illnesses [3, 
4] and also limit the effectiveness of medical treatments [5]. Thus, enabling people to make
healthier choices, to be more resilient, and to deal more effectively with illness and disabil-
ity when it arises, turns to be a fundamental part of this necessary new health perspective.

Information and communication technology is called upon to be a cornerstone of the 
new health era, playing a crucial role in empowering people to take charge of their own 
health and wellness, by providing them timely and ubiquitously with personalized informa-
tion, support and control [6]. In fact, an extraordinary interest has been lately shown by the 
industry in the development of specific applications and systems for health and wellness 
management, particularly boomed by the growth of wearable and mobile technology [7]. 
The immediate targets of these solutions are healthy lifestyle services, especially oriented to 
the fitness domain, which primarily allow to track primitive user routines and provide sim-
ple motivational instructions. For example, mainstream commercial systems such as With-
ings Activite  [8], Garmin Vivofit  [9], Fitbit Surge  [10] or Misfit Shine  [11], which consist 
of sensorized bracelets and gadgets normally accompanied by mobile apps, provide some 
basic healthy recommendations based on the measured taken steps or slept hours. More 
prominent health and wellness systems have been shown at the research level, for example, 
to alert on physical conditions [12] or detect chronic illnesses [13], yet most of them are 
prototypes or work-in-progress. Some of these systems also provide educational modules 
and personal coaching for promoting healthier lifestyles and managing health conditions 
[14]. Despite their interest, main limitations of these solutions refer to misperformance, 
limited scope and lack of interoperability with other similar systems and applications.

To overcome the shortcomings of application-specific solutions and leverage the poten-
tial of health information systems in a wide sense, general frameworks capable of manag-
ing these resources are required. A few attempts are found in this respect in the literature, 
for example, in [15] a middleware framework integrating multiple interfaces and multipa-
rameter monitoring of physiological measurement is presented. In [16], distributed signal 
processing algorithms for the analysis and classification of sensor data are provided as part 
of a framework for rapid prototyping of body sensor networks. A mobile platform to col-
lect users’ psychological, physiological and activity information for mental health research 
is presented in [17]. The authors of [18] propose a healthcare platform particularly devised 
for interfacing and processing data from body-worn physiological sensors and home appli-
ances, with a proven utility in daily medication management. A novel framework that 
provides advanced functionalities for resource and communication abstraction, wearable 
health data acquisition and knowledge extraction is introduced in [19]. Most visible initia-
tives are especially being underpinned in the mobile health domain. That is the case of [20], 
an open mobile health project to help developers produce digital health data as useful and 
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actionable as possible. Google Fit [21] by Google, SAMI [22] by Samsung or HealthKit [23] 
by Apple are examples of new commercial platforms also devised to integrate and share 
users health data among diverse health and wellness applications.

Despite important contributions have been made through these platforms, there is still 
much room for improvement. For example, most mobile health frameworks are bound to 
the computational capabilities of the smartphone, require continuous maintenance and 
updates of end-user applications and normally trap data into their devices. Moreover, 
multiple systems and applications can generate similar health data and outcomes lead-
ing to unnecessary redundancy and overcomputation. These systems mostly operate on-
demand, thus determinants of health and wellness states can also be lost if not registered 
in a continuous manner. Platforms devised to share and integrate health and wellness data 
underutilize cloud resources while simply using them for storage. In the light of these limi-
tations we present Mining Minds [24, 25], an innovative distributed framework that builds 
on some of the most prominent digital technologies to enable the provision of personal-
ized healthcare and wellness support. This framework is particularly devised to seam-
lessly investigate on people’s behavior and lifestyles in an holistic manner through mining 
human’s daily living data generated through heterogeneous resources. Mining Minds aims 
to innovatively exploit the potential of cloud computing not only for storage but also for 
high performance computation supporting the discovery of personal and public health 
and wellness patterns, of primal necessity to facilitate proactive and preventive support.

Requirements of a digital health and wellness framework
Diverse types of data are normally required to neatly describe a person’s health and wellness 
state, ranging from physical-sensory- and logical-personal profile and interests-, to social-
human relations- and clinical-medical-data. Many technologies are increasingly available 
for the collection of these data, such as wearable devices, ambient sensors, social networks 
or advanced clinical systems. Thus, an important requirement of a digital health and well-
ness framework is to provide a certain level of abstraction from heterogeneous resources to 
make their utilization transparent to the user. Health and wellness data go beyond standard-
ized structured formats such as “traditional” electronic health records, particularly includ-
ing other multimedia and unstructured data. Therefore, another primal requirement is to 
be capable of dealing with this dimension of heterogeneous data, as well as the underlying 
implications of the management of structured, semi-structured and unstructured data.

Not only data variety constitutes a key factor, but also data volume. Massive amounts of 
data are generated over time on and around the subject with the advent of new sensing and 
multimedia technologies. Accumulating and digesting these amounts of data are not trivial 
tasks and need to involve sophisticated processing and storage mechanisms to enable the 
persistence and availability of the data. Similarly, the rapid pace of data generation makes 
it necessary to also take into account data velocity as a reference factor. This proves to be 
especially challenging when referred to data that represents real-time regular monitor-
ing, such as continuous electrocardiogram measurements or body motion data. Another 
important concept that applies to health and wellness data is veracity. Different data types 
may represent similar concepts or contradict each other, or even be of little interest. There-
fore, digital health and wellness frameworks should count on governance mechanisms to 
determine the consistency of the data, ensuring it is certain, meaningful, clean and precise.
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Extracting the determinants of health and wellness is a very challenging task that 
requires more than simply collecting and persisting personal data. Accordingly, digital 
health and wellness frameworks must include automatic intelligent mechanisms to pro-
cess person-centric data and extract interpretable information and insights for ensur-
ing a personalized health and wellness support. Moreover, insights should not only be 
gained from individual users but from the collectivity. Thus, another important require-
ment consists in the application of advanced techniques to process information in “de-
identified” form to enable population management and deeper insights into cause and 
effect. These insights can be particularly leveraged by health and wellness care systems 
to extend, adapt and evolve the knowledge provided by human domain experts.

Health and wellness information and knowledge are principally devoted to support 
advanced care services. Mechanisms such as alerts, recommendations or guidelines are 
particularly used as services to catalyze both information and knowledge to be delivered 
in a human-understandable fashion to users and stakeholders in general. However, most 
digital health and wellness systems only support general services that do not differenti-
ate among people’s particular needs or interests. Therefore, an important requirement 
is to provide services that operate on a person-centric manner. To do so, expert systems 
are required, for example, to precisely map user needs to the best possible recommenda-
tions, personalize the recommendations explanation or customize the mechanisms for 
the communication of these recommendations.

Users of health and wellness systems may be of a very diverse nature and play differ-
ent roles. For example, busy patients may require to get a quick glimpse of their health 
conditions, fitness enthusiasts wish to observe a detailed description of their vitals and 
clinical experts be interested in an “in-depth” description of both health and wellness out-
comes of multiple people. Accordingly, user interfaces need to be customized to the needs 
of each particular subject. Similarly, the user experience is of worth consideration. Users 
perceptions of system aspects such as utility, ease of use and efficiency should be taken 
into account to provide the most personalized experience. In fact, the user experience is 
dynamic as it is constantly modified over time due to the person changing circumstances. 
Thus, user responses and behavior need to be continuously tracked to support a sufficient 
level of personalization that helps guarantee adoption and engagement.

Finally, as it may be obvious, but unfortunately not often considered, all the afore-
mentioned requirements need to be neatly accommodated to user security and privacy 
principles. The necessity of privacy and security is crucial for systems that build over 
sensitive information, and further augmented when data and services are shared by mul-
tiple entities in a distributed way. Data ownership, malicious data usage, as well as regu-
latory and legal policies are important hindrances in the widespread use and acceptance 
of health and wellness care systems. Therefore, it is of utmost importance to neatly ade-
quate privacy, security, protection and risk management measures to all the processes 
concerned in a digital health and wellness framework.

Mining Minds architecture
In the light of the aforementioned requirements we present here “Mining Minds”, a 
novel framework aimed at comprehensively mining human’s daily life data generated 
from heterogeneous resources for producing personalized health and wellness support. 
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Mining Minds philosophy revolves around the concepts of data, information, knowledge 
and service curation, which refer to the discovery, processing, adaptation and evolution 
of both contents and mechanisms for the provision of high quality support services. 
Motivated by these concepts, a multilayer architecture is particularly devised for Mining 
Minds—Fig. 1. In a nutshell, the data curation layer (DCL) is in charge of processing and 
persisting the data obtained from the multimodal data sources (MDS), which abstractly 
defines the possible sources of user health and wellness data. This includes, but is not 
limited to, data from social networks, questionnaires, wearable biomedical devices or 
ambient intelligence systems. The data processed by DCL is primarily used by the infor-
mation curation layer (ICL) to infer low-level and high-level person-centric information. 
This information mainly describes the user context and behavior, and, to some extent, 
their physical, mental and social state. The information extracted by ICL is leveraged 
by the knowledge curation layer (KCL) to nurture and evolve the health and wellness 
knowledge primarily created by human experts. Data, information and knowledge are 

Fig. 1 Mining Minds framework architecture and operational diagram

7



Page 170 of 186Banos et al. BioMed Eng OnLine 2016, 15(Suppl 1):S76

used by the service curation layer (SCL) to create intelligent health and wellness support 
services, mostly in the form of smart coaching and support recommendations. All the 
contents and processes are accommodated in terms of security and privacy by the sup-
porting layer (SL), which also provides analysis of user experience, feedback and trends 
to guarantee the highest personalization.

Data curation layer

Data curation layer is responsible for acquiring, curating and persisting the data obtained 
from MDS so it can be processed for higher level understanding. To that end DCL 
relies on two main modules, Sensory Data Processing and Curation and Big Data Stor-
age. Within the former, Data Acquisition supports the acquisition and synchronization 
of raw sensory data obtained from diverse sources, both in real-time and offline man-
ner, as generic data streams. Due to the heterogeneous nature of the data, it is acquired 
asynchronously in real-time and temporarily cached in data buffers. These data buffers 
are initialized depending upon the number of data sources, i.e., each data source has a 
data buffer in the Data Acquisition component. All the data buffers are synchronized 
and communicated to ICL for the determination of the associated low and high-level 
contexts. In parallel, this synchronized data is stored in Big Data Storage for non-volatile 
persistence.

Upon receiving the context information determined by ICL, the context instances are 
curated by the Representation and Mapping component as a time-based log registering 
the detected human behaviors. This time-based log is termed as user Life-Log or simply 
Life-Log and persisted in the Intermediate Database for shareability with other layers 
and applications. The stream of life-log instances is analyzed by a monitoring compo-
nent called life-log monitor (LLM). The responsibility of the LLM is to perform time-
based monitoring of the different attributes and variables hosted in the Life-Log, and 
support trigger-based mechanisms to notify SCL for the occurrence of an abnormal or 
special event related to a given user. These abnormal events normally represent risky or 
unhealthy behaviors and are here defined as “situation events” or “situations” in general. 
These situations are described through diverse constraints, e.g., age, gender or medical 
conditions and monitorable variables, e.g., intensity of a particular activity or its dura-
tion. Situation events can be generated both statically at design-time and dynamically at 
run-time upon request from KCL.

The life-log data persisted in the Intermediate Database is regularly synchronized with 
the Big Data Storage. Big Data Storage also provides read access to raw sensory and life-
log data. In case of historic data required by SL for analytics or KCL for data-driven rule 
generation, Big Data Storage provides queries for data streaming and intermediate data 
generation. These queries can be customized on request to return specific data based 
on the attributes selected by KCL and SL. Security and privacy components from SL are 
further involved in these processes to request authentication and data stream encryption 
before its persistence or sharing.

Information curation layer

Information curation layer represents the Mining Minds core for the inference and mod-
eling of the user context [26]. ICL is composed by two main modules, namely, low level 
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context awareness (LLCA) and high level context awareness (HLCA). LLCA is in charge 
of converting the wide-spectrum of data obtained from the user interaction with the real 
and cyber-world, into abstract concepts or categories, such as physical activities, emo-
tional states, locations and social patterns. These categories are intelligently combined 
and processed at HLCA in order to identify more meaningful semantic representations 
of the user context.

Low level context awareness is composed by four key components, respectively, Activ-
ity Recognizer, Emotion Recognizer, Location Detector and SNS Analyzer. The identi-
fication of the user physical actions is performed through the Activity Recognizer. This 
component may build on several sensing modalities as they happen to be available to the 
user, such as wearable inertial sensors, video and audio. The output of this component 
corresponds to elementary activity categories such as “sitting” or “walking”. The Emo-
tion Recognizer is defined to infer user emotional states, such as “surprise” or “sadness”, 
by using video and audio data as well as more sophisticated sources exploring human 
physiological variations and responses. The user situation is determined by the Loca-
tion Detector, which essentially builds on the data collected through indoor and outdoor 
positioning sensors, such as video and GPS, to specify the exact location of the user. The 
SNS Analyzer is in charge of processing the information generated by the user during 
their interactions in regular social networks, including posts, mentions, traces and even 
global social trends, in the form of both text and multimedia data. From here, personal 
and general interests, conducts and sentiments may be determined. All these compo-
nents require compatible multimodal sensory data to operate. The provisioning of the 
necessary data is performed through the Input Adapter, which receives and routes the 
data curated by DCL to each LLCA component depending on its nature. Once new low-
level context categories are identified after the analysis of this data, the Output Adapter 
serves them to DCL for persistence and to HLCA for further processing.

High level context awareness makes use of two components, namely, High-Level Con-
text Builder and High-Level Context Reasoner, to represent, verify, classify and catego-
rize the user high-level context. The context representation and verification is performed 
through ontologies, adopted in the past as a unified conceptual backbone for modeling 
context, while its classification and categorization is done through ontological inference 
and reasoning. Whenever new information is received from LLCA, a new ontological 
instance is created by the High-Level Context Builder and categorized into one of the 
considered high-level contexts by the High-Level Context Reasoner. Thus for example, 
based on the actual time—e.g., midday; location—e.g., restaurant; and inferred activi-
ties—e.g., sitting; this component can determine the precise user context—e.g., lunch.

Knowledge curation layer

Knowledge curation layer is devised to enable the creation and evolution of both health 
and wellness knowledge. The knowledge is created either by the domain expert or knowl-
edge engineer by using expert-driven or data-driven approaches. The Expert-Driven 
module provides a set of rule authoring components to allow specialists to describe 
in a logical form causes or premises and effects or conclusions, e.g., “if gender is male 
and age lower than 65 then activity level should be moderate”. The authoring process is 
further supported through evidence materials and domain vocabularies to confirm the 

9



Page 172 of 186Banos et al. BioMed Eng OnLine 2016, 15(Suppl 1):S76

viability of the rules and facilitate their elaboration. The Data-Driven module leverages 
the contents of the life-log for the automatic generation of rules. To that end, a data bro-
ker interface is defined to glean the contents of interest from the data persisted in DCL 
based on the features or attributes chosen by the expert, e.g., gender, emotional state and 
activity level. The process is automated by selecting and learning diverse mining models 
to discover and represent the underlying relationship among the considered health and 
wellness factors.

In both expert-driven and data-driven cases the generated rules are verified in terms of 
consistency and validated to avoid potential violations or redundancy with existing rules 
prior to be stored into the Knowledge Bases. KCL rules are not only persisted in tradi-
tional knowledge bases but also indexed according to salient conditions of these rules, 
also called “causes” or “situations”. These situations refer to particular attributes of the 
rules than can be monitored by the platform and used for triggering the execution of 
specific rules. Accordingly, during the rule creation process the expert can select these 
condition attributes for their particular monitoring at DCL. The categorization of the 
knowledge bases through these indexes is particularly considered to enhance the per-
formance of the reasoning processes hosted in SCL. In fact, once a situation is detected 
only its associated rules are shared with SCL through the Knowledge-Sharing Interface 
upon request of this layer.

The evolution of the knowledge is procured through two main mechanisms. On the 
one hand, the expert creation process can be considered as a sort of maintenance per 
se. In that view, rules may be dynamically updated or replaced based on new health and 
wellness findings from experts. On the other hand, rules can be added, replaced or mod-
ified through the data-driven approach while using new life-log contents collected from 
different users.

Service curation layer

Service curation layer provides the means to transform the data, information and knowl-
edge curated by DCL, ICL and KCL into actual health and wellness support services. The 
services are managed by the Service Orchestrator, in charge of attending the potential 
requests, invoking the necessary services and coordinating the processes involved in the 
curation of the services. The requests may be of various types, i.e., scheduled on time—
e.g, “every day at 8 am”; triggered by direct user queries—e.g., “suggest me an exercise 
plan for today’s workout”; or based on events—e.g., “user arrives at home”. The last type 
of request particularly relates to the concept of situation, already described in previous 
sections. The idea is that the LLM component from DCL triggers SCL whenever a situa-
tion event is identified in order to generate a new recommendation for the user.

The services needed to satisfy a given request are invoked from an extensible catalog 
containing reference and auxiliary services. A major reference service is devised for this 
architecture for the generation of personalized health and wellness recommendations. 
This service consists of two parts. First, generalized recommendations are developed by 
the Recommendation Builder component through reasoning on the user profile and life-
log data provided by DCL and the knowledge facilitated by KCL for the specific domain 
of the service. In the case of handling a request derived from a situation detection the 
indexed rules hosted by KCL are particularly employed. Second, the recommendations 
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undergo a personalization process through the Recommendation Interpreter in order to 
deliver the one that best fits the user interests and demands. Through this component 
all the potential recommendations are filtered based on the user preferences, conditions 
and possessions, as well as their actual context. Thus, for example, when the objective of 
the recommendation is to encourage the user to exercise, cycling would be avoided if the 
user does not own a bike, or a visit to the regular gym omitted in case the person is on a 
business trip. Similarly, this component can delay the delivery of a given recommenda-
tion when it is considered not to be a convenient moment for the user, e.g., if the person 
is in the middle of a meeting. Prior to be communicated to the user, the recommenda-
tion is refined to be easily interpreted by including multimedia contents to increase the 
interpretability and also incorporating motivational and engagement strategies to foster 
the user interest and attention.

Supporting layer

The role of SL is to enrich the overall Mining Minds functionalities through advanced 
analytics, interactive and personalized UI/UX, implicit and explicit feedback analysis, 
and adequate privacy and security mechanisms.

The Analytics module is in charge of mining in a multi-dimensional and retrospec-
tive manner the data sets collected and curated from multiple users to reveal population 
health and wellness associations, patterns and trends. These trends may refer to current 
facts as well as expected or future tendencies. The exploration of present trends is per-
formed through the Descriptive Analytics, which employs statistical techniques to relate 
explanatory variables of the persisted data. Thus for example, based on the analysis of 
the inferred people lifestyles, it can be found that there is a growing use of hot beverages 
among adolescents, which further relates to a dramatic increase of stress patterns. The 
discovery of potential future facts is carried out by the Predictive Analytics, which devel-
ops on the outcomes of the Descriptive Analytics to make forecasts by using regression 
and machine learning models. Descriptive and predictive analytics contents are organ-
ized by the Visualization Enabler, which adjusts the style of the information to be com-
municated to the users based on their expertise and role.

Evaluating the services supported by Mining Minds requires feedback from the users, 
which is here powered by the Feedback Analysis component. The sources of feedback 
may be of a diverse nature, ranging from explicit feedback provided by the user, for 
example, through questionnaires, to implicit feedback obtained from the user behavioral 
responses. Analyzing implicit and explicit feedback from the users is motivated by the 
aspects of functionality, content, and presentation. Functionality-based feedback refers 
to the findings obtained while comparing, for example, the system recommendations 
and the behavioral reaction of the user to those recommendations. Content-based feed-
back measures the user satisfaction with respect to the specific information provided as 
part of the delivered services. Finally, presentation-based feedback measures the human-
computer interaction with respect to the user interface (UI), which is of particular utility 
to understand the user experience (UX). All these types of feedback are devised to help 
assessing the level of interest and adherence of users to the services provided through 
Mining Minds as well as to evolve and maintain the internal contents and processes han-
dled by the platform.
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Considering user preferences, habits or mood, the UI/UX module enables the end-
user applications interface to be adapted accordingly. This adaptation is needed to adjust 
the human-computer interaction experience with respect to font size, theme, or audio 
levels, among other characteristics. Two main components are involved in this process. 
First, the UI Interaction Tracker collects the data from the interaction between the per-
son and the application to analyze the user’s ability to understand and use the system, 
e.g., the readability of the contents or the perceptibility of the controls. Then, the UX 
component measures the satisfaction level based on the analysis of the collected data. 
The immediate result is a dynamic adaptation of the UI based on the measurements 
extracted from the evaluation of the UX.

Given the sensitivity of the collected user data, privacy and security need to be assured 
and exhibited, not only for storage, but also during the processing and delivery of ser-
vices. To that end, state-of-the-art cryptographic primitives along with indigenous pro-
tocols are considered. For secure storage, the AES standard is particularly used, whereas 
for oblivious processing, homomorphic encryption and private matching is used. Con-
sidering the intensive data flow between end-user applications and Mining Minds, 
data randomization techniques are used to ensure a high entropy for minimal leakage 
of information. An authorized model ensures the legitimate disclosure of personal data 
and services with users. Slow processing of information is a common byproduct of the 
encryption; thus, to assist partial swiftness to Mining Minds, sensitive and non-sensitive 
information is decoupled where required. Anonymization procedures are also consid-
ered to enable the use of the collected and mined users data by third party agents, e.g., 
for research purposes.

Mining Minds implementation
An initial implementation of the proposed framework particularly oriented to promote 
healthy lifestyles and physical activity management is described here. Mining Minds is 
a distributed platform where the cloud environment plays a key role for supporting 
both persistence and limitless computational power. The Mining Minds implementa-
tion has been deployed over a hybrid cloud combining Microsoft Azure public cloud 
environment  [27] and a Xen private cloud  [28] for the big data storage, which runs 
over Hadoop File System with MapReduce [29]. For better scalability and performance 
each layer is deployed over a separate virtual instance on Microsoft Azure. DCL, ICL, 
KCL and SCL are hosted on standard Microsoft Azure instances with Windows Server 
2012 R2 as guest operating system [30], while SL functionalities partake of the others. 
The cloud-based deployment of layers allows the encapsulation of their responsibili-
ties as well as the re-usability of their features through an inter-layer communication. 
This communication is implemented by establishing service contracts among the lay-
ers, which communicate by means of RESTful web services [31] and high performance 
sockets  [32]. The communication between MDS and DCL is implemented through 
sockets given its real-time nature. Similarly, a high performance socket-based imple-
mentation is particularly used for DCL-ICL communication for the transference of 
sensory data and context determination in real-time, and communication between 
DCL and the big data storage on private cloud. The most important service contracts 
with remaining layers are supported by DCL RESTful web services, which serve a data 
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model with the structure of the Intermediate Database, here hosted by Microsoft SQL 
Server  [33]. This data model is shared among the layers as an object model of ser-
vice contract. The required data and information is populated by DCL and provided as 
responses to the upper layers.

To support active lifestyle services in this version ICL only implements the Activ-
ity Recognizer. This component consists of various steps that mainly combine signal 
processing and machine learning techniques to define a specific human activity rec-
ognition model capable of distinguishing among various commonplace activities [34]. 
The main input of this model is body motion data, namely, acceleration, which can 
be broadly obtained from smartphones and wearable inertial sensors. Acceleration 
is preferentially used here since it is the most prevalent sensor modality in standard 
activity recognition approaches [35]. A non-overlapping sliding window of three sec-
onds is used for the data segmentation [36], and time and frequency features extracted 
for their discrimination potential  [37]. The implemented model combines Support 
Vector Machines and Gaussian Mixture Models for the classification process, which 
have been demonstrated of particular utility in this domain  [38, 39]. The developed 
Activity Recognizer further supports three operation modes depending on the avail-
able data registered from the user. Specifically, a hierarchical approach is developed so 
that the model can determine the user activity based only on the inertial data collected 
through the smartphone, smartwatch or a combination of smartphone and smart-
watch data if available.

Health and wellness knowledge is defined by medical experts and hosted in the 
Knowledge Bases of KCL. To that end, a simple rule authoring tool  [40] is considered 
for the rule creation. Evidences and domain vocabularies are particularized to the def-
inition of physical management and activity promotion plans  [41]. SCL processes the 
contents generated by DCL, ICL and KCL for the generation of personalized physical 
activity recommendations. After a request is processed by the service orchestrator, gen-
eralized recommendations are produced by applying rule-based reasoning  [42] on the 
existing knowledge and user data. User health and wellness data is transformed into a 
proper input query by using auxiliary services hosted in the service catalog. Similarly, 
auxiliary services are implemented for user goal discovery, e.g., ideal weight and calo-
ries to be burned per day [43]. During the reasoning, the interpreter analyzes each rule 
in the knowledge bases and fires the appropriate rules using a forward chaining pro-
cedure [44]. Recommendations are personalized by using content-based filtration tech-
niques  [45] employing user-centric information such as activity level and preferred 
physical activities.

Security and privacy components of SL are distributed among the different layers. 
Encryption techniques are employed to withstand any compromise on data storage 
facility or its unauthorized access, as well as to make health-related data processing and 
evaluation HIPAA compliant. Concretely, AES  [46], private matching  [47] and multi-
dimensional anonymization [48] have been chosen to support the encryption and con-
trol access. Moreover, since the systems are deployed on public clouds, processing over 
direct encryption without losing accuracy is required. The indigenously proposed sys-
tem of oblivious term matching [49] is considered here to that end.

13



Page 176 of 186Banos et al. BioMed Eng OnLine 2016, 15(Suppl 1):S76

Health and wellness promotion services
Various exemplary applications and tools have been developed to showcase some of the 
potential health and wellness services supported by Mining Minds—Fig.  2. Personal-
ized weight management is procured through an application that promotes activity rou-
tines customized to the user characteristics and preferences in order to attain a healthy 
weight. The app further provides the person with valuable information regarding their 
physical behavior, energy expenditure and weight loss patterns. Behavior change and 
healthy lifestyle promotion is intended through a personal coaching application which 
delivers action recommendations and educational facts upon detection of unhealthy 
physical conducts. Conversely to other digital health and wellness systems and plat-
forms, Mining Minds is not only devised to support regular users or patients but also 
specialists. Medical experts are facilitated with a comprehensive tool to inspect users 
behavior, engagement and satisfaction in a continuous and retrospective manner. Apart 
from diverse statistics reporting personal goals, achievements and physical activity pat-
terns, the tool allows the specialist to check the specific information and recommenda-
tions delivered by the platform to each particular user. Finally, an intuitive rule authoring 
tool has also been developed to enable the creation and management of the health and 
wellness knowledge exploited by Mining Minds. The main features and utilities of these 
applications and tools are described next.

Personalized weight management app

A poor estimation of calories and activities as well as an unrealistic definition of mile-
stones represent two of the most common reasons for failure in most weight loss pro-
grams. Accordingly, the main objective of this service is to empower people in the 
control of their weight through a continuous track of exercise and energy consumption 
and a personalized physical routine promotion to achieve the daily expenditure goals. 
Users are initially requested to sign up into the application by entering their personal 

Fig. 2 Mining Minds health and wellness service scenario
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information such as demographics—age, gender, weight and height, preferences in terms 
of activities and exercise level—sedentary, moderate or intense. All this information is 
securely stored and processed by the Mining Minds platform to calculate the user physi-
cal state, ideal weight, as well as the calories to be burned every day, all displayed for sim-
ple access on the app main dashboard—Fig. 3, top-left. The amount of calories burned 
by the user in the present day is also displayed on this view. This value is estimated by 
the platform by analyzing the user activity patterns. To determine these patterns, Mining 

Fig. 3 Personalized weight management app
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Minds elaborates on the acceleration data measured by the user smartphone, which is 
timely streamed through WiFi or 4G to the platform. To promote the user activity to 
achieve the daily calorie goal, exercise recommendations are given in an easy-to-under-
stand manner. The recommendations contain precise indications on the duration of the 
activity and its execution style as well as motivational statements for encouraging the 
user. The recommended activities, their duration and intensity are personalized to each 
individual based on their profile. The evolution of the user’s actual weight with respect 
to the planned one is presented in a different frame—Fig. 3, top-right. Here the user can 
easily self-report their current weight upon timely request of the platform. Other sup-
portive features of the application provide the user with statistical analysis of burned 
calories and activity patterns —Fig. 3, bottom-left, and a calendar view of the user com-
portment—Fig. 3, bottom-right, specifically devised to support users in their self-moni-
toring and control.

Physical lifestyle coaching app

Behavior change and healthy lifestyle promotion constitute central objectives in public 
health interventions. The service defined here explores sophisticated coaching mecha-
nisms to raise people’s health awareness while inducing wholesome activity habits, 
changing unhealthy routines and educating on healthier physical lifestyles. To that end 
the developed application continuously captures the user’s body motion data regis-
tered through the inertial sensors of the smartwatch and smartphone. The data is then 
streamed to Mining Minds which processes it to infer the user’s behavior and determine 
potential risk or unhealthy situations. After an unhealthy behavior is detected, e.g., “one 
hour of continuous sitting”, the platform automatically generates a personalized physi-
cal recommendation or healthy educational fact, e.g., “stretch your legs, arms and back”. 
Recommendations and facts are conveniently delivered according to the user context 
and availability, and displayed on the application main screen in a timeline view—Fig. 4. 
Both recommendations and facts are also accompanied by multimedia contents—video, 
images and audio—to instruct the user on how to follow them as well as to attract and 
increase their interest and understanding. Moreover, users can value the delivered rec-
ommendations and facts according to their experience—“likes”/“dislikes”— and also 
provide comments on them—e.g., “I cannot carry out the recommended stretching 
exercises” or “My back hurts when I bend my waist”. This information constitutes a key 
source of feedback for experts and Mining Minds itself to realize the comprehensive-
ness, applicability and impact of the services delivered by the platform.

Behavior inspection tool

Intelligent monitoring and smart coaching mechanisms are not planned to replace the 
role of specialists but rather complement it. In fact, the idea is that not only patients 
but also medical experts can benefit from the data, information, knowledge and services 
handled by Mining Minds. The expert inspection tool developed here is particularly 
devised to facilitate and expedite the task of health and wellness counseling specialists. 
The tool— Fig. 5—presents in an intuitive yet comprehensive fashion some of the most 
prominent user-centric information managed by the platform. On the left side of this 
expert view the specialist can check the recommendations and facts delivered by Mining 

16



Page 179 of 186Banos et al. BioMed Eng OnLine 2016, 15(Suppl 1):S76

Minds to the user, the reason behind these suggestions as well as the feedback provided 
on them. On the right side, diverse sort of analytics describing the physical achievements 
of the user, their behavioral patterns and their rating of recommendations and facts are 
shown. Energy expenditure achievements and physical activity patterns are displayed in 
a daily, weekly and monthly basis, thus providing the expert with a detailed view of the 
user past and present status. The user feedback analytics is of particular interest to help 

Fig. 4 Physical lifestyle coaching app
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experts identify what kind of recommendations and facts are more positively valued 
and which ones may not be accepted. The tool is also incorporated with a feature that 
allows the specialist to directly communicate with the user through the developed apps 
by sending comments in the form of notifications. Through this tool experts can in prin-
ciple deal with more users while reducing the time required for the assessment of their 
progresses and evolution.

Rule authoring tool

Health and wellness experts are not only consumers of the services supported by Min-
ing Minds but also content producers. The creation and management of Mining Minds 
health and wellness knowledge is handled by the specialists through an advanced rule 
authoring tool—Fig. 6. This rule authoring tool is an adapted version of a prior one first 
introduced in [40]. The rule authoring tool provides domain experts with an easy to use 
dashboard to manage the existing rules, thus making possible their addition, update or 
deletion. An intuitive environment is provided for the creation of new rules and asso-
ciated meta-information. The rule authoring tool incorporates a sophisticated physical 
activity wellness model which incorporates multiple domain concepts and vocabularies 
facilitating the rule creation task. The tool is also equipped with intelligent code comple-
tion technology to expedite the rule creation process and reduce the chance of errors. 
After the rule is created, the expert can simply save it, thus making it available for its use 
in Mining Minds.

Evaluation and discussion
A preliminary evaluation of the implemented version of the platform and services is per-
formed here. An important asset of the platform refers to the curation and persistence 
of sensory data by DCL. Most health applications delete sensory data after processing it; 

Fig. 5 Behavior inspection tool
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however, persisting this information is of worth for generating datasets that can be used 
to evolve the knowledge models or learn new ones. To benchmark DCL capabilities, the 
accuracy and performance of the platform in the collection, processing and storage of 
the sensory data is measured. To that end, continuous data service calls over the period 
of 24 h are generated and evaluated. The accuracy is measured by the rate of missing 
data packets, here summarized in Table 1. The results show a very low error, 0.06 % in 
average, which means that practically all the sensory data sent to the platform is safely 
processed. The performance, presented in Table 2, measures the capacity of the system 
to store the data packets into the platform storage. The stress test shows a high consist-
ency with the increasing usage of the system, which is capable of writing 2.2 requests or 
packets per second in average, each one composed by 7800 records of sensory data.

The capability of ICL for inferring user activities presents important advantages 
with respect to other wellness systems, which frequently rely on simple step counting 
for activity tracking. For example, it permits to derive more precisely the user energy 
expenditure based on the cost of each performed activity, specially for those that do not 
entail any ambulation. To evaluate the potential of the implemented activity recognition 

Fig. 6 Rule authoring tool

Table 1 Accuracy of the data curation process

No. of service calls No. of missed data packets Packet loss error (%)

30,000 6 0.02

60,000 22 0.04

90,000 39 0.04

120,000 55 0.05

150,000 96 0.06

180,000 308 0.17

Average 0.06
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model ten volunteers aged from 23 to 37 years were requested to perform the supported 
activities, namely, “walking”, “jogging”, “running”, “stretching”, “sweeping”, “eating”, “sit-
ting”, “standing” and “lying down”. The performance of the model is evaluated by com-
paring both actual and detected activities for three different scenarios defined upon the 
available sensing technology, respectively, smartphone—Table  3, smartwatch—Table  4 
and both devices—Table 5. The results prove notable recognition capabilities in general, 
yielding an overall F-score of 0.93 for the case in which only the smartphone is used for 
registering the user’s body motion, 0.92 when the smartwatch is solely employed, and 
0.95 when both devices are used.

An initial user-centric analysis is also performed in terms of adherence to the provided 
recommendations. Ten independent volunteers between the ages of 26 and 38  years 
were asked to use the developed applications during a couple of weeks to measure the 
response time to the recommendations generated by the platform. This time accounts 
for the period elapsed since the user receives a recommendation and follows it. The 

Table 2 Performance of the data persistence process for different operation runs

Run duration (h) 2 4 6 8 10 12 14 16 18 20 22 24

Performance (avg data writes/s) 2.20 2.21 2.20 2.20 2.10 2.21 2.21 2.21 2.20 2.20 2.20 2.20

Table 3 Activity recognition performance when operating on the smartphone data

Each metric correspond to  SE sensitivity, SP specificity,  PPV positive predictive value, NPV, negative predictive value and 
F-score

Activity SE SP PPV NPV F-score

Eating 0.87 0.99 0.86 0.99 0.86

Running 0.97 1.00 1.00 1.00 0.99

Sitting 0.94 0.98 0.93 0.98 0.94

Standing 0.88 0.99 0.95 0.98 0.91

Walking 0.99 0.99 0.98 1.00 0.99

Jogging 0.99 1.00 0.98 1.00 0.99

Stretching 0.96 0.99 0.91 1.00 0.93

Sweeping 0.93 0.99 0.90 0.99 0.91

Lying down 0.84 1.00 0.92 0.99 0.88

Table 4 Activity recognition performance when operating on the smartwatch data

Each metric correspond to SE sensitivity, SP specificity, PPV positive predictive value, NPV negative predictive value and 
F-score

Activity SE SP PPV NPV F-score

Eating 0.82 0.99 0.86 0.99 0.84

Running 0.96 1.00 0.94 1.00 0.95

Sitting 0.93 0.94 0.85 0.97 0.89

Standing 0.85 0.99 0.94 0.97 0.90

Walking 0.96 0.98 0.95 0.98 0.96

Jogging 0.92 1.00 0.97 1.00 0.95

Stretching 0.93 1.00 0.97 0.99 0.95

Sweeping 0.95 1.00 0.99 1.00 0.97

Lying down 0.85 1.00 0.93 0.99 0.89
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average number of recommendations per day were 9, ranging from 5 to 14. The subjects 
response time varied from 1 min to 1 h, with average values shown in Table 6. These 
results may give some hints on the interest shown in the use of these services, although 
further analysis, including more subjects and longer time spans, is required to obtain 
solid conclusions.

Finally, the effectiveness and usability of the developed expert tools is also assessed. 
To that end, different aspects of the tools were evaluated by six medical experts—two 
nutritionists, two fitness instructors and two nurses—from an independent health and 
wellness counseling company. The experts were instructed on how to use the tools and 
then provided with a set of questionnaires to evaluate their look and feel, interface lay-
out complexity, time required to access a given resource or create a new rule and the 
understandability and correctness of the concepts and contents facilitated by these tools. 
The results of the evaluation prove a satisfaction level of 7.5 out of 10 in average. The 
aspects that were more highly rated correspond to the usefulness, organization and sim-
ple access to the displayed health and wellness information. For the behavior inspection 
tool the experts particularly valued having a user-centric description of the behavioral 
patterns plus the possibility of identifying the acceptability of the delivered recommen-
dations through the feedback analysis report. For the rule authoring tool the specialists 
especially considered the benefits provided by the health and wellness models during 
the rule creation process, although they showed some concerns regarding the amount 
of time required to write a given rule. All the positive and negative feedback obtained 
through all these evaluations is being considered at the moment for evolution and 
improvement of the developed services.

It is worth noting that all the developed apps and tools have been designed as end-
user interfaces to the contents and services curated by Mining Minds, thus presenting 
important advantages for the customers, such as an effective reduction of the resources 

Table 5 Activity recognition performance when  operating on  both smartphone 
and smartwatch data 

Each metric correspond to SE sensitivity,  SP specificity, PPV positive predictive value, NPV negative predictive value and 
F-score

Activity SE SP PPV NPV F-score

Eating 0.89 1.00 0.88 1.00 0.88

Running 0.97 1.00 0.99 1.00 0.98

Sitting 0.95 0.98 0.94 0.98 0.95

Standing 0.91 0.99 0.95 0.98 0.93

Walking 0.99 0.99 0.98 1.00 0.99

Jogging 0.98 1.00 0.98 1.00 0.98

Stretching 0.97 0.99 0.92 1.00 0.94

Sweeping 0.94 1.00 0.94 1.00 0.94

Lying down 0.90 1.00 0.93 1.00 0.92

Table 6 Average user response time (in minutes) to recommendations

User 1 2 3 4 5 6 7 8 9 10

Avg response time 24.47 34.44 3.42 5.38 40.44 7.21 28.29 13.99 8.56 36.84
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consumption—mainly in terms of storage, computation and battery, no need of regu-
lar updates of the client application, shareability of contents among diverse systems 
and applications, as well as a more dynamic and interactive experience. Despite these 
important advantages, there are some limitations that need especial consideration. Min-
ing Minds builds on the assumption of having most mobile devices and systems of the 
Internet of Things fully and seamlessly connected in the near future. However, this con-
dition is currently not always satisfied; therefore, the applications may require to support 
temporary local storage and offline data transmission to overcome potential network 
disconnections. Another open issue refers to the cost of the communication between 
the apps and the platform. Applications such as the ones presented here operate over 
WiFi and 4G interfaces. While the use of WiFi presents no economic burden, some users 
could be concerned about using their data plans when huge amounts of data need to be 
transferred. For example, the developed user applications transmit around 500kB/min 
to communicate the sensory data to the platform, which translates into approximately 
30GB/month when used non-stop. With the advent of 5G communications, flat-rate 
data plans are expected to become commonplace, thus helping to reduce the possible 
burden for the end-user. In either case, the utilization of compressed sensing techniques 
[50] is particularly envisioned for the future to make the data transmission more effi-
cient. These mechanisms and other sophisticated strategies are also worth considering 
to reduce battery consumption, for example, by interrupting the transmission of sensory 
data during periods of user inactivity.

Conclusions
This work has presented Mining Minds, a novel digital framework for personalized 
healthcare and wellness support. The framework has been neatly designed taking into 
account crucial requirements of digital health and wellness systems. This work has also 
described a unique architecture defined to provide the necessary functionality to ena-
ble curation and mining of data, information, knowledge and services for personalized 
health and wellness support. An initial realization of the key architectural components 
as well as various exemplary applications and tools showcasing some of the benefits pro-
vided by Mining Minds have also been presented and evaluated. The work is ongoing to 
complete the implementation of the devised architecture with new additional compo-
nents, as well as to evaluate its services on a large-scale testbed.
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Abstract: In recent years, the focus of healthcare and wellness technologies has shown a significant
shift towards personal vital signs devices. The technology has evolved from smartphone-based
wellness applications to fitness bands and smartwatches. The novelty of these devices is the
accumulation of activity data as their users go about their daily life routine. However, these
implementations are device specific and lack the ability to incorporate multimodal data sources. Data
accumulated in their usage does not offer rich contextual information that is adequate for providing a
holistic view of a user’s lifelog. As a result, making decisions and generating recommendations based
on this data are single dimensional. In this paper, we present our Data Curation Framework (DCF)
which is device independent and accumulates a user’s sensory data from multimodal data sources in
real time. DCF curates the context of this accumulated data over the user’s lifelog. DCF provides
rule-based anomaly detection over this context-rich lifelog in real time. To provide computation
and persistence over the large volume of sensory data, DCF utilizes the distributed and ubiquitous
environment of the cloud platform. DCF has been evaluated for its performance, correctness, ability
to detect complex anomalies, and management support for a large volume of sensory data.

Keywords: data curation; multimodal sensory data; data acquisition; lifelog; healthcare;
wellness platform

1. Introduction

In recent years, there has been a shift in the way healthcare is handled and its supporting systems.
This change has made a drastic impact on the design of conventional healthcare models. Instead of
late disease management and cure, these models are focusing on preventative-personalized health.
Consequently, an opportunity is provided for healthcare providers to focus on when, where, and how;
care and support are delivered to the particular patient and service consumer [1,2]. The reason for this
shift is the rising financial stress that healthcare systems have to face to support the growing demand
for their services [3]. Therefore, service providers are pushing forward for wellness-based models
and conducting research to investigate their effectiveness. The latest studies in biomedical healthcare
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have shown that the most prevalent diseases are partly caused or aggravated by poor lifestyle choices
that people make in their daily routine. Unhealthy and fast-food diets, use of tobacco, and sedentary
routines with a lack of exercise are among the potential contributors to developing illnesses and also
limit the effectiveness of medical treatments [4–6].

With the advent of smart and personal devices, an opportunity has emerged for healthcare
providers and biomedical researchers to empower people to take care of their health and wellness by
providing them with timely, ubiquitous, and personalized support [7]. Consequently, the influx of
fitness wearables with smartphone applications and systems supporting health and wellness has taken
the market by storm [8]. For example, commercial systems and platforms such as Withings Activite [9],
Garmin Vivofit [10], Fitbit Surge [11], Misfit Shine [12], Apple Watch [13] and HealthKit [14], Samsung
Gear [15], LG smartwatches [16], Google Fit [17], and Microsoft Band [18] with Microsoft Health [19],
all primarily consist of sensor-based bracelets accompanied by mobile apps, and provide some basic
health recommendations based on the measured steps, calories, or hours of sleep. In parallel, research
groups are also working on health and wellness systems that can alert of physical conditions [20] or
detect chronic illnesses [21]. Despite this enormous effort by the industry and research, most current
solutions are single-device focused and have a limited scope [1]. Therefore, they are unable to generate
a context-rich user lifelog which can provide a holistic view of user activity and behavior [22]. Such
lifelogs are a necessity for the evolutionary wellness systems that support the self-quantification of its
users [23]. Moreover, a context-rich lifelog is also a low-cost way to acquire valuable user information
on which effective interventions from healthcare professionals can be based [24]. Considering the
limitations of existing efforts as an opportunity, we have proposed and implemented a comprehensive
cloud-based sensory data acquisition framework called Data Curation Framework or DCF.

The contribution of Data Curation Framework (DCF) is aligned with the definition of lifelog,
meaning it is a black box of user life events [22]. Multidimensional insights into user activities and
behaviors require a context-rich lifelog that can be developed by the accumulation of data from a
larger set of multimodal data sources [22,25]. Keeping this perspective as the primary motivation,
DCF implements five core concepts in its design philosophy (illustrated in Figure 1). (i) The ability
to continuously sense for raw sensory data from multimodal data sources in real time; (ii) The
device-independent acquisition of raw sensory data. This concept contributes to the compatibility of
DCF for IoT-based environments [26]. This property increases the ability of DCF to integrate a larger
set of sensory devices; (iii) The induction of a larger set of sensory devices results in a richer context.
DCF provides comprehensive curation of this context over a user lifelog. This context-rich lifelog can
be used in multidimensional ways, e.g., data accumulated from a smartphone, a smartwatch, and a
depth camera can accurately identify the context of a user posture in an environment. Therefore, a
health and wellness platform using DCF can make recommendations not only pertaining to his activity
but also the later on effect of that activity on his muscular health; (iv) DCF is equipped with a lifelog
monitoring tool called LLM. In comparison with device-based activity recognition, lifelog monitoring
looks for anomalies over richer context occurring over time. For reliability, expert-driven rules [27]
provide intelligence to this monitoring (Rule creation is not part of the DCF scope); (v) DCF provides
persistence to support the large volume of heterogeneous and multimodal raw sensory data associated
with the lifelog. This property enables DCF to support the forthcoming concepts of data-driven
knowledge generation [28], descriptive [29] and predictive analytics [30], and visualization [29].

DCF is a cloud-based implementation, as the cloud supports the infrastructure level DCF
requirements. For continuous sensing, the ubiquitous nature of the cloud provides DCF with the ability
to acquire sensory data in different contexts and environments. Similarly for device independence,
the cloud provides a central yet scalable computational resource that can accumulate sensory data
from clients without being concerned with their computational abilities. For lifelog maintenance and
monitoring, the cloud provides a hub for context curation and monitoring for anomalies detection.
Lastly, to support the volume of data accumulated by DCF, the cloud provides a big data platform.
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Figure 1. Data curation framework (DCF) philosophy.

DCF is currently part of the implementation of our ongoing research project called the Mining
Minds platform [31]. DCF executes as a separate layer (Data Curation Layer or DCL) at the
infrastructure level of the Mining Minds architecture [1]. It accumulates raw sensory data in real time
from multimodal data sources and provides curation to the context identified on that data via the
Mining Minds Information Curation Layer (ICL). DCL as the implementation of DCF monitors the
context for anomalies based on the rules derived by the Mining Minds Knowledge Curation Layer
(KCL). Furthermore, it preserves all of the sensory data in big data storage to support analytics and
visualization provided by the Mining Minds Supporting Layer (SL). However, in this paper, we only
discuss data curation as a framework independent of the Mining Minds platform.

The contents of this paper are as follows. Section 2 describes the related work with respect to
DCF. Section 3 provides an overview of the methodology of DCF. Section 4 presents the details of the
components participating in the implementation of DCF. Section 5 describes the execution scenarios of
DCF in collaboration with a health and wellness platform. Section 6 evaluates various aspects of DCF
including its accuracy, performance, scalability, its ability to perform reliable user lifelog monitoring
and persistence. Section 7 concludes this paper.

2. Related Work

Following the boom of health- and wellness-based systems; lots of systems for sensory data
accumulation and analysis have been proposed for the people’s healthcare and wellbeing. For analysis
of these systems we have classified them into three different categories: (i) Mobile Health, where
implementation is focused on the evolution of smartphones and their embedded sensors; (ii) Wearable
Health, where implementation is incorporating wearable bands and smartwatches in combination
with smartphone or gateways; and (iii) Data Accumulation and Curation, where the implementation
focuses on the accumulated data from variety of sensors for analysis. The categories are discussed in
the following subsections.

2.1. Mobile Health

In the last decade, the influx of smartphone usage in our daily lives has been enormous. These
smartphones are equipment with various multimodal sensors like accelerometer, PPG, and GPS, which
in fact used intelligently, can accumulate user activity data in real-time for further utilization. Therefore,
the combination of smartphone devices and web services provides more opportunities for healthcare
systems to evolve with reduced cost. Researchers have indicated that new requirements and trends are
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embedded SIM and mobile health platforms (mHealth) [32]. In [33], authors presented the capability of
mobile devices (mobility, low-cost, remote, and equipped with sensors) in conjunction with web-service
based approach, providing services relating to healthcare. Furthermore, the highlights of the proposed
approach are listed and compared with existing remote health monitoring systems. Moreover, in the
case of elderly, mobile phones are already participating in providing healthcare services [34]. In [35],
the authors presented a mobile phone-based platform to collect the psychological, physiological, and
activity information of the user for mental health research. In [36], a mobile version of a data processing
toolbox originally devised for computer-based architectures and principally used for human behavior
modeling was provided. In [37], a middleware integrating multiple interfaces for multi-parameter
monitoring of physiological measurement is proposed. In [38], tools have been suggested for the
analysis of the provenance of mobile health data. In [39], authors present a client-server life logging
platform. It enables context capturing by the mobile phone and data processing at the server to extract
meaningful high-level context.

In [40], the authors present a lightweight lifelogging framework called UbiqLog. This framework
provides a configurable interface to enable and disable sensors within the smartphone. Although more
sensors can be added due to the compatibility of the framework’s data model; however, the sensors
have to be embedded within the form factor of smartphone device. Authors in [40] acknowledge the
fact that lifelog data tends to grow rapidly; therefore, an external server like storage is required for
permanent persistence. Lifelog generated by UbiqLog is neither shareable or reusable by external
systems; furthermore, it does not support any monitoring on the data. Similarly in [41], authors
present an open-source toolkit for sensory data collection over smartphones called AWARE. For
conducting small-scale studies, AWARE stores all the accumulated data locally on the smartphone;
however for larger scale, data is uploaded to the cloud. The toolkit provides a context plugin that can
passively perform analysis on the accumulated data. In similarity with DCF, AWARE also implements
a publish-subscribe model; however, it is only utilized for context sharing.

In [42], the DigMem system is proposed, which utilizes distributed mobile services, linked data,
and machine learning to create rich and interactive HDMs (Human Digital Memory). An HDM, created
by the data from the pervasive devices available in user’s environment, produces a more dynamic
and data-rich memory. Information such as how the user felt, where the user was, and the context
of the environment can be established [42]. In contrast with DCF, the DigMem is a tri-component
system with no service-based support for sharing its core asset data, i.e., memory boxes with health
and wellness platforms. Although it collects data from multimodal sources, DigMem requires a
compatible environment where its smartphone application can broadcast and look for information.
Collected data is linked using semantic web technologies and presented as a memory box to its
web application for visualization. DigMem’s concept of linked data is conceptually similar to DCF’s
curation of user context; however, the focus of DigMem is on the visualization aspect of this data.
Whereas in DCF, curated data is monitored for anomalies and its services provide lifelog as a user
timeline for visualization. In [42], authors acknowledge the inclusion of big data in lifelogging systems
and discusses the challenges involved in its incorporation in [43]. However, the implementation of big
data in DigMem is not addressed.

2.2. Wearable Health

In the last decade, the usage of wearables has evolved from medical needs to a personalized
accessory. Projects like SenseWare(SWA) [44] armband that collects physiological data using a bi-axial
accelerometer, galvanic skin resistance (sweat rates), heat flux (heat dissipated from the body), and
skin and near body temperature, have been utilized. In [45], the authors used SWA for the estimation
of energy expenditure and step count during treadmill walking in cystic fibrosis patients, compared to
healthy adults. In [46], the SWA has also been utilized for the monitoring of adherence in women with
rheumatoid arthritis.
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In the wearable health research Microsoft’s SenseCam [47] is considered a revolutionary pervasive
device [48]. It is equipped with a digital camera and multiple sensors, including sensors to detect
changes in light levels, an accelerometer, a thermometer for detecting ambient temperature, and a
passive infrared sensor for detecting the presence of people. SenseCam has been used in various
studies, for example, in [49], authors use the technology as a memory aid for capturing the user’s daily
routine. The images recorded are mapped as a lifelog and presented in a timeline format. In [50], the
authors use SenseCam for the tracking of sedentary behavior. However, the focus of this utilization is
about activity data accumulation and tracking.

In [51], authors present the InSense system. It utilizes acceleration, audio, and visual sensing, to
perform real time context recognition. Conceptually InSense and DCF can be aligned and compared as
they both work for real time data collection with a larger set of data sources to generate a context-rich
lifelog. However in InSense, data accumulation and its understanding are two separate activities.
After the data is collected, it is manually annotated and rated by the user to create an interest operator.
This process is completely offline and quite cumbersome for the user who has recorded an activity for
few hours. Furthermore, the lifelog becomes rich as a consequence to annotation; thus, an effective
monitoring in real time cannot be performed for the InSense users.

In more recent years, the utilization of multimodal sensor-based technologies has evolved to
become personalized accessories (e.g., wearable bands and smartwatches such as Garmin Vivofit, Fitbit
Surge, Misfit Shine, and Apple Watch). These technologies process independently of smartphones.
The wearable wrist sensor stores and transfers the sensory data using a dongle device or a smartphone
to a health management system. However, these systems are single data source-oriented, i.e., they
only consider a wristband sensor; therefore they cannot infer correct context about what a user is
presently doing.

Regardless of the considerable research and development of healthcare and wellness systems,
only a few implementations exist that execute as independent platforms for tackling complex and
realistic scenarios. Highly funded commercial initiatives like Apple’s HealthKit, Google Fit, and
Microsoft Health have evolved the approach from an application to an ecosystem; however, these
implementations are still single device or data integration-centric.

2.3. Data Accumulation and Curation

Considering lifelog data as an asset, some of the latest works have been focused on data
accumulation and its extended utilization. In [52], the authors present the challenges of data
accumulation in the Internet of Nano-Things [53] (IoNT) perspective. The challenges are discussed at
communication protocol level, hardware level and software (middleware) level. Possible solutions
and applications have been discussed as a proposed design.

In [54], authors present an energy efficient continuous sensing framework called Insight. The
implementation of this framework focuses on small and wearable devices, and has been demonstrated
using a smartwatch. The data accumulation process is energy efficient, and this data is further used for
prediction. Comparing the implementation of Insight with DCF, it is evident that the volume of data
both the frameworks are concentration on is very different. Insight only uses wearable devices with
small data footprint; furthermore, it does not use raw sensory data. If required, it leverages secondary
application like Google Fit for the user activity data. Opportunistic (Event and interval driven)
sensing [55] of Insight with stated sensing policy also contributes to limited size. This data is persisted
in a folder like structure on the device’s storage. On the other hand, DCF implements continuous
accumulation in a device-independent mode; resulting in a much more scalable framework for a larger
set of multimodal data sources. Consequently, the data generated in DCF is significant in volume which
requires big data storage and the curated lifelog is context rich. DCF provides services on sharability
of this data for knowledge generation, analytics, and visualization. As acknowledged by the authors
in [54], computationally complex processes should be handled by devices with advanced computing
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abilities. Therefore, DCF utilizes the computational ability of the cloud to execute compute-intensive
processes on the accumulated raw sensory data.

Some of the systems have a particular perspective on the accumulation and utilization of
healthcare data originated at the clinical level. Instead of more real-time accumulation, these
implementations are focused on evolutionary repositories with aggregation of historical and more
recent clinical data available for utilization. Among these clinical data-oriented systems, NetBio [56]
is a prominent implementation. It assembles vast amounts of curated and annotated, clinical and
molecular data. This method enables NetBio clients to make unique discoveries that otherwise
would be impossible with their own private datasets. NetBio uses big data technology for permanent
persistence and core logic layers to make correlations between the billions of data points from the public
domain with private genomic and clinical data sets. At a higher-level, NetBio provides a rich set of
APIs that enable clients to integrate NetBio within their workflows and scenarios. Their current clients
include pharmaceutical R&D and academic medical centers. The initial system was implemented for
oncology; nevertheless, it is now expanding into metabolic and autoimmune diseases.

In contrast to all of the implementations discussed above, DCF is a novel attempt to implement
a raw sensory data acquisition, curation, and monitoring framework. The sensory data acquisition
services of DCF are independent of data sources. It is equipped to handle multimodal data
sources directly communicating with the framework or via smartphone-like gateways. The acquired
multimodal data is synchronized to represent an event of time for each user. With scalability in
mind, numerous multimodal data sources can communicate in parallel with the DCF, making it a
more IoT-oriented implementation. Furthermore, instead of being dependent on the computational
ability of smartphones, DCF considers all of the communicating devices as a source of raw sensory
data; thus, generating a context-rich user lifelog. The computation over the accumulated data
and lifelog is performed over a cloud platform, keeping the framework compatible with data
source with low computational abilities. From an evolutionary perspective, complex computational
algorithms for context identification, data fusion, and mining can be implemented without disturbing
client implementations. Moreover, the accumulated data can be used for concepts of data-driven
knowledge generation, descriptive and predictive analytics, and visualization. Samsung SAMI [57]
is also moving in a similar direction with an independent API and cloud support; however, their
implementation is more data exchange-centric, and utilization for healthcare and wellness requires
custom implementation and monitoring. Moreover, DCF curates the identified low- and high-level
context on user accumulated data as a comprehensive lifelog. The idea of lifelog has already been
presented in [22,24,25]; however, DCF implements anomaly detection on lifelog instances based
upon expert-driven rules in correlation with user profiles, keeping the monitoring vigilant as well as
personalized.

3. Proposed Methodology

This section provides an overview of the proposed methodology of DCF. Participating components
in the implementation of DCF are introduced in this section; however, technical details of these
components are described in the following section.

DCF is intended to be incorporated as a foundation layer for health and wellness platforms where
real-time multimodal sensory data acquisition, its curation as a lifelog, and monitoring for anomalies
is essential. Furthermore, it provides permanent storage to acquired sensory data for extended usage
(e.g., visualization, analytics, data-driven knowledge generation). For the independent execution of
DCF, its implementation is encapsulated with interfaces for sensory data acquisition and its persistence.
The curation of a lifelog and its monitoring is implemented as an implicit property of DCF with a
separate interface to incorporate anomaly detection rules and publish-subscribe based response.
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Figure 2. Data curation framework (DCF) architecture.

As illustrated in Figure 2, DCF consists of two primary components, i.e., Sensory Data Processing
and Curation, and Non-volatile Sensory Data Persistence. Within the former, the Sensory Data Acquisition
and Synchronization subcomponent obtains the raw sensory data from multimodal data sources, both
in a real-time (active) and offline (passive) manner. This data is synchronized based upon the user
identification and the time stamp of the data generation, and subsequently, it is queued for the context
determination. The definition and methodology of the identification of context vary in health and
wellness platforms [58]; therefore, an interface to the synchronized sensory data residing in the queue
is provided by DCF. This feature facilitates health and wellness platforms to plug-n-play their context
identification engine without worrying about the real-time data acquisition from multimodal sources
in a distributed environment. In response, these engines can feedback the DCF with identified context.
The subcomponent of Lifelog Mapping and Representation receives the identified context and curates it
by mapping the context instances to a time-based log registering the detected human activities and
behaviors. The lifelog persists in the Intermediate Database for reuse. The stream of lifelog instances
is analyzed by monitoring the subcomponent known as the Lifelog Monitor (LLM); it is responsible
for performing customized unit-based (e.g., time-based, physical activity-based, nutrition-based)
monitoring of user context available in the lifelog, cross-linked with the user profiles. LLM draws
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the association between the context available in the lifelog and implements anomaly detection
based on expert-driven rules. Anomalies detected by LLM represent risky or unhealthy behavior
and are described by various constraints (e.g., age, gender, medical conditions) and monitor-able
variables (e.g., the intensity of a particular activity and its duration). LLM is equipped to provide a
notification-based response to its client (a health and wellness platform or a user) with the help of a
publish-subscribe mechanism.

The Non-volatile Sensory Data Persistence component is responsible for providing permanent and
distributed big data persistence to the raw sensory data. It is termed non-volatile, as no update or
delete operations are performed on the raw sensory data storage. The subcomponent of Data Persistence
provides a data contract that is implemented by the clients of Physical Data Storage for permanent
persistence of the data. Non-volatile Sensory Data Persistence also provides mechanisms to access this
persisting data as a response to health and wellness platforms. This response can be of an online
or offline type. For an online response, the Active Data Reader subcomponent is used. It provides a
continuous stream of sensory data for extended data operations, including visualization and predictive
analytics. For an offline response, the Passive Data Reader subcomponent is used. It provides a batch
response that can be effectively used for training machine learning-based models and can provide data
insights to experts for rule generation. To create periodic backups of lifelog data, the subcomponents of
Data Persistence are again utilized. This method provides permanent storage of the lifelog data, which
can be utilized in the future for user behavior analysis.

4. Implementation Details

DCF is a hybrid cloud implementation with components distributed between a private and a
public cloud. Therefore, privacy and security of user lifelog data has been given high importance.
For its implementation, we have used custom built Health Fog framework [59], which provides Fog
computing [60] as an intermediary layer between the client and DCF. Furthermore, it implements
Cloud Access Security Broker (CASB) for data access policy. The modular design of Health Fog is
capable of engaging data from multimodal data sources together with the adequate level of security
and privacy using existing cryptographic primitives.

In the staging and production environments of DCF, the component of Sensory Data Processing
and Curation is deployed over a public cloud (Microsoft Azure [61]) with compute-intensive instances
to support scalability and high performance. However, the component of Non-volatile Sensory Data
Persistence is deployed over a private cloud environment with distributed commodity machines,
customized security [62], and large-space hard drives. Implementation details of these components
are described in the following subsections.

4.1. Raw Sensory Data Acquisition and Synchronization

Implementation of Raw Sensory Data Acquisition and Synchronization (DAS) consists of a
REST [63] service that collects raw sensory data from multimodal data sources. The key in this
acquisition is the association of accumulated data with their time of origination. All data sources subsist
independently along with independent clocks; therefore, a logical clock is required for identifying the
data origination at the same time from multiple sources. Consequently, DAS implements the time
frame-based synchronization methods called Complete- and Incomplete-sync.

Complete-sync is the sunny day scenario in which all the data pertaining to an instance of time
is accumulated within the specified time frame. It waits for the data accumulation from all the data
sources at the DCF server within the duration of a three second time frame. As soon as all the data is
received, complete-sync encapsulates it as one message. Subsequently, the message is timestamped
and enqueued in Sensory Data Queue for context determination by a health and wellness platform.

In contrast to Complete-sync, Incomplete-sync executes when data from any of the sources is not
received in the three-second time frame. This execution is further classified in two different modes, i.e.,
Eager and Rendezvous. In the Eager mode, the message is created with only the available data and
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buffered for context determination. In the Rendezvous mode, for the missing data, it associates the last
sent data from the raw sensory buffer. Subsequently, a message is created and buffered for context
determination. Implementation details of Complete-sync and Incomplete-sync with its dual modes are
explained in Algorithm 1.

Due to the non-blocking (asynchronous) and scalable nature of data acquisition from multimodal
data sources, DAS uses Node.js [64] for server-side implementation. Furthermore, it implements
in-memory buffers for temporary storage of data that has arrived. Each buffer represents a particular
type of multimodal data source. A buffer synchronizer is executed so that the accumulated data can be
synchronized with the data that originated at the same time from all other data sources.

For communication from a multimodal data source to DAS, a JSON [65] object is defined. The
contents of this object consist of four fields, i.e., a user id, a data source id, a timestamp of the
data origination at a data source, and the payload. Due to service-based implementation, DAS is
independent of the number of multimodal data sources.

Algorithm 1 Time-based synchronization for raw-sensory data acquisition.

Require: bu f f ersrc[1, ..., n]: n is the total number of data sources

Ensure: bu f f erdst: queue for time-synchronized data packets

1: procedure SYNC(bu f f erdst)

2: msg← create_msg(NULL)

3: while i ≤ No_o f _datasources do

4: bu f f ersrc[i]← Recv(data) . Complete-sync execution

5: msg.add(create_msg(bu f f ersrc[i]))

6: if timesec > time_window then

7: if send_only = TRUE then . Incomplete-sync: Eager execution

8: break

9: end if

10: while j ≤ No_o f _datasources do . Incomplete-sync: Rendezvous execution

11: j← i + 1

12: if bu f f ersrc[j].has_contents then

13: msg.add(create_msg(bu f f ersrc[j])

14: end if

15: end while

16: break

17: end if

18: end while

19: msg.timestamp← bu f f ersrc[i].timestamp

20: bu f f erdst.enqueue(msg)

21: end procedure
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4.2. Data Persistence

The asset of DCF is its persistence of a user’s raw sensory data (from multimodal data sources)
with the associated context as a lifelog. DCF defines two levels of abstraction on the data acquired. The
first level is a higher-level abstraction referred to as an Intermediate Database hosted within a relational
database (RDBMS). This database hosts three types of data, i.e., the user lifelog that represents user
context over a period of time, the user profiles, and the knowledge base consisting of rules for anomaly
detection required by LLM. The intermediate database is deployed over a public cloud instance.

The second level is a lower-level abstraction referred to as non-volatile distributed storage; it is
hosted over Hadoop-based big data storage [66] on a private cloud instance. This storage also hosts
three types of data; however, the granularity of data is at a finer scale. For example, this storage
provides permanent persistence to all the raw sensory data acquired from the multimodal data sources;
it maintains user-invoked backup of large-sized multimedia content, such as video data captured from
a 3D camera and periodic backups of user lifelogs with associated user profiles.

The philosophy behind this two-level abstraction architecture of data storage is due to four
main factors. (i) Performance, the user lifelog data is frequently accessed in soft-real time. Therefore,
due to the inherent speed of the RDBMS, its storage is leveraged for lifelog persistence and access;
(ii) Data relationships, the user activities and behaviors are encapsulated as context by a comprehensive
object-based relationship. For recommendation generation or high-level context determination by
health and wellness platforms, relationships among entities of user profiles and their context are
necessary. Thus, a tightly coupled structured data formation is held. Therefore, the schema-based
approach of the RDBMS is leveraged for persistence instead of the unstructured data storage of big data;
(iii) Data volume, the magnitude of data generated by multimodal data sources, grows exponentially
in a short period of time. Therefore, big data storage with its distributed non-volatile persistence is
utilized for storing the raw sensory data as well as periodic backups of user profiles and lifelogs; (iv)
The frequency of data updates, the user lifelog changes and evolves rapidly due to the continuous
change in user context in real time. Due to the higher cost of data updates at the big data level, RDBMS
is leveraged.

4.3. Lifelog Representation and Mapping

In DCF, the identified context is mapped over a timeline as a lifelog, providing a black box to
user activities and behaviors over time. The lifelog is maintained in a relational database instance at
the intermediate database of DCF. The maintenance of this lifelog including CRUD operations is the
responsibility of the subcomponent of Lifelog Representation and Mapping (LLRM). The lifelog is
represented as an object-oriented abstraction called a lifelog model in this mapping subcomponent.
The lifelog model encapsulates attributes such as performed activities, preferred and visited locations,
health and wellness goals to achieve, and recognized emotions of the users. For agility and extensibility,
this object model is an implementation of Facade and Adapter design patterns [67]. The conceptual
model of LLRM is illustrated in Figure 3.
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Figure 3. Lifelog model.

The implementation of LLRM contains a mapper module that extracts objects, attributes, and
relationships from input XML/JSON data as resources. It identifies and maps the classes for the
extracted resources and places the instances accordingly using a deep copy method [68].

The Storage Verifier module validates the data according to the schema of the data tables in
the intermediate database. Furthermore, it also validates the compatibility of data with the defined
constraints (keys, values, primary keys, and foreign keys) on the data tables.

Depending upon the utilization, the lifelog model has higher-level abstractions, called
representations, to customize the lifelog data access for health and wellness platforms. The
current implementation provides four different representations: (i) The first representation provides
an interface to internal DCF components for storing and retrieving lifelog data; (ii) the second
representation provides an interface to external clients of DCF for retrieving lifelog data with user
profiles; (iii) the third representation provides an interface to external clients of DCF for retrieving
lifelog data and its associated raw sensory data from non-volatile storage; (iv) the fourth representation
provides an interface to external clients of DCF for incorporating decisions made by health and
wellness platforms as part of lifelog data. These representations are compatible with XML and JSON
document formats.

4.4. Lifelog Monitoring

Lifelog Monitoring (LLM) is designed to perform continuous monitoring of the user context
representing his activities and behavior in his lifelog. LLM itself does not recognize activities; however,
it leverages the external activity recognition abilities of the health and wellness platforms to provide
associated context, and it executes at a higher-level abstraction and draws associations between a
user’s low- and high-level context [69], then maps them to the anomaly detection rules built by an
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expert. As soon as this mapping is established, LLM registers them over the target user’s lifelog and
starts the monitoring process.

To generate notification-based responses, LLM implements an observer pattern [67]. This
mechanism facilitates LLM to host a subscriber list of clients for a particular user’s lifelog. If an
anomaly is detected, all of the subscribed clients are notified. This implementation is helpful for
scenarios in which not only the user but also his care provider and a third party wellness platform
need to be alerted to a particular anomaly-related event.

LLM is designed to incorporate anomaly detection rules that are generated by the expert
dynamically. This nature of the LLM requires a robust model to handle all of the anomalies to
be detected in a particular domain. Therefore, LLM divides domains in terms of measuring quantities.
The current implementation of DCF supports time as the measuring quantity for physical activities, as
well as macronutrients (fat, carbohydrates, and proteins) and calories for food intake.

The overall complexity of the implementation of LLM is divided into three modules, i.e.,
the monitored event configurator, the constraint configurator, and the anomaly event detector.
Configurator modules are built to incorporate the anomaly detection rules. These rules are submitted
to LLM using a JSON-based communication contract. This contract is described in the following listing:

{
// Common communication format
"AnomalyConditions":[
{

"ConditionKey" : "Age",
"ConditionType" : "String",
"ConditionValue" : "Adult",
"ConditionValueOperator" : "="

},
{

"ConditionKey" : "Duration",
"ConditionType" : "String",
"ConditionValue" : "1h",
"ConditionValueOperator" : "="

},
{

"ConditionKey" : "CurrentContext",
"ConditionType" : "String",
"ConditionValue" : "Sitting",
"ConditionValueOperator" : "="

}, "AnomalyID" : "1"
]
}

To uniquely identify dynamic anomalies in multi-situation scenarios, they are managed as
key-value pairs. The output of the configurator modules is well-defined anomaly detection information,
consisting of its monitored event and its target measuring quantity.

The anomaly detector module is responsible for monitoring the user lifelog for monitored events.
For monitoring to occur, at least one respective anomaly associated with a particular monitored event
must be registered for a user. As soon as the monitored event is detected, the anomaly detector
registers the respective well-defined anomaly detection rule for that particular user. Lifelog data
pertaining to these monitored events are filtered out from the stream of user context and managed
in a monitorable log. This log has information related to the target measuring quantities. Different
monitored events have different target quantities; therefore, the monitorable log facilitates the LLM
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to manage multiple monitored events for independent monitoring by persisting unique targets. The
anomaly detector compares the difference of the measured quantities in regular intervals. Whenever
the target is achieved, the anomaly detector publishes a notification to all the subscribers of the user’s
lifelog. The execution process of LLM is illustrated in the sequence diagrams of Figures 4 and 5.

Figure 4. Sequence diagram of anomaly registration by the expert.

Figure 5. Sequence diagram of message flow in the lifelog monitoring.

4.5. Non-Volatile Sensory Data Persistence

The component of non-volatile sensory data persistence is responsible for providing permanent
and distributed big data storage to raw sensory and lifelog data. Its subcomponents are designed
to execute create and read operations as per the needs of the health and wellness platforms. These
components primarily use Hive [70] queries over the Hadoop Distributed File System (HDFS).

The subcomponent of Big Data Persistence is responsible for storing the raw sensory data
communicated from the data acquisition and synchronization component every three seconds. This
subcomponent is also used for user invoked periodic persistence of multimedia contents such as 3D
depth videos.

There are two types of data reading subcomponents for access over distributed storage, i.e.,
Active Data Reader and Passive Data Reader. Active data reader (ADR) is primarily used to provide a
continuous response to a real-time request for data visualization and analytics by a health and wellness
platform. ADR hosts a repository of pre-defined Hive queries for a data read. It is an evolutionary
repository that grows with more usage and the addition of more clients. Upon receiving the request for
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data, ADR matches the request parameters with the available set of queries. In the case of a parameter
match, the selected query is executed with a continuous stream-based response back to the client.

A passive data reader (PDR) is primarily designed from a machine learning perspective, as
historical data persistence in the HDFS is useful for the training of models for data-driven knowledge
generation. These models can support the expert to generate rules, which can be further utilized by
LLM for anomaly detection. Execution of PDR is a two-step process: first, the schema of the data is sent
to the client for parameter selection and request generation; second, after the selection is performed
and sent to PDR with the request, it generates a query dynamically upon receiving the parameters.
This query is executed over HDFS and the response is created and provided in a JSON format. The
execution of PDR is an offline process and may take hours to complete.

5. Execution Scenarios

To understand the workings of DCF, we have incorporated its execution in the Mining Minds
project as our client health and wellness platform. Depending on the needs of the platform and its
participating layers (ICL, KCL, Service Curation Layer or SCL, and SL), DCF concurrently performs
the online and offline execution. These executions are termed as active and passive execution flows.
These execution flows are illustrated in Figure 6 and described in the following subsections.

Figure 6. DCF execution flow.

5.1. Active Execution Scenario

The latest version of the Mining Minds platform supports the recognition of ten activities and
three emotions (described in Table 1). They are recognized by ICL and returned as identified high-
and low-level context. To facilitate ICL, DCF acquires four different types of raw sensory data
(activity, location, audio, and 3D video) per user in an online manner. DCF communicates with three
multimodal data sources for raw sensory data acquisition, i.e., a smartwatch, a smartphone, and
a depth camera. The smartwatch accumulates accelerometer, gyroscope, magnetometer and PPG
data, and synchronizes itself with the Mining Minds smartphone app. The smartphone itself collects
accelerometer, gyroscope, magnetometer, GPS, speed, and audio bytes of three seconds for determining
user activities, locations and emotions. The Mining Minds smartphone app communicates all this raw
sensory data to the DCF. For soft-real-time data acquisition, this non-blocking communication occurs
every three seconds. In parallel, a depth camera (Kinect [71]) attached to a PC also communicates
with the DCF for sending the semantics of the captured 3D video. These semantics provide activity
and behavior-related information of the user to ICL. Inside DCF, the sensory data acquisition service
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receives this accumulated information asynchronously and buffers the data depending on its data
source. These raw data buffers are initialized based on the number of data sources, i.e., each data source
has a raw data buffer in the sensory data acquisition and synchronization subcomponent. All the
buffer contents are synchronized and enqueued for determination of the associated low- and high-level
context. From this point forward, the synchronized data is dequeued and then sent in parallel to ICL
and distributed big data storage for context identification and non-volatile persistence respectively.

Upon receiving this synchronized data, ICL identifies the context and communicates it back to
DCF. To reduce the ICL to DCF traffic, ICL only communicates if there is a change in context. For
example, if a user has been sitting for more than one hour at work, ICL will identify the sitting activity
at the office with its low- and high-level context identification. This context will not be communicated
to DCF unless the user changes his activity to another. The received context from ICL is converted into
a user lifelog instance and mapped to the object-oriented representation of the lifelog by the LLRM
subcomponent. Furthermore, this subcomponent is also mandated for executing Create, Read, Update,
and Delete (CRUD) operations regularly on lifelog data; therefore, it maintains the mapped data in the
intermediate database.

The stream of incoming context is continuously monitored by LLM for anomalies described by
well-defined rules. In the case of detection, LLM publishes a notification to SCL of the Mining Minds
platform for a possible recommendation generation. Consequently, SCL gathers the required data,
including the related context and user profile, and generates and pushes a recommendation to the
user’s smartphone. For a user request-based recommendation generation by SCL, DCF operates in a
pull-based request response. LLRM receives the query generated by SCL via service. Required data,
i.e., user profile and lifelog data, are extracted via a read operation and returned as a response to SCL
for recommendation generation.

Table 1. Multimodal raw sensory data sources.

Data Source Sensor(s) Context Type Context Description

Smartwatch
accelerometer,
gyroscope,
PPG.

activity
climbing stairs, running,
walking, cycling.

Smartphone

accelerometer,
gyroscope,
longitude,
latitude.

location
home, office, gym,
school, restaurant, cafe.

Smartphone audio emotion anger, sadness, happiness.

Depth camera video activity
eating, sitting, standing,
stretching, sweeping,
lying down.

As mentioned earlier, in parallel to context determination, raw sensory data is also sent to
non-volatile storage for persistence. This data is required by SL of the Mining Minds platform for
visualization and descriptive analytics. Following a request based on registered parameters, static
queries are invoked by the active data reader subcomponent. It generates a stream-based response, as
SL requires a continuous stream of data for visualization and analytics.

5.2. Passive Execution Scenario

The passive execution flow of DCF pertains to the processes required for evolutionary support of
not only DCF but also the overall Mining Minds platform. One of the primary processes that requires
the passive execution of DCF is the provisioning of raw sensory data from non-volatile persistence for
data-driven knowledge generation by KCL of the Mining Minds platform. This execution is based on
a two-step process. First, KCL requests DCF for the schema of data maintained in the distributed big
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data storage. The passive data reader subcomponent processes this request by replying to KCL with
the most recent version of the schema describing the data maintained in big data storage. Consequently,
a domain expert at KCL’s authoring tool selects the parameters based on the schema and generates
the conditions for which data should be extracted from the big data storage. These parameters with
conditions are returned to the passive data reader, which generates a dynamic query based upon
the KCL provided parameters and executes it over big data storage. A response to this execution
is returned to KCL in a pre-defined service contract. Extracted data from DCF assists KCL in the
generation of rules that are used by LLM in the continuous monitoring of lifelog data during the active
execution flow.

Another process that invokes the passive execution of DCF is the periodic backup and
synchronization of the user’s lifelog data persisted in the intermediate database with the associated
raw sensory data maintained in the big data storage. The subcomponent of the lifelog sync performs
this operation. SL of the Mining Minds platform uses this historic data for descriptive analytics.

Inside DCF, an instance of the data acquisition service also executes passively to copy the actual
video contents from the user’s PC to big data storage. This is also a periodic execution and exclusively
authorized by the Mining Minds user.

6. Evaluation and Discussion

DCF has been evaluated from various aspects, e.g., from raw sensory data acquisition perspective,
its accuracy of synchronization for sensory buffers, performance, and scalability has been evaluated.
From context monitoring perspective, the ability of LLM to monitor upon user lifelog for existing
anomalies, for dynamically added anomaly detection rules at runtime, and monitoring multiple users
with various activities at runtime. From raw sensory data persistence perspective, its ability to read
and write sensory data, and execution time of different queries with varying complexities. The results
and discussion of these evaluations have been discussed in following subsections.

6.1. Accuracy of the Synchronization Process during Raw-Sensory Data Acquisition

To evaluate the accuracy of the synchronization process, a smartphone (Samsung Galaxy S5
running Android 5.0 Lollipop, Samsung, Seoul, South Korea) and second-generation Kinect (rel. 2014)
connected to a PC communicate with the DCF server running on a cloud instance with the 64-bit
Windows 8.1 operating system, 16 GB of RAM, and a 3.10 GHz AMD A8-7600 Radeon R7, AMD,
Sunnyvale, CA USA with 10 computing cores of 4C + 6G. Multiple requests from a single user from
both clients (smartphone and PC), generated and synchronized at the server, are validated for accuracy.
A time window of three seconds is allocated to temporarily hold the incoming data in memory buffers.
For a conclusive evaluation, 100 data packets containing activity, location, voice, and 100 data packets
containing video data are sent from the smartphone and the PC respectively. These communications
occur randomly at different points in time during the defined three second window. The results from
this evaluation reflect that the raw sensory data from both clients has been successfully synchronized
at the server. The evaluation in Figure 7 illustrates the exact time in milliseconds of raw sensory data
packets sent from both the smartphone and PC during ten different time windows. For example, for the
first time window, the smartphone communicated at 521 ms; however, the PC communicated at 2545
ms. The response synchronizer at DCF was able to identify both of these data packets as part of a single
window of communication. As illustrated, all of the data packets have been successfully synchronized
to the server, proving the correctness of our synchronization process over data acquisition of raw
sensory data.
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Figure 7. Data synchronization testing per time-window.

6.2. Performance Testing during Raw-Sensory Data Acquisition and Synchronization

To evaluate the performance during raw sensory data acquisition and its synchronization we setup
an environment of five multimodal data sources: (i) LG Watch R(TM), smartwatch connected with a
Samsung Galaxy S5 smartphone running Android 5.0; (ii) Shimmer3 sensor connected with a Samsung
Galaxy S5 smartphone running Android 5.0; (iii) Samsung Galaxy S6 Edge running Android 5.0 for
audio data; (iv) Second-generation Kinect (rel. 2014) connected with a Samsung Notebook 9 running
MS Windows 8.1; and (v) a PC emulating an environmental sensor. These sensors communicate with
a DCF server (64-bit Windows 8.1 operating system, 16 GB of RAM, and a 3.10 GHz AMD A8-7600
Radeon R7 with 10 computing cores of 4C + 6G) in an asynchronous manner by sending sensory
data packets with an increment from 10 to 10,000. The target timeout deadline given to the data
acquisition and synchronization subcomponent is 5 seconds to accumulate, synchronize and queue
the synchronized data in a memory buffer. The results of the performance testing are presented in
Figure 8. From the results, it is quite evident that our implementation of the data acquisition and
synchronization subcomponent is able to accumulate and synchronize 10,000 packets from the five
sensors within the provided timeout deadline. Due to server warmup, our implementation initially
took 3.5 s for 10 packets; however, the performance improved with subsequent executions. The fastest
time was recorded for 800 packets with a total time of 3.15 s. The time to accumulate, synchronize and
enqueue increased after 1800 packets and reached at 10,000 packets with a total time of 3.31 s, which is
still 51% faster than the provided deadline of 5 s.
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Figure 8. Performance testing.

6.3. Scalability Testing during Raw Sensory Data Acquisition and Synchornization

To evaluate the ability of DCF to scale appropriately with the increase in number of multimodal
data sources we setup an environment that simulates an incremental number of data sources
(from 5 to 320). This test case stresses the data acquisition and synchronization subcomponent with
a fixed packet size of 10,000 packets per data source with each packet containing a pre-accumulated
sensory data of user activity for three seconds (30 kb) by using Samsung Galaxy S5 smartphone running
Android 5.0. DCF server is running on a cloud instance with NodeJS v5.8, 64-bit Windows 7 Operating
System, 4 GB of RAM, and 3.8 GHz AMD A10-5800K APU. Results of scalability testing are presented
in Figure 9. From the results, it can be seen that our implementation was able to scale successfully
from 5 multimodal data sources to 160. For 160 data sources with the maximum of 10,000 packets per
data source, DCF was able to accumulate, synchronize and enqueue within 1.2 min (=72,258.2 ms).
Therefore, our presented implementation can contribute significantly in environments where larger set
of data sources will be added over time. As a response, DCF can accumulate, synchronize, and buffer
the raw sensory data for these devices without any distinctive time delay. Although this evaluation
depends on the size of the data packets; however, from our calculation user activity data accumulated
over a duration of three seconds using a smartwatch and a smartphone is 24 kb, which is smaller than
the size of the packet used in this evaluation. To check the threshold of our implementation, we stress
tested this evaluation with 320 data sources (illustrated in Figure 10). Consequently, the total time
increased exponentially to 41 min (=2,470,064 ms).

Figure 9. Scalability testing.
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Figure 10. Stress testing of scalability.

Figure 11. Anomaly detection rules and scenarios.
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6.4. User Lifelog Monitoring

The presence of an anomaly is a key-driving concept of lifelog monitoring. In the presence
of registered anomaly detection rules, LLM provides monitoring for single or multiple users over
their lifelog.

For the evaluation of LLM, five users were selected to provide context information by performing
various activities at user specified locations. Each user provided context using an LG Watch R(TM) for
activity data (accelerometer, gyroscope, and PPG sensors were used), smartwatch connected with a
Samsung Galaxy S5 smartphone running Android 5.0 for location data (GPS sensor was used) and a
Second-generation Kinect (rel. 2014) connected with a Samsung Notebook 9 running MS Windows 8.1
for indoor activity data using depth camera. Using the LLM interface, seven rules were dynamically
incorporated in the execution of LLM. Definition of these rules and their correspondence with the
users is illustrated in Figure 11. The monitoring was performed over a seven hour snapshot of user
lifelog; however, to save the time of the participants, the hour was scaled down to minutes. DCF
accumulated 840 records of entries per user (= 4200 records in total); however, as lifelog only records
when the context change and marks the enteries with starting and ending time, the number of records
vary from user to user.

The monitored lifelog of the user 1 is shown in Figure 12. The context of the user is sitting at
his workplace. After continuously monitoring for 2 h, LLM publishes a notification as he has been in
a sedentary state according to the applied anomaly detection rule 1. The user continues his context
for another hour then changes it to standing for 2 h and later on doing some exercise at the gym.
According to another registered rule for his lifelog, as the user continues the exercise for 1 h, LLM
publishes another notification.

Figure 12. User 1, 7 h lifelog.

Similar to the first user, the lifelog of user 2 is illustrated in Figure 13. As the lifelog of this user
is registered with anomaly detection rules 1 and 5; therefore, the user has been notified twice in 7 h.
Firstly, for standing at her workplace for 3 h; nevertheless, she continues her context for another hour.
Secondly, for being sedentary and sitting at her workplace for continuous 2 h.

Figure 13. User 2, 7 h lifelog.
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The lifelog of user 3 is illustrated in Figure 14. As the lifelog of this user is registered with anomaly
detection rules 4 and 2; therefore, the user has been notified twice in 7 h. Firstly, for doing exercise at
the gym for continuous 1 h; nevertheless, the user continues his context for another hour. Secondly, for
being sedentary and sitting at his home for continuous 2 h.

Figure 14. User 3, 7 h lifelog.

User 4 gets notified thrice (illustrated in Figure 15) as his lifelog is registered for anomaly detection
rules 3 and 4. These rules are invoked by LLM when the user performs exercise at the gym for
continuously 1 h twice and walking at home for 1 h.

Figure 15. User 4, 7 h lifelog.

User 5 gets notified twice (illustrated in Figure 16) as her lifelog is registered for anomaly detection
rules 6 and 7. These rules are invoked by LLM when the user is laying at home for continuously 4 h
and sitting at home for 1 h.

Figure 16. User 5, 7 h lifelog.

The performance of the LLM is based on its timely generation of notifications for the health and
wellness services of client frameworks. For its evaluation, the delay between the occurrence of anomaly
and publication of notification is evaluated. The results are crosschecked with the help of anomaly log.
LLM monitors the lifelog based on a cyclic monitoring interval defined in seconds. It publishes the
subscribers with the maximum delay less than the interval of monitoring cycle.
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For this evaluation 1000 requests were generated for each monitoring interval and DCF server
hosting LLM is running on a cloud instance with 64-bit Windows 8.1 Operating System, 16GB of
RAM, and 3.10 GHz AMD A8-7600 Radeon R7 with 10 computing cores of 4C + 6G. Results from this
evaluation are shown in Figure 17. From these results it can be observed that the interval duration
greater than 1 s is appropriate for the evaluation environment, i.e., integrated execution with mining
minds platform. Due to the distributed nature of mining minds platform, client communication
overhead is introduced; therefore, leading a delay of little over the monitoring cycle interval in some
cases. However, keeping the monitoring cycle interval at 3 s, LLM publishes notifications with 96.97%
efficiency. In the case of 5 s, notification publication efficiency is 95.84%.

Figure 17. LLM performance evaluation.

6.5. Non-Volatile Data Persistence

The big data storage is deployed over a private cloud instance at the Ubiquitous Computing
Laboratory of Kyung Hee University, South Korea [72].

To evaluate the non-volatile data persistence components over HDFS, we have performed
experimentation on read and write operations. These operations have been executed for three different
raw sensory data sizes, i.e., 1 Gb, 5 Gb, and 9 Gb. This data is distributed over a private cloud
infrastructure having four nodes with the following configurations: (i) Name-node, equipped with
Intel Core i-5 3.3 GHz, 4 Gb of RAM; (ii) First data node, equipped with an AMD 2.7 GHz, 2 Gb of
RAM; and (iii) 3rd and 4th data nodes are equipped with Intel Core i-5 3.3 GHz, 2 Gb of RAM.

In this evaluation (illustrated in Figure 18), the subcomponents of data persistence and the passive
data reader are evaluated. As expected, the write operation is substantially faster than the read
operation. The time difference for both read and write is proportional to the volume of raw sensory
data in big data storage.

To evaluate the execution and response time of the active data reader over HDFS, eight different
SL-based queries are executed. These queries (described in Table 2) with varying complexities
are performed over 1.7 Gb of lifelog data maintained over big data storage. The structure of this
data consists of user detected locations, user recognized low- and high-level context, and record of
published recommendations as a response to the anomaly detection. For the user recognized low-level
context the data structure consists upon the duration (start and end time) associated with recognized
high-level context from identified locations, i.e., Home, Office, Yard, Mall, Restaurant, Outdoors, and
Transportation. To measure the response and execution time accurately, each query has been executed
50 times. The evaluation is illustrated in Figure 19. This execution is performed with a single mapper
and its associated reducer; however, with an increase in mappers the execution time improves.
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Figure 18. Read and write time over big data storage.

Table 2. Query execution scenarios.

Scenario Query

A
SELECT count(userid)
FROM userrecognizedactivity
WHERE userid = 39;

B SELECT count(userid)
FROM userrecognizedactivity;

C

SELECT count(userid)
FROM detected location
WHERE StartTime
BETWEEN ’1/29/2014’ AND ’12/10/2014’;

D
SELECT count(userid)
FROM detected location
WHERE LocationLabel = ’Home’;

E

SELECT count(userid)
FROM tblUserRecognizedHLC
WHERE StartTime
BETWEEN ’5/10/2015,2:45:01 AM’ AND ’12/9/2015,11:58:31 PM’;

F

SELECT count(RecommendationID)
FROM tfblrecommendation
WHERE RecommendationDate
BETWEEN ’5/18/2015,10:01:59 AM’ AND ’12/15/2015,2:32:09 PM’;

G

SELECT count(RecommendationFeedbackID)
FROM ShetblRecommendationFeedbacket3
WHERE FeedbackDate
BETWEEN ’5/18/2015,10:01:59 AM’ AND ’7/29/2015,3:20:28 PM’;

H

SELECT count(UserRecognizedEmotionID)
FROM tblUserRecognizedEmotion
WHERE StartTime
BETWEEN ’5/10/2015,2:30:01 AM’ AND ’12/14/2015,2:00:00 PM’;
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Figure 19. Query execution and response time over big data storage.

From this thorough evaluation, it is evident that DCF can accurately perform synchronization
of raw sensory data from multimodal data sources. Its performance-oriented implementation has
been validated by performance and load-testing. Its ability to monitor a lifelog has been tested and
validated with simple to complex situations for multiple users. Furthermore, the execution-time over
data maintained in big data storage has also been evaluated over real raw sensory data sets of large
volumes. These evaluations are designed keeping the requirements and contributions of DCF in mind.
Furthermore, the results reflect positively on the claimed novelty stated in earlier sections of this paper.

7. Conclusions

In this paper, we presented the Data Curation Framework (DCF). This framework focuses on
curation of accumulated data from multimodal data sources in real time such that a context-rich
user lifelog can be generated. This lifelog offers a holistic view on user activity and behavior which
can further be utilized in multidimensional ways including effective interventions from healthcare
professionals. The data source-independent implementation of DCF makes it more scalable and IoT
compatible. Furthermore, it monitors this lifelog of registered users for the detection of anomalies. This
monitoring is able to integrate static, dynamic, and complex created by the expert. DCF incorporates
multi-level abstraction on the data, depending upon its usage and persistence. Frequently required
user lifelog and profile data is maintained in an intermediate database; whereas, the historic and raw
sensory data is maintained in non-volatile storage provided by big data technologies. This property
enables DCF to support the forthcoming concepts of data-driven knowledge generation, descriptive
and predictive analytics, and visualization.

Keeping the requirements of a data accumulation framework for health and wellness platforms,
we have evaluated DCF for its performance, scalability, accuracy of the synchronization process of raw
sensory data from multimodal data sources, monitoring of user life log, and data persistence. From
the results, it is evident that DCF’s implementation performs efficiently and effectively in realistic
situations and scenarios while integrating with a health and wellness platform as the client.
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a b s t r a c t 

In this paper, we go beyond the problem of recognizing video-based human interactive ac- 

tivities. We propose a novel approach that permits to deeply understand complex person- 

person activities based on the knowledge coming from human pose analysis. The joint 

coordinates of interactive objects are first located by an efficient human pose estimation 

algorithm. The relation features consisting of the intra and inter-person features of joint 

distance and angle, are suggested to use for describing the relationships between body 

components of the individual persons and the interacting two participants in the spatio- 

temporal dimension. These features are then provided to the codebook construction pro- 

cess, in which two types of codeword are generated corresponding to distance and angle 

features. In order to explain the relationships between poses, a flexible hierarchical topic 

model constructed by four layers is proposed using the Pachinko Allocation Model. The 

model is able to represent the full correlation between the relation features of body com- 

ponents as codewords, the interactive poselets as subtopics, and the interactive activities 

as super topics. Discrimination of complex activities presenting similar postures is further 

obtained by the proposed model. We validate our interaction recognition method on two 

practical data sets, the BIT-Interaction data set and the UT-Interaction data set. The exper- 

imental results demonstrate that the proposed approach outperforms recent interaction 

recognition approaches in terms of recognition accuracy. 

© 2016 Elsevier Inc. All rights reserved. 
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human-computer interaction [19,36] . Although it has received attention from the scientist community, an effective method

for recognizing activities in the real environment still remains a challenge because of variations of appearance, mutual

occlusion, and object interactions. Most existing approaches have concentrated on the low-level features, known as local

spatial-temporal features [20,39] , instead of the human body representation, known as skeleton, due to limitations in the

pose estimation performance. The appearance of limbs strongly varies due to variations in clothing and body shape. Besides,

human objects need to be pre-localized and scaled in size by a detector as an initial assumption. However, some notable

results in recent years on the human pose estimation have motivated research in human activity recognition [62] . 

Human activities considered in computer vision can be categorized into two classes: single action and group action. Some

approaches were proposed to recognize the activities of one actor as walking, jogging, running, hand waving [56] . The inter-

active activities between one actor and an object were considered in many recent studies [58] . Some daily life activities in

indoor environments can be listed as eating, drinking, typing, and answering phone [33] . Group action, generally performed

by visual separable people with complicated interactions, such as walking together, approaching, gathering, has been inves-

tigated using human-based features and tracking information for detection and recognition [8,10,45] . Few works handled

complex activities of two or more human objects such as hand shaking, hugging, punching, and patting [21,22,60] , in which

the spatio-temporal relations between two objects are described for activity representation by an interaction model. 

In this work, we propose an effective method for human interaction recognition based on a flexible topic model. As

a preprocess, locating human articulation is performed by an effective pose estimation algorithm [57] . For representing

interactions, the spatio-temporal relation features, calculated from the articulated-pose coordinates, are suggested to use, 

which include the intra and inter-person features of joint distance and angle. These features describe the relationships

between body components of single persons and also interactive participants. To overcome the problem of similar posture

interaction representation, we further propose a hierarchical model based on the Pachinko Allocation Model (PAM) to exhibit

the relations between features, interactive poselets, and interactions. Concretely, relative features are mapped to visual words

by k -means clustering with a constructed codebook. In the topic modeling process, a four-level model which is flexible to

connect the upper and lower layers captures the correlations between poselets through codewords and the correlations

between interactions through codewords and poselets. Finally, Support Vector Machine (SVM) method is then applied for

solving the multi-class classification problem. 

The rest of the paper is organized as follows: Section 2 provides discussion on related works. Section 3 describes the

proposed method for interaction recognition. The experimental setup, results, and discussion are then presented Section 4 .

Finally, the conclusions and suggestion for future works are summarized in Section 5 . 

2. Related work

2.1. Human pose estimation 

Human pose estimation, one of the most important stages in the human activity recognition, has received attention in

recent years, in which the articulated-pose coordinates or the body part areas in the still images are given. A mostly used

technique is the spatial structure coding, often described by the probabilistic graphical model. Although structural-based

graphical models allow exact and efficient part inference, they sometimes incorrectly localize body parts in complicated

situations. Motivated by the pictorial structure model introduced by Fischler et al. [17] , Huttenlocher et al. [16] modeled a

human object by a collection of parts arranged in a deformable configuration. By learning latent relationships between dif-

ferent body parts from annotated images, Eichner et al. [13] improved estimation accuracy for unusual poses. From learned

appearance models, body parts are ably plugged into any pictorial structure engines. A cascaded model [42] enhances es-

timation accuracy at different resolutions, where coarse models filter the pose space via max-marginals. Andriluka et al.

[2] calculated dense appearance representations using shape context descriptors and then used AdaBoost to train discrimi-

native part classifiers. To obtain the tractability and flexibility, Sapp et al. [41] combined a pictorial structure inference with

a non-parametric approach using a subset of model parameters. Furthermore, a shape-based kernel for upper-body pose

similarity and a leave-one-out loss function were developed in the learning phase. Building on a successful pictorial struc-

tures model, Tian et al. [47] developed an image conditioned model that integrated higher order dependent variables. In

recent years, a general and flexible mixture model introduced by Yang et al. [57] based on the standard pictorial structure

model captures spatial relations between part positions and co-occurrence relations between part mixtures. Moreover, two

novel criteria, the percentage of correct key points (PCK) and the average precision of key points (APK), were proposed to

evaluate pose estimation and articulation location, separately and jointly. Two criteria addressed the current shortcomings

that are incorrect matching and matching multiple poses to the ground truth. The algorithm has shown notable results of

pose estimation with state-of-the-art approaches on practical datasets. 

2.2. Features for activity representation 

Existing methods for recognizing actions can be categorized into two groups of feature type: local spatio-temporal in-

terest point (STIP) [7,9,12,28,40,43,48,52] , and body-pose feature [29,31,49,51,54,56,61] . Activity recognition methods using

local features usually develop an effective feature descriptor which provides a pattern or distinct structure found in an
55



T. Huynh-The et al. / Information Sciences 369 (2016) 317–333 319 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

image, such as point, edge, and small image path. Local features extracted in the time domain are usually learned by clas-

sification techniques, such as Decision Tree, K -Nearest Neighbor, Support Vector Machine, and so on. Human pose based

approaches, meanwhile, recognize activities based on the features extracted from articulated joint coordinates, contained

by an estimation algorithm, such as distance, angle, velocity, and plane. Local feature based approaches are practically re-

stricted by non-robustness in dynamic scenes, low accuracy with complex actions, and poor relation in interactions. Wu

et al. [52] exploited the interest point detector, proposed by Dollar et al. [12] , including two separated filters, 2D Gaussian

filter and 1D Gabor filter, to produce the high response at each point with significant spatio-temporal intensity variations.

Some well-known feature descriptors were usually applied for feature extraction, such as Histogram of Oriented Gradients

(HOG) [7,30] , Histogram of Optical Flow (HOF) [48] , and Scale-Invariant Feature Transform (SIFT) [43] , Features From Ac-

celerated Segment Test (FAST) [59] , and Motion-Constrained SIFT (MoSIFT) [28] . Based on non-negative matrix factorization

(NMF), Eweiwi et al. [14] formulated an informed sampling for action specific regions from interest points to obtain basic

flows. In order to avoid outliers from the feature extraction process, Samanta et al. [40] proposed a 3D space-time inter-

est point descriptor using Haar wavelet transform. Motion trajectory providing plentiful spatio-temporal information was

potentially utilized for activity recognition [3,37] . A probabilistic trajectory analysis framework [34] was developed for un-

derstanding scene activity, in which the trajectory information was clustered into spatial routes and modeled by a hidden

Markov model. Compared with STIP-based approaches, pose based methods prove the advantage in complex action and

interaction recognition, however, the classification accuracy is sometimes hanged by pose estimation performance. In [31] ,

each action was encoded as a series of synthetic 2D human poses depicted from a wide range of viewpoints. The best

matched sequences of actions are then tracked by Viterbi algorithm. Instead of separating pose estimation and action recog-

nition as two individual systems, Yang et al. [56] designed an integrated fashion system that jointly considered poses and

actions to directly obtain the pose information. Wang et al. [49] proposed an efficient pose based recognition system, in

which the final human articulation was constructed from local parts by a tree structural graphical model. In [51] , initial

skeletons were collected from a key pose dictionary and particle filters then tracked human upper body parts for activity

recognition. A novel feature in [61] , namely Poselet Activation Vector, was combined with contextual information, obtained

by sparse coding on foreground and background, for action explanation. Extensive pyramidal feature (EPF) constructed from

the Gabor filter, Gaussian pyramid, and wavelet transform, was proposed by Liu et al. [29] for pose presentation. The ori-

entation, intensity, and contour information were also encoded by EPFs. A pose dictionary established by shape of contour

points from the human silhouette was formulated by Cai et al. [54] to recognize single activities. 

2.3. Interactive activity modeling 

Another issue, widely considered in the human activity recognition, is interaction modeling from sparse features. This

issue is much more importance in the interaction recognition because the inter-relation between objects should be further

modeled besides the intra-relation within each object. In [52] , a Latent Structure SVM model was introduced for formu-

lating the relationship of action classes – scene classes and the compatibility of multilevel features – action classes. To

capture the semantic meaning of body-parts between two interactive objects, Alazrai et al. [1] proposed a motion-pose ge-

ometric descriptor (MPGD) based on the concept of anatomical planes. Moreover, a hierarchical framework, consisted of

one representation layer and three classification layers, was designed in the recognition phase. Kong et al. [24,25] modeled

the actions by large-scale global features and local body part features using a discriminative model to recognize potential

interactions. Ryoo et al. [39] introduced a novel spatio-temporal relation matching model to understand human activities

captured in their UT-Interaction dataset. A unified-discriminative model was considered for interaction recognition by Meng

et al. [32] using inter-person relation features. In [18] , modeling activities and matching them in the spatio-temporal dimen-

sion were implemented by String of Feature Graph Model. This model is able to recognize activities involving interaction

between multiple objects. Recently, topic modeling has been used as an efficient solution for action representation based

on visual words, coded from features by vector quantization techniques. Two models, Semilatent Diriclet Allocation (S-LDA)

and Semilatent Correlated Topic Model (S-CTM), were suggested for human action recognition in [50] . By pushing the in-

formation provided by class labels of training data into these models, the latent topics were matched correctly class labels

with quite high accuracy. A novel variant of LDA model [4] including two-layer topics, the mid-level topic describing the

local spatial temporal patterns (STPs) and the top-level topic representing mixture distribution of STPs, was proposed by

Yang et al. [55] for action group learning. Based on the original LDA [4] , Xiao et al. [53] constructed a visual word vocabu-

lary from the STIP and HOG3D features of the cuboids around interest points. A type-2 fuzzy topic model (T2 FTM) [5] was

recommended to encode the higher-order uncertainty of each topic from 2D visual words. Although these topic models

are impressive in single action recognition, they are sometimes inappropriate and restrictive for interaction because of the

compact relations of individual objects and also interactive objects. Mapping directly the features as the visual words to

the action as topics might ignore some intermediate states when two poses in an interaction are quite similar together in

visualization. In summary, the use of STIP for activity recognition in current approaches could not guarantee the robustness

because of STIP’s fragility in practical environments. Posture information is really valuable to understand actions in the cur-

rent frame; however, modeling the articulated-pose features effectively in the time dimension has been not presented in

the most of discussed methods. In additions, describing the relations between pose features and actions by some principal

modeling techniques cannot provide a deep understanding, especially with the interactive activities. Therefore, we believe

that a novel topic model, able to explain the hierarchical relationships of features-postures-activities, is a feasible solution
56



320 T. Huynh-The et al. / Information Sciences 369 (2016) 317–333 

Fig. 1. The workflow of a proposed interaction recognition method using spatio-temporal relation features and topic model. The joint coordinates were 

achieved by Yang’s estimation algorithm on each detected human object. The features used for representing spatio-temporal relation consist of joint dis- 

tance and angle between pairs of joints. Then the codebook including two types of codewords, d -word and a -word corresponding to distance and angle 

feature, was constructed by k -mean clustering technique. A hierarchical topic model was suggested for describing the correlation between codeword, pose- 

let, and activity. Finally, interactive activities were classified by a Multi-class SVM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

for remaining limitations. Nevertheless, an expensively computational resource may be needed for the modeling process and

becomes a drawback in the comparison with the state-of-the-art methods. 

3. Interactive activity recognition method 

The proposed interaction recognition method consists of the following modules: articulated-body estimation, spatio- 

temporal relation feature extraction, codebook construction, topic modeling, and activity classification as Fig. 1 . 

3.1. Articulated-body estimation 

In this work, the authors use an efficient articulated-body estimation algorithm, introduced by Yang et al., to locate the

joint coordinates with two patterns of 14-part and 26-part [57] as shown in Fig. 2 a–b. Given the bounding box of a human

object, key points are evaluated by two criteria, PCK and APK, and then modeled into a tree graphical structure where the

nodes of the graph represents body components, and the edges between components illustrate pairwise geometric relations.

To detect human objects flexibly and search poses competently in images, a full core function was formulated by associating

a compatibility function for part configuration evaluation with a corresponding configuration containing the information of

part types and locations. Due to capturing dependence of local appearance on spatial geometry, Yang’s model achieved better

estimation speed and accuracy if compared with classic articulation models [13,16] using the pictorial structure [17] on the

real-life datasets. 

In order to boost the performance of articulated joint locating, multiple pose estimators are trained on the testing data

sets hereafter to control variance among activities. In the training stage, samples of a particular activity in the Image Parse

data set [35] are chosen as positive samples and remainders in the INRIA Person data set [11] are treated as negative sam-

ples. The INRIA Person data set comprises non-person images while the Image Parse data set contains 305 pose-annotated

images of greatly articulated full-body human poses. In the testing stage, each estimator is tried one by one to select the

best result with the maximum score. By this strategy, the estimation accuracy is fairly improved. The data set of 2D coordi-

nates is obtained as the output of this phase. 

3.2. Spatio-temporal relation feature extraction 

In the interaction case, the human poses should be discriminated on different activities. The pose of individual human

object are good enough for single action recognition; however, for interaction recognition, the relations between two objects

have to be exploited due to the pose similarity. In the UT-Interaction dataset [39] , Punching and Pushing, which present one

human object in the standing pose and another in the acting pose should be differentiated through the active poses and

the object-object relations. Because most of activities in the practical environments are performed within a time duration,

monitoring objects in the time dimension is necessary, in which the temporal features describing the posture translation

are extracted. The spatio-temporal relation features are therefore studied from the pose coordinate dataset. The authors

calculate the distance of two joints and the angle between a joint vector and the horizontal axis. Fig. 2 c–j describes eight

feature types extracted from two objects. 

Intra-spatio joint distance: The joint distance feature (see Fig. 2 c) is defined as the Euclidean distance between a pair of

two joints for each human object in a frame; therefore calculated as follows: 

d X ( i, j, t ) = 

∥∥p t i,X − p t j,X 

∥∥ (1) 

where p t 
i,X 

∈ � 

2 is coordinate of joint i belongs to the human object X at the time t ∈ T corresponding to the t th frame. 
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Fig. 2. Illustrations of two articulation patterns: (a) 14-part pattern, (b) 26-part pattern; and the extracted features using the joint coordinate dataset: 

(c) Intra-spatio joint distance, (d) Intra-spatio joint angle, (e) Inter-spatio joint distance, (f) Inter-spatio joint angle, (g) Intra-temporal joint distance, (h) 

Intra-temporal joint angle, (i) Inter-temporal joint distance, (j) Inter-temporal joint angle. 

 

 

 

 

 

 

 

 

Intra-spatio joint angle: The joint angle feature (see Fig. 2 d) is defined as the angle between the joint vector 
−−→ 

p i p j and the

horizontal axis 
−→ 

Ox : 

ϕ X ( i, j, t ) = ∠ 

(−−−−→ 

p t i,X p 
t 
j,X , 

−→ 

Ox 

)
(2)

Inter-spatio joint distance: The inter-spatio joint distance feature (see Fig. 2 e) is calculated by Eq. 1 , where joints belong

to different objects. Particularly, it is measured as follows: 

d XY ( i, j, t ) = 

∥∥p t i,X − p t j,Y 

∥∥ (3)

where 

{ 

p t 
i,X 

, p t 
j,Y 

} 

∈ � 

2 are the 2D location coordinates of joint i belongs to the human object X and joint i belongs to the

human object Y at the t th frame. 

Inter-spatio joint angle: The inter-spatio joint angle feature (see Fig. 2 f) is developed from Eq. 2 for two objects: 

ϕ XY ( i, j, t ) = ∠ 

(−−−−→ 

p t i,X p 
t 
j,Y , 

−→ 

Ox 

)
(4)

Intra-temporal joint distance: The intra-temporal joint distance (see Fig. 2 g) represents the Euclidean distance between

pair of joints belonging to one human object at the current t th frame and the previous ( t − t 0 ) th frame: 

d X ( i, j, t − t 0 , t ) = 

∥∥p t−t 0 
i,X 

− p t j,X 

∥∥ (5)

where t indicates the time length which is also understood as the number of frames. 
0 
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Table 1 

Category of extracted features. 

Feature category Term Codebook size 

Spatial distance D S X , D 
S 
Y , D 

S 
XY K 

Temporal distance D T X , D 
T 
Y , D 

T 
XY , D 

T 
Y X K 

Spatial angle �S 
X , �

S 
Y , �

S 
XY K 

Temporal angle �T 
X , �

T 
Y , �

T 
XY , �

T 
Y X K 

Spatio-temporal distance D S X , D 
S 
Y , D 

S 
XY , D 

T 
X , D 

T 
Y , D 

T 
XY , D 

T 
Y X K 

Spatio-temporal angle �S 
X , �

S 
Y , �

S 
XY , �

T 
X , �

T 
Y , �

T 
XY , �

T 
Y X K 

Spatial distance-angle D S X , D 
S 
Y , D 

S 
XY , �

S 
X , �

S 
Y , �

S 
XY 2 K 

Temporal distance-angle D T X , D 
T 
Y , D 

T 
XY , D 

T 
Y X , �

T 
X , �

T 
Y , �

T 
XY , �

T 
Y X 2 K 

Merged feature 
D S X , D 

S 
Y , D 

S 
XY , D 

T 
X , D 

T 
Y , D 

T 
XY , D 

T 
Y X 

�S 
X , �

S 
Y , �

S 
XY , �

T 
X , �

T 
Y , �

T 
XY , �

T 
Y X 

2 K 

 

 

 

 

 

Intra-temporal joint angle: The intra-temporal joint angle (see Fig. 2 h) describes the angle between the joint vector 
−−−−→
p 

t−t 0 
i 

p t 
j 

and the horizontal axis: 

ϕ X ( i, j, t − t 0 , t ) = ∠ 

(−−−−−−−−−→ 

p i,X t − t 0 p 
t 
j,X , 

−→ 

Ox 

)
(6) 

Inter-temporal joint distance: The inter-temporal joint distance (see Fig. 2 i) formulates the Euclidean distance between

pairs of joints belonging to two different objects at different frames: 

d XY ( i, j, t − t 0 , t ) = 

∥∥p t−t 0 
i,X 

− p t 
j,Y 

∥∥
d Y X ( i, j, t − t 0 , t ) = 

∥∥p t−t 0 
i,Y 

− p t 
j,X 

∥∥ (7) 

where d XY ( i, j, t − t 0 , t ) is the distance between joint i of the object X at the ( t − t 0 ) th frame and joint j of the object Y at

the current frame while an opposite case with d Y X ( i, j, t − t 0 , t ) . 

Inter-temporal joint angle: Similarly, the inter-temporal joint angle (see Fig. 2 j) expresses the angle features between two

different objects in different frames: 

ϕ XY ( i, j, t − t 0 , t ) = ∠ 

(−−−−−→ 

p t−t 0 
i,X 

p t 
i,Y 

, 
−→ 

Ox 

)
ϕ Y X ( i, j, t − t 0 , t ) = ∠ 

(−−−−−→ 

p t−t 0 
i,Y 

p t 
i,X 

, 
−→ 

Ox 

) (8) 

Due to the difference in unit, distance and angle features have to be normalized as follows: 

̂ d = 

d − d min 

d max − d min 

(9) 

̂ ϕ = 

ϕ 

2 π
(10) 

All features are obviously summarized and categorized into classes of feature types and dimensions as shown in Table 1 ,

where the terms in categories are identified as follows: 

D 

S 
X = 

{
d ( i, j, t ) 

∣∣i ∈ X 

t , j ∈ X 

t , i � = j 
}

D 

S 
Y = 

{
d ( i, j, t ) 

∣∣i ∈ Y t , j ∈ Y t , i � = j 
}

D 

S 
XY = 

{
d ( i, j, t ) 

∣∣i ∈ X 

t , j ∈ Y t 
}

D 

T 
X = 

{
d ( i, j, t − t 0 , t ) 

∣∣i ∈ X t − t 0 , j ∈ X 

t 
}

D 

T 
Y = 

{
d ( i, j, t − t 0 , t ) 

∣∣i ∈ Y t − t 0 , j ∈ Y t 
}

D 

T 
XY = 

{
d ( i, j, t − t 0 , t ) 

∣∣i ∈ X t − t 0 , j ∈ Y t 
}

D 

T 
Y X = 

{
d ( i, j, t − t 0 , t ) 

∣∣i ∈ Y t − t 0 , j ∈ X 

t 
}

�S 
X = 

{
ϕ ( i, j, t ) 

∣∣i ∈ X 

t , j ∈ X 

t , i � = j 
}

�S 
Y = 

{
ϕ ( i, j, t ) 

∣∣i ∈ Y t , j ∈ Y t , i � = j 
}

�S 
XY = 

{
ϕ ( i, j, t ) 

∣∣i ∈ X 

t , j ∈ Y t 
}

�T 
X = 

{
ϕ ( i, j, t − t 0 , t ) 

∣∣i ∈ X t − t 0 , j ∈ X 

t 
}

�T 
Y = 

{
ϕ ( i, j, t − t 0 , t ) 

∣∣i ∈ Y t − t 0 , j ∈ Y t 
}
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�T 
XY = 

{
ϕ ( i, j, t − t 0 , t ) ∣i ∈ X t − t 0 , j ∈ Y t 

}
�T 

Y X = 

{
ϕ ( i, j, t − t 0 , t ) 

∣∣i ∈ Y t − t 0 , j ∈ X 

t 
}

(11)

Compared with the spatial feature sets only describing the posture relations between two objects in the current frame,

the temporal feature sets containing the information of body component translation are predicted to achieve a higher recog-

nition accuracy; however, more computational resources may be needed for calculating temporal features. For example, the

temporal distance set has four terms D 

T 
X , D 

T 
Y , D X Y 

T , and D Y X 

T instead of three terms in the spatial distance set as D 

S 
X 
, D 

S 
Y 
,

and D X Y 
T . If the 14-part pattern is used, D 

S 
X 

contains 91 distance values instead of 196 values in D 

T 
X 

. It is necessary to note

that the 26-part pattern will rapidly increase the number of features, e.g., 1677 features are extracted from the 26-part

pattern instead of 379 values extracted from the 14-part pattern. 

3.3. Codebook construction 

Some topic models, such as LDA [4] and PAM [27] rely on the existence of a codebook, constructed by a number of

visual words. For codebook construction, the authors therefore utilize k -means clustering algorithm based on the Euclidean

distance metric to quantize extracted features. The authors separate two types of codeword corresponding to distance and

angle. Concretely, each element ̂ d in the Spatio–Temporal Distance category is clustered as a distance codeword, denoted

d -word, while each element ̂ ϕ in the Spatio–Temporal Angle category is considered as an angle codeword, denoted a -word.

The parameter K in the clustering algorithm, the number of clusters and also the size of the codebook (the number of

vocabulary words), is set in advance for distance and angle feature category. If the method is investigated on the spatial or

temporal category class of distance and angle, a mixture codebook of d -word and a -word will be created with 2 K of size.

Meanwhile, a codebook of either d -word or a -word is generated if the distance or angle feature category is utilized (see

Table 1 ). In the testing phase, a frame containing two-object interactions will be represented by a collection of d -word and

a -word by mapping from the codebook. 

3.4. Four-level Pachinko Allocation Model 

In the previous section, the features describing the interaction between two human objects in the spatio-temporal rela-

tion are computed and mapped to codewords. Fundamentally, they can be used for interactive action classification of a short

period of time, however, the long time representation needs to be explored. Another issue is the high possibility of different

activities comprising more similarly interactive features. This unexpected event might lead to the wrongly recognized label,

especially with the complex activities, for example as Punching and Pushing. Therefore, in this section, the authors proposed

a hierarchical model based on the Pachinko Allocation Model (PAM) to capture the correlation between the relational fea-

tures, interaction poselets, and interactions. In order to represent and learn arbitrary, nested, and possibly sparse activity

correlations, this model is constructed based on the arbitrary Directed Acyclic Graphs (DAGs). 

Although PAM is fundamentally introduced with arbitrary DAGs, four-level hierarchy structure, a special case discussed

in [27] , consists of one root topic, u super topics at the second level P = { ρ1 , ρ2 , . . . , ρu } , v subtopics at the third level

Q = { � 1 , � 2 , . . . , � v } and N codewords at the bottom. According to the joint distance and angle features, the codebook com-

prises d -words and a -words which are described in the previous section. From natural language processing to computer

vision, the super topic and subtopic in topic models are corresponding to the interactive activities and the interactive pose-

lets, respectively. The root is associated to interactive activities; the interactive activities are fully connected to interactive

poselets; and the interactive poselets are fully linked to the codewords at the bottom of the hierarchical structure as shown

in Fig. 3 a. The multinomials of the root and activities are sampled for each frame based on a single Dirichlet distribution

g r ( δr ) and g l ( δl ) | u l=1 , respectively. The poselets are modeled with multinomial distributions φ� l 

∣∣v 
k =1 

and ψ � l 

∣∣v 
k =1 

which are

sampled from Dirichlet distribution g ( β) and g ( γ ), which will be used for sampling the d-words and a-words in the PAM

algorithm. The graphic model for four-level PAM is displayed in Fig. 3 b. The particular notations used in PAM are summa-

rized in the Table 2 . According this model, a frame s in the sequence of T frames S = { s 1 , s 2 , . . . , s T } , is generated by the

following process: 

1. Write a multinomial distribution θ (s ) 
r from a Dirichlet prior δ(s ) 

r for frame s . 

2. For each interactive activity ρ l , write a multinomial distribution θ ( s ) 
ρl 

over interactive poselets from a Dirichlet distribution

g l ( δl ), where δl is an appropriate Dirichlet prior. 

3. Write multinomial distributions φ� k 

∣∣v 
k =1 

from a Dirichlet prior β for each interactive poselet ϱk . 

4. Write multinomial distributions ψ � k 

∣∣v 
k =1 

from a Dirichlet prior γ for each interactive poselet ϱk . 

5. For each codeword w in the current frame s : 
• Write an interactive activity ρw,s from θ (s ) 

r . 

• Write an interactive poselet � w,s from θ ( s ) 
ρw,s 

. 
• Write a codeword w from the multinomial φ� w,s if w is a d-word and from the multinomial ψ � w,s if w is an a-word. 
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Fig. 3. Pachinko Allocation Model: (a) Hierarchical topic model, (b) Graphic model. 

Table 2 

Notations used in the PAM model. 

Symbol Description 

u Number of interactive activities 

v Number of interactive poselets 

T Number of frames 

N Number of unique codewords 

g r ( δr ) Dirichlet distribution associated with the root 

g l ( δl ) Dirichlet distribution associated with the l th activity 

g ( β) Dirichlet distribution associated with poselet for distance features 

g ( γ ) Dirichlet distribution associated with poselet for motion featurres 

θ (s ) 
r The multinomial distribution sampled from g r ( δr ) for the root in frame s 

θ ( s ) 
p l 

The multinomial distribution sampled from g l ( δl ) for an activity in frame s 

φϱ The multinomial distribution sampled from g ( β) for a poselet ϱ
ψ ϱ The multinomial distribution sampled from g ( γ ) for a poselet ϱ
ρw,s The interactive activity ρ associated with the codeword w in the frame s 

� w,s The interactive poselet ϱ associated with the codeword w in the frame s 

 

 

Following the above process, the joint probability of generating the frame s , the interactive activity assignments ρ( s ) , the

interactive posetlet assignments ϱ( s ) , and the multinomial distribution θ ( s ) is calculated as follows: 

P 
(

s, � ( s ) , ρ( s ) , θ ( s ) 
∣∣δ, β, γ

)
= P ( θr | δr ) 

u ∏ 

l=1 

P 
(
θρl 

( s ) | δl 

)
×

∏ 

w 

[
P 
(
ρw 

| θ ( s ) 
r 

)
P 
(
� w 

| θ ( s ) 
� w 

)
P 
(

w | φ� w , ψ � w 

)]
(12) 

where P 
(
w 

∣∣φ� w , ψ � w 

)
= P 

(
w 

∣∣φ� w 

)
P 
(
w 

∣∣ψ � w 

)
. Integrating out θ ( s ) and summing over ρ( s ) and ϱ( s ) , the marginal probability

of a frame can be calculated as: 

P ( s | δ, β, γ ) = 

∫ 
P 
(
θ ( s ) 

r 

∣∣δr 

) u ∏ 

l=1 

P 
(
θ ( s ) 
ρl 

∣∣δl 

)
×

∏ 

w 

∑ 

ρw , � w 

[
P 
(
ρw 

| θ ( s ) 
r 

)
P 
(
� w 

| θρw ( s ) 
)
P 
(

w | φ� w , ψ � w 

)]
d θ ( s ) (13) 

The probability of generating the corpus S corresponding to the overall video is computed by: 

P ( S | δ, β, γ ) = 

∫ v ∏ 

k =1 

(
P 
(
φ� k 

∣∣β)
+ P 

(
ψ � k 

∣∣γ ))∏ 

s 

P ( s | δ, β, γ ) d φd ψ (14) 

The joint distribution of the corpus S and the topic assignments is given by: 

P ( S, P, Q | δ, β, γ ) = P ( P | δ ) P ( Q | P, δ ) P ( S | Q , β ) P ( S | Q , γ ) (15) 
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By integrating out the sampled multinomials, each term is calculated as follows: 

P ( P | δ ) = 

∫ ∏ 

s 

P 
(
θ ( s ) 

r | δr 

)∏ 

w 

P 
(
ρw 

∣∣θ ( s ) 
r 

)
dθ

P ( Q | P, δ ) = 

∫ ∏ 

s 

( 

u ∏ 

l=1 

P 
(
θ ( s ) 
ρl 

| δl 

)∏ 

w 

P 
(
� w 

∣∣θ ( s ) 
ρw 

)) 

dθ

P ( S | Q , β ) = 

∫ v ∏ 

k =1 

P 
(
φ� k | β

)∏ 

s 

(∏ 

w 

P 
(
w 

∣∣φ� w 

))
d φ

P ( S | Q , γ ) = 

∫ v ∏ 

k =1 

P 
(
ψ � k | γ

)∏ 

s 

(∏ 

w 

P 
(
w 

∣∣ψ � w 

))
d ψ (16)

Finally, the approximate inference result of the condition distribution which samples the super topic and subtopic assign-

ments for each codeword, is obtained as follows: 

P ( ρw 

, � w 

| D, P −w 

, Q −w 

, δ, β, γ ) ∝ P ( w, ρw 

, � w 

| D −w 

, P −w 

, Q −w 

, δ, β, γ ) 

= 

P ( D, P, Q | δ, β, γ ) 

P ( D, P −w 

, Q −w 

| δ, β, γ ) 

= 

n 

( s ) 
l 

+ δrl 

n 

( s ) 
r + 

∑ u 
l=1 δrl 

n 

( s ) 
lk 

+ δlk 

n 

( s ) 
l 

+ 

∑ v 
k =1 δlk 

n kz + βz 

n k + 

∑ K 
z=1 βz 

n kz + γz 

n k + 

∑ K 
z=1 γz 

(17)

where n (s ) 
r is the number of occurrences of the root r in the frame s ; n (s ) 

l 
is the number of occurrences of activity ρ l in

the frame s ; n (s ) 
k 

is the number of occurrences of poselet ϱk in s ; n (s ) 
lk 

is the number of times that poselet ϱk is sampled

from the activity ρ l ; n 
(s ) 
kz 

is the number of occurrences of codeword w z in poselet ϱk . The notation −w indicates the activity

assignments except the codeword w . The hyper-parameters δ, β , and γ can be estimated via the Gibbs sampling algorithm

which is described in [27] . By tagging the joint distance and joint angle features as codewords, the new data is generated as

the output of PAM. The probability distribution is obtained as the implicit poselet – activity – frame sequence matrix from

merging the same codewords in different video contents 

3.5. Classification 

The joint distance and joint angle features are viewed as codewords and assigned to particular interactive poselet and

activity models by a four-level Pachinko Allocation Model. The interactive poselet and activity statistics in every frame se-

quence are gathered by PAM, then their frequency is observed. Hence, every sequence is represented by a matrix whose

length is the number of interactive poselets and activities. The interaction recognition is performed on these matrices cor-

responding to interaction videos. To solve the N -class pattern recognition problem, the authors utilize the Binary Tree of

SVM [15] , or BTS for abbreviation, in which each node in the tree produces a binary decision using the original SVM. Based

on the recursively dividing the classes into two disjoint groups in every node of the decision tree, the group of unknown

sample will be identified by the SVM classifier. In the training phase, BTS has N − 1 binary classifiers ( N is the number of

classes) while it requires only log 4 / 3 
(

N+3 
4 

)
binary tests on average to make a decision. 

4. Experiments and discussions 

4.1. Dataset and experiment setup 

In this paper, three experiments are performed on two well-known interaction datasets, BIT-Interaction dataset [24] and

UT-Interaction dataset [39] . All of the experiments were performed on a desktop PC running Windows 7 Operating System

with a 2.67-GHz Intel Core i5 CPU and 4GB of RAM. Matlab 2013a was used to make the simulations. The proposed method

was evaluated using the 10-fold cross-validation for all experiments. 

BIT-Interaction data set has eight classes of human interactive activity (bowing, boxing, hand shaking, high-five, hugging,

kicking, patting, and pushing) as shown in Fig. 4 a–h, with 50 short videos ( ∼ 2 s) per class. Each video is recorded with

a resolution of 320 × 240 and a rate of 30 fps (frame per second). Videos are captured in realistic scenes, included indoor

and outdoor environments, with partial occluded body components, dynamic object movements, and different viewpoints

in various illumination conditions. 

UT-Interaction data set consists of six interactions (hand shaking, hugging, kicking, pointing, punching and pushing) as

shown in Fig. 4 i–n. Each interaction is presented by 10 videos whose lengths are around 1 min. Totally, there are 60 videos

for six classes provided in the data set. Those videos are captured with a resolution of 720 × 480 and a frame rate of 30

fps with slightly different zoom rate and camera jitter. 
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Fig. 4. Eight interactive activities in the BIT-Interaction data set: (a) Bowing, (b) Boxing, (c) Hand shaking, (d) High-five, (e) Hugging, (f) Kicking, (g) Patting, 

(h) Pushing. Six interactive activities in the UT-Interaction data set: (i) Hand shaking, (j) Hugging, (k) Kicking, (l) Pointing, (m) Punching, (n) Pushing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In two data sets, the individual human objects in each frame were extracted by their bounding boxes supported in dataset

owners for pose estimation. This strategy aim is to improve the estimation accuracy and computational speed because of

searching body parts in a segmented area instead of a whole image. Moreover, the authors consider both the 14-part and

26-part patterns using the INRIA Person dataset [11] and the Image Parse data set [35] for pose learning. The parameter

configuration for pose estimation algorithm [57] is set up with α = 0 . 2 , h and w as the height and width of the bounding

box. A codebook with 10 0 0 of size, consisted of 50 0 d-words and 50 0 a-words, is constructed using the k -mean clustering

algorithm. In the four-level PAM model, the numbers of interactive activities u are defined to 8 and 6 for the BIT-Interaction

data set and the UT-Interaction data set, respectively, and the number of interactive poselets v was set to 150 for both of

them. The Dirichlet distribution over activities and poselets is produced with parameter 0.01. The Gibbs sampling process is

performed with 10 0 0 burn-in iterations and then 20 samples are drawn in the following 250 iterations. For BTS classifier,

the authors utilize LibSVM [6] with RBF kernel to solve the multi-class classification problem. 

Three experiments are explained in detail as follows: 

• In the first experiment, the recognition method is validated for each data set on two articulation estimation patterns.

This experiment investigates the influence of pose estimation performance on activity recognition accuracy. 
• In the second experiment, the authors validate the feature types, distance and angle feature sets in the spatial and

temporal dimension, using the 26-part pattern for pose estimation. This benchmark proves that recognition accuracy

also depends on relation features. 
• Finally, the proposed PAM-based hierarchical topic model was compared with LDA, a standard topic model, and the
state-of-the-art interaction recognition methods on the same testing datasets. 
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Fig. 5. Confusion matrices of the SVM classifier using spatio-temporal distance feature set on the BIT-Interaction data set: (a) 14-part pattern, (b) 26-part 

pattern; and on UT-Interaction data set: (c) 14-part pattern, (d) 26-part pattern. 

 

 

 

 

 

 

 

 

 

 

 

4.2. Experiment results and discussions 

The confusion matrices for the first experiment on two interaction datasets are shown in Fig. 5 . The feature category used

for the estimation pattern test is the spatio-temporal distance set (see Table 1 ). For the BIT-Interaction dataset ( Fig. 5 a–b),

the 26-part pattern recognizes more accurate than 14-part pattern in most of activity classes. More valuable features which

are extracted from the 26-part pattern are useful for the complex activity understanding. An improvement of classification

accuracy is also obtained in the case of the UT-Interaction data set ( Fig. 5 c–d) where the 26-part pattern outperformed the

14-part pattern on five activities among six in total. However, more estimated parts (midway points between limbs, such as

mid-upper arm, mid-lower arm, etc) significantly increase the computational cost of estimation and feature extraction pro-

cesses, for instance with the spatial distance category, ( 325 + 2 × 676 ) features calculated from the 26-part pattern instead

of ( 91 + 2 × 144 ) features calculated from the 14-part pattern. 

In the second experiment, the authors investigate the proposed method on different feature categories using the 26-

part pattern. The classification results on the BIT-Interaction data set are reported by the confusion matrices in Fig. 6 and

summarized in Table 3 . Totally, there are eight examined categories: the spatial distance set, temporal distance set, spatial
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Fig. 6. Confusion matrices of the SVM classifier on the BIT-Interaction data set using 26-part pattern: (a) spatial distance feature, (b) temporal distance 

feature, (c) spatial angle feature, (d) temporal angle feature, (e) spatial distance-angle feature, and (f) temporal distance-angle feature. 
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Table 3 

Recognition accuracy (%) of the proposed method using different feature types. 

BIT-Interaction data set 

Features Bowing Boxing Shaking High-five Hugging Kicking Patting Pushing Overall 

Spatial distance 88 .0 92 .0 88 .0 88 .0 86 .0 86 .0 86 .0 88 .0 87 .8 

Temporal distance 90 .0 94 .0 88 .0 90 .0 84 .0 86 .0 86 .0 90 .0 88 .5 

Spatial angle 72 .0 68 .0 66 .0 68 .0 68 .0 70 .0 70 .0 68 .0 68 .8 

Temporal angle 80 .0 74 .0 68 .0 76 .0 80 .0 70 .0 74 .0 70 .0 74 .0 

Spatio-temporal distance 90 .0 94 .0 90 .0 92 .0 88 .0 88 .0 86 .0 92 .0 90 .0 

Spatio-temporal angle 82 .0 74 .0 70 .0 74 .0 78 .0 74 .0 78 .0 76 .0 75 .8 

Spatial distance-angle 90 .0 90 .0 90 .0 92 .0 90 .0 88 .0 90 .0 88 .0 89 .8 

Temporal distance-angle 92 .0 92 .0 92 .0 92 .0 92 .0 90 .0 90 .0 90 .0 91 .2 

UT-interaction data set 

Features Shaking Hugging Kicking Pointing Punching Pushing Overall 

Spatial distance 80 .0 80 .0 90 .0 90 .0 70 .0 80 .0 81 .7 

Temporal distance 80 .0 90 .0 90 .0 90 .0 80 .0 80 .0 85 .0 

Spatial angle 60 .0 60 .0 70 .0 70 .0 60 .0 60 .0 63 .3 

Temporal angle 70 .0 60 .0 70 .0 70 .0 70 .0 70 .0 68 .3 

Spatio-temporal distance 90 .0 90 .0 90 .0 100 .0 80 .0 80 .0 88 .3 

Spatio-temporal angle 70 .0 80 .0 70 .0 80 .0 80 .0 70 .0 75 .0 

Spatial distance-angle 90 .0 90 .0 90 .0 90 .0 80 .0 90 .0 88 .3 

Temporal distance-angle 90 .0 90 .0 90 .0 100 .0 90 .0 90 .0 91 .7 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

angle set, temporal angle set, spatio-temporal distance set, spatio-temporal angle set, spatial distance-angle set, and tem-

poral distance-angle set, that were collected from the intra and inter-object distance and angle features in the spatial and

temporal dimension. In Fig. 6 a–b representing results on the distance feature sets, the proposed method achieves a greater

accuracy with the temporal set over the spatial set in most of activities. Compared with the spatial distance set, the tempo-

ral distance set contains more information of pose translation. This strategy is repeated on the angle feature sets ( Fig. 6 c–d)

and the merging feature sets of distance and angle ( Fig. 6 e–f). The above results indicate that the temporal feature sets

hold more relational body-part information about object movements. Furthermore, compared with distance feature, the an-

gle information between joint pairs is less useful (68.8% versus 87.8% for spatial feature sets and 74.0% versus 88.8% for

temporal feature sets in overall accuracy) because angle feature is quite fragile to noise from the estimation process. When

merging distance and angle features following spatial and temporal dimension, the performance in accuracy is differentially

improved (see Table 3 ). However, it is important to note that highly expensive computation is required for merged feature

sets. From Table 3 , the spatio-temporal distance feature, the spatial distance-angle feature, and the temporal distance-angle

feature sets provide the highest overall accuracy results among eight feature categories. According confusion matrices, Hug-

ging and Patting are the most confused together. Hugging and Patting are mostly confused with Pushing (4–6%), and on

the contrary. Moreover, Pushing is mostly misunderstood with Hugging and Patting. These activities get some challenges in

the pose tracking and locating due to the body-part overlapping. The confusion matrices and the overall accuracy results

for the UT-Interaction data set are shown in Fig. 7 and Table 3 , respectively. The angle feature is not compatible for this

data set with low accuracy (less than 64% and 69% for spatial and temporal angle set, respectively), even if the temporal

angle feature category is used. Combining distance and angle features to merging sets in the spatial and temporal dimension

sometimes does not bring accuracy improvement at all, for instance, the recognition results of Kicking and Pointing using

spatial distance feature in Fig. 7 a are equal to results of spatial distance-angle feature in Fig. 7 e. In the best performance

case using the temporal distance-angle feature set, Pointing is recognized correctly with 100% in accuracy. Punching and

Pushing are confused each other due to some resemblances of interactive poselets in the beginning and ending period of

activities. 

In the last experiment, the proposed method is validated using the merged feature set (see Table 1 ) that contained in-

formation of joint distance and angle features extracted in the spatio-temporal dimension. Two confusion matrices of the

SVM classifier corresponding to two interaction data sets are presented in Fig. 8 . Compared with feature sets in the second

experiment, the proposed method provides higher recognition rates with merged feature sets on the BIT-Interaction dataset

(Bowing, Boxing, Hugging, Kicking, Patting, and Pushing) and the UT-Interaction data set (Kicking and Pointing). Neverthe-

less, the confusions are still occurred with activities involving occlusions, such as Hugging, Patting, Punching, and Pushing.

In this experiment, the authors further compare the proposed PAM-based method with the LDA-based approach. Although

LDA is constructed on the DAGs structure with Dirichlet distribution, it is only capable to capture the correlation among

the features (as codewords) to support directly to the high level information (as activities) without intermediate knowledge

from interactive poselets. According to the benefits from capturing correlations among relational features, as well as among

interactive poselets and activities, PAM outperforms LDA, greater than 10% and 13% of overall accuracy on two test data

sets. Moreover, the authors do an accuracy competition between the proposed method with existing interaction recogni-

tion methods, concretely, Lan et al. [26] , Ryoo et al. [39] , Yu et al. [59] , Ryoo et al. [38] , Kong et al. [23] , and Kong et al.

[24] on the same data sets. The recognition accuracy results are presented in Table 4 for the BIT-Interaction data set and the
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Fig. 7. Confusion matrices of the SVM classifier on the UT-Interaction data set using 26-part pattern: (a) spatial distance feature, (b) temporal distance 

feature, (c) spatial angle feature, (d) temporal angle feature, (e) spatial distance-angle feature, and (f) temporal distance-angle feature. 
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Fig. 8. Confusion matrices of the SVM classifier using 26-part pattern with merged feature category: (a) BIT-Interaction data set, (b) UT-Interaction data 

set. 

Table 4 

Comparing recognition accuracy (%) of the proposed method with existing methods. 

BIT-interaction data set 

Features Bowing Boxing Shaking High-five Hugging Kicking Patting Pushing Overall 

LDA [4] 84 .0 88 .0 84 .0 88 .0 84 .0 82 .0 76 .0 78 .0 83 .0 

Lan et al. [26] 82 .0 76 .0 80 .0 88 .0 88 .0 82 .0 82 .0 80 .0 82 .3 

Yu et al. [59] 86 .0 84 .0 80 .0 84 .0 82 .0 86 .0 84 .0 80 .0 83 .3 

Ryoo et al. [38] 88 .0 88 .0 80 .0 88 .0 84 .0 88 .0 80 .0 76 .0 84 .0 

Kong et al. [23] 82 .0 80 .0 82 .0 94 .0 94 .0 80 .0 82 .0 88 .0 85 .3 

Kong et al. [24] 94 .0 88 .0 94 .0 94 .0 94 .0 88 .0 88 .0 88 .0 91 .0 

Proposed method 94 .0 96 .0 92 .0 92 .0 92 .0 92 .0 92 .0 94 .0 93 .0 

UT-interaction data set 

Features Shaking Hugging Kicking Pointing Punching Pushing Overall 

LDA [4] 80 .0 70 .0 90 .0 90 .0 80 .0 70 .0 80 .0 

Lan et al. [26] 80 .0 80 .0 100 .0 80 .0 70 .0 70 .0 80 .0 

Yu et al. [59] 100 .0 80 .0 70 .0 100 .0 80 .0 70 .0 83 .3 

Ryoo et al. [38] 80 .0 90 .0 90 .0 90 .0 80 .0 80 .0 85 .0 

Kong et al. [23] 80 .0 80 .0 100 .0 90 .0 90 .0 90 .0 88 .3 

Kong et al. [24] 100 .0 90 .0 100 .0 80 .0 90 .0 90 .0 91 .7 

Proposed method 90 .0 90 .0 100 .0 100 .0 90 .0 90 .0 93 .3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

UT-Interaction data set. According to the experimental outcomes, the proposed method outperforms the others in most of

testing activities. The activity co-occurrence based method, proposed by Lan et al. [26] , combines the adaptive structure and

the HOG-based action context descriptor to model the person-person interaction. Due to spatial relation exploration, Lan’s

model is restricted to deeply understand more complex interactive activities which are generally required more temporal

information. Ryoo et al. [38] introduce a novel methodology for activity prediction and recognition based on a dynamic bag-

of-words. Although Ryoo’s method is capable to fairly handle noise, it is inhibited by overlapping interactions, such as Patting

and Pushing because of outliers from the spatio-temporal feature extractor [12] . Building on the work of Ryoo et al. [39] ,

Yu et al. [59] propose Pyramid Spatio–Temporal Relationship Match (PSRM) to combine with Semantic Texton Forest (STFs)

to upgrade recognition performance. Video-FAST descriptors provide good performance in processing speed, however, they

are corruptible in practical environments containing more dynamic motions. This drawback explains for quite poor accu-

racy of Yu’s method at Pushing, Shaking, and Hugging. Two approaches proposed by Kong et al. [23,24] significantly exceed

previous works. According to high-level descriptors, called interactive phrases, Kong et al. formulate binary semantic rela-

tionships between interacting people [23] . Concretely, each interactive phrase, detected by an attribute model, is associated

with only one attribute belonging to corresponding interactive person to describe motion relationships. Understanding co-

occurrence relationships between pairs of interactive phrases therefore addresses motion ambiguity and partial occlusion. In

[24] , Kong et al. improve recognition performance by a data-driven attribute model and a new learning formulation. The ex-

tended version brought some improvements in classification accuracy when compared with original [23] , for instance, 91.0%

versus 85.3% for the BIT-Interaction data set and 91.7% versus 88.3% for UT-Interaction data set in overall accuracy. Kong’s

improvement approach recognizes more accurate than the proposed method at High-five, Shaking, and Hugging activities.
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Table 5 

Processing time result (Mins) of the proposed method. 

Step BIT-interaction UT-interaction 

( ∼28,0 0 0 frames) ( ∼10,800 frames) 

Pose estimation 20 32 

Feature extraction and Codebook construction 58 35 

Activity modeling and Classification 212 168 

Total ∼ 290 ∼ 235 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Learning data-driven phrases using the information bottleneck technique [44] is able to extract discriminative phrases for

differentiating interactive activities. In additions, semantic descriptors are able to handle the motion ambiguity and partial

occlusion in the interactions while the proposed method is fairly depended on the articulation estimation outcomes. How-

ever, the limitation is that the method did not consider dependencies of phrases and attributes in the temporal dimension

to lead to some misperception at Pushing, Patting, and Pointing. Different from existing approaches, the proposed method

calculates joint distance and angle features from detected joint coordinates using an effective articulated-body estimation

to describe intra and inter-person relation in spatio-temporal dimension. The PAM-based hierarchical topic model provides

full and flexible correlations of feature-poselet-interaction to maximize explicitness between activities through interactive 

poselets. Each step in the method is processed separably, the processing time is therefore measured individually and then

accumulated for the total. The processing time results are detail listed in Table 5 . It is necessary to note that the 26-part

pattern and the merged feature set are installed as the default setting for the timing experiment. The processing time for

pose estimation depends on the number of frames and the frame resolution. The Gibbs sampling used in the 4-Level PAM

for activity modeling is run with 10 0 0 burn-in iterations and its time varies on the number of activities and number of

interactive poselets. 

5. Conclusion 

We proposed a four-level topic model, developed from Pachinko Allocation Model, for the interactive activity recog-

nition, in which the relationships between the relation features and the interactions are fully described through the in-

teractive poselets. In our approach, the intra and inter-person joint features of distance and angle are calculated in the

spatio-temporal dimension from the pose estimation outcome. The poselet layer is composed by two types of codeword,

d-word and a-word corresponding to joint distance and angle feature, to differentiate the complex interactions. Compared

with the 14-part pattern, the proposed method achieves the better accuracy with the 26-part pattern used for pose estima-

tion. Among testing feature categories, the merged feature set is reported as the best results for two benchmark interaction

datasets. Moreover, we compare our approach with the standard LDA model used for topic modeling and the state-of-the-art

approaches to demonstrate remarkable efficiency in the challenge of interaction recognition. 

Because PAM is originally built as a parameter model, the numbers of super topic and sub-topic have to be predefined

in advance. The hierarchical Dirichlet process (HDP) [46] can be used as a nonparametric prior for learning the number of

topic. Another problem is the high feature dimension that comes from the feature type and the body pattern used in the

joint estimation Some advance feature selection algorithms and dimensional reduction techniques are capable to apply for

this task without degradation of recognition accuracy. 
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Abstract: Recent years have witnessed a huge progress in the automatic identification of individual
primitives of human behavior, such as activities or locations. However, the complex nature of human
behavior demands more abstract contextual information for its analysis. This work presents an
ontology-based method that combines low-level primitives of behavior, namely activity, locations
and emotions, unprecedented to date, to intelligently derive more meaningful high-level context
information. The paper contributes with a new open ontology describing both low-level and
high-level context information, as well as their relationships. Furthermore, a framework building on
the developed ontology and reasoning models is presented and evaluated. The proposed method
proves to be robust while identifying high-level contexts even in the event of erroneously-detected
low-level contexts. Despite reasonable inference times being obtained for a relevant set of users and
instances, additional work is required to scale to long-term scenarios with a large number of users.

Keywords: context recognition; context inference; ontologies; ontological reasoning; human behavior
identification; activities; locations; emotions

1. Introduction

A revolutionary wave of smart systems has recently emerged to enable the automatic identification
of human behavior. Proposed solutions are generally intended to recognize the primal dimensions of
human behavior and context, including people’s activities, emotions and locations. Video systems [1]
and on-body sensors [2] have extensively been considered for the recognition of physical activity.
Other works have used positioning technologies to track the user location and derive movement
patterns [3]. Video, audio or a combination of both modalities have also been proposed for
analyzing speech and facial expressions in order to recognize some emotional states [4,5]. Data-driven,
knowledge-driven and hybrid methods are normally considered for processing these sensory data to
identify human behavior. In data-driven approaches, machine learning techniques are used to detect
patterns matching some known contexts describing behavior [6–8]. In knowledge-driven approaches,
ontologies and rules are utilized to model and infer different contexts [9–11]. Both data-driven
and knowledge-driven techniques are further combined in hybrid methods to determine various
components of human behavior [12,13].
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Despite the value of the contributions made for the automatic identification of human behavior,
it is fair to say that most existing solutions tend to apply to a sole dimension of behavior. In other
words, most systems are only capable of identifying activities, locations or emotions, but generally
not a combination of them. While these primitives could be considered in isolation for a preliminary
analysis of a person’s behavior, their appropriate combination can lead to more meaningful and richer
expressions of context for behavior understanding. Hence, there is a clear opportunity for developing
new methods for the automatic identification of richer human behavior information.

This work presents an ontology-based method to intelligently combine cross-domain behavior
primitives, also referred to as low-level contexts, in order to infer more abstract human context
representations, hereafter high-level contexts. The proposed method particularly extends beyond the
state-of-the-art while uniting emotion information as a novel behavioral component together with
activity and location data to derive more meaningful contextual information. This paper contributes
with an open ontology, the so-called Mining Minds Context Ontology, integrating all of the contextual
definitions to link both low and high-level context domains. This work further contributes with the
design, implementation and evaluation of a framework, namely the Mining Minds High-Level Context
Architecture, which builds on the Mining Minds Context Ontology and reasoning techniques to enable
the inference of high-level context from low-level context primitives in real time. The Mining Minds
High-Level Context Architecture constitutes the core engine for the inference of high-level behavioral
information in the Mining Minds platform [14,15]. Despite the proposed framework being originally
devised to serve this platform, the Mining Minds High-Level Context Architecture has been defined
in a way so it can be used independently for determining high-level context information from other
similar sources of low-level context data.

The rest of the paper is organized as follows. Section 2 presents the related work. Section 3
describes the Mining Minds Context Ontology and presents some examples of context to illustrate the
different modeling principles and the inference logic. Section 4 presents the Mining Minds High-Level
Context Architecture and describes the inference method for the identification of the user context
based on the Mining Minds Context Ontology. Section 5 describes the implementation of the Mining
Minds High-Level Context Architecture and the results of its evaluation. Finally, the main conclusions
and future steps are presented in Section 6.

2. Related Work

A number of surveys have reviewed the use and foundations of ontologies for context modeling.
For example, a survey on context-aware systems [16] describes the basic design principles of
context-aware architectures and depicts the different context models. Special focus is placed in
this survey on the analysis and comparison of several approaches using ontologies. Another review of
context modeling and reasoning techniques [17] discusses the requirements for modeling different
context information and introduces the concept of high-level context abstractions. This survey describes
and compares several ontology-based models of context information. Finally, a more recent survey on
context-aware computing for the Internet of Things [18] evaluates 50 projects including the majority of
research and commercial solutions proposed in the field of context-aware computing from 2001 to 2011.
An extensive evaluation of research prototypes, systems and approaches building on ontology-based
modeling and reasoning solutions is presented in this survey.

Many ontologies have been specifically proposed to model and recognize user context. The most
well-known context ontologies and ontology-based context frameworks are described in the following.
One of the most prominent ontologies for modeling context in pervasive environments is SOUPA
(Standard Ontologies for Ubiquitous and Pervasive Applications) [19]. The core of the SOUPA ontology
defines generic vocabularies for several domains: person, agent, belief-desire-intention, action, policy,
time, space and event. Similarly, CONON (CONtext ONtology) [20] is a noticeable ontology for smart
home environments. The CONON upper ontology captures the general features of different context
entities: person, activity, computational entity and location. Both SOUPA and CONON ontologies are
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generic and can be extended to describe the context in the application-specific domain. For example,
the Context Broker Architecture (CoBrA) [21] adopts the SOUPA ontology, whereas the SOCAM
(Service-oriented Context-Aware Middleware) [22] builds on the CONON ontology. The CoBrA
ontology describes places, agents and events in an intelligent meeting room. The ontology proposed in
SOCAM models persons, activities, locations and devices for smart home and vehicle environments.

Apart from these early well-known solutions, more recent context ontologies and ontology-based
context frameworks have been proposed. The Pervasive Information Visualization Ontology
(PIVOn) [23] is composed of four ontologies for the description of intelligent environments: user, device,
environment and service. The user model describes the static characteristics of the users, their agenda
and their situation, including the user location, the current task and goals. The mIO! ontology [24]
models context-related knowledge for the adaptation of applications in mobile environments. This
ontology defines concepts like information on location and time, user information and its current or
planned activities, as well as devices located in his or her surroundings. The Context Aggregation
and REasoning (CARE) middleware [25] performs ontological and statistical reasoning to support
the context-aware adaptation of Internet services in a mobile computing environment. The ontology,
which models the user context within the CARE middleware, describes the user activities (actions and
movements), interests, contacts, calendar items and places. For example, the context business meeting
is defined as including any activity performed in a conference room within a company building and
having at least two actors, each of which is an employee. Thus, the ontology in the CARE middleware
models context based on activities and locations.

Some other works focus on the detection of a specific category of context, mainly activities,
sometimes utilizing in their definition other types of contexts, such as locations. ActivO is the ontology
used in COSAR [26], an activity recognition system that supports hybrid statistical and ontological
reasoning. The ActivO ontology models a set of activities and the context data required to recognize
them (the person performing the activity, the location of the activity and the time extent in which the
activity takes place). The authors of the ActivO ontology have also proposed a very similar approach,
but using OWL2 for modeling and reasoning [13]. Furthermore, some activities involve the interaction
with objects. Thus, contextual information about the interaction (time and location) can be used to
model and infer the activities. An ontology-based approach is used to model activities for smart
homes in [9]. The proposed ontology models activities based on a sequence of user-object interactions
and the location of the objects. For instance, the activity making tea is composed of the primitives get
cup, get tea, pour water, get milk and get sugar, which take place in the kitchen . Composite activities in
smart homes are modeled and recognized in [27]. Ontological and temporal knowledge modeling
formalisms are combined to describe composite activities, like, for example, make tea and then wash
hands . The work in [28] describes an ontology-based technique for multilevel activity recognition.
The proposed ontology models atomic gestures (actions that cannot be decomposed), manipulative
gestures (execution of simple atomic gestures), simple activities (temporal sequences of manipulative
gestures) and complex activities (concurrent execution of simple activities). One example of a complex
activity could be clean up, which is composed of the simple activities put in dishwasher and clean table.
Finally, [29] proposes a fuzzy ontology for the representation of activity and the reasoning on vague,
incomplete and uncertain knowledge. The ontology core models three domains: users, environment
including locations and actions, activities and behaviors. Actions are atomic events, activities can be a
single action or a composed set of actions, and behaviors are a sequence of activities and/or actions.
For example, the behavior coffee break includes the action exit office, the activity make coffee or take coffee
and the action enter office.

3. Mining Minds Context Ontology

There are multiple reasons supporting the choice of ontologies for context modeling and inference:
ontologies surpass non-semantic models for context modeling in terms of flexibility, extensibility,
generality, expressiveness and decoupling of the knowledge from the code [30–32]. More specifically,
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ontologies provide implicit semantics that enable the derivation of new information from existing
ones, a key characteristic to procure interoperability among different systems. Moreover, the
hierarchical structure of ontologies, with subclasses inheriting the properties from their ascendant
classes, facilitates its evolvability and maintenance. In fact, new concepts can be easily added to the
ontology and related to the existing ones, with multiple existing methods for the automatic validation
of conflicts and semantic inconsistencies. Several reasoners are also available and can be used with the
defined ontologies. Ontological reasoning can be inherently applied on ontology-based models; thus,
simplifying the inference task and avoiding the need for the explicit definition of rules. Finally, using
ontologies to infer context is also beneficial from the implementation perspective since no changes
are required in the architecture and/or implementation whenever the model is extended; thus, only
requiring the adaptation of the ontology itself.

The Mining Minds Context Ontology models context for human behavior identification in order to
enable the provision of personalized health and wellness services in Mining Minds [14,15]. Since Dey
proposed the first widely-accepted definition of context [33], many different interpretations of context
have arisen. In Mining Minds, human context is defined as any information characterizing the
physical, mental and social situation of a person that enables the identification of their behavior.
Furthermore, human context is here categorized into two different levels of abstraction: low-level
context and high-level context. Low-level context is defined as primitive context, i.e., contexts that can
be directly identified from user data and do not require any other type of context information to be
derived. Specifically, activities, locations and emotions are here considered as the three categories of
low-level context. Activities can be normally identified from the body movement; locations can be
directly derived from the user position; and emotions can be obtained from the user sentiments or
physiological responses. High-level context is the context that requires several contexts of a diverse
nature in order to be identified. This means that a high-level context builds on a combination of
low-level contexts. Therefore, high-level contexts are more complex and abstract contexts.

The Mining Minds Context Ontology aims at comprehensively modeling the most commonplace
and widely-used contexts for health and wellness services, such as the ones supported by
Mining Minds. These contexts are typically observed for both sedentary and active lifestyles.
Specifically, the high-level contexts include daily contexts like office work, sleeping, house work, commuting,
amusement, gardening, exercising, having meal and inactivity. The low-level contexts required to compose
the description of the high-level context have to be automatically recognizable. Thus, very simple
low-level contexts in the domains of activities, locations and emotions are defined. Low-level contexts
describing activities include sedentary activities associated with unhealthy habits, mild activities of
daily living and some vigorous ones related to sport and fitness practices. Namely, the modeled
activities are lying down, standing, sitting, riding escalator, riding elevator, walking, running, jumping, hiking,
climbing stairs, descending stairs, cycling, stretching, dancing, sweeping and eating. Similarly, the low-level
contexts describing the locations comprise the places where the user spends their daily life, i.e., home,
office, yard, gym, mall, restaurant, outdoors and transport. The low-level contexts describing the emotions
embrace the most prominent moods or states of mind, which are anger, happiness, neutral, sadness,
fear, disgust, surprise and boredom. The specific combinations of low-level contexts that compose each
high-level context are derived from the experience of the Mining Minds behavioral scientists. Figure 1
graphically represents these definitions of high-level context, which are modeled in the Mining Minds
Context Ontology. The considered contexts are intended to represent a wide spectrum of situations
and actions in a person’s life; however, it must be noted that this list can certainly be extended in view
of potential future applications while considering other less recurrent contexts.
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Figure 1. Graphical representation of the combination of low-level contexts that compose the high-level
contexts modeled in the Mining Minds Context Ontology.

In broad strokes, the main novelties of the Mining Minds Context Ontology are a more
comprehensive description of context using a two-level model and the incorporation of emotion
information to detect some high-level contexts. First, a layered approach is followed in which high-level
contexts build on a combination of low-level contexts. Current approaches model context in different
dimensions, for example the user is performing an activity, has a location and has a mood. However, in
these models, there is no clear link between the different dimensions of context, neither are they used
to derive other contexts. Thus, some valuable information for the identification of human behavior
is lost when using a one-level model. Second, the emotions enable the definition of new high-level
contexts, which can only be identified whenever a specific emotion takes place. This is the case of the
high-level context amusement, which must imply that the person is happy and having fun. For this
context, it is not enough to know that the person is sitting in the mall, but also that their emotion is
happiness in order to infer that the context refers to amusement. Therefore, in some cases, the activity
and the location might not be enough to detect the high-level context, and the emotion enables the
identification of more diverse high-level contexts. The Mining Minds Context Ontology is an OWL
2 ontology [34] and is publicly available at [35].

3.1. Terminology for the Definition of Context

The Mining Minds Context Ontology defines the concept of user context. The context is associated
with a given user and has a start and an end. While a context has necessarily a start referring to the time
in which the context initiates, the finalization of the context is not strictly necessary. This is motivated
by the fact that the context may be prolonged over time and be still valid at the present time. A given
context can refer to either low or high-level context. Low-level contexts represent either activities,
locations or emotions, which can further compose a high-level context. In some cases, only one category
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of the low-level context is enough to determine the high-level context. This is the case of inactivity,
where a sole sedentary activity like sitting defines this context. In some other cases, a specific category
of low-level context is essential in order to identify the high-level context. For example, amusement
can only be detected if the emotion is of type happiness. Accordingly, the ontology has been designed
to support any combination of low-level contexts to define a specific high-level context. Given the
seldom availability of emotion data, the ontology has been designed to procure the identification of
some high-level contexts, even in the absence of emotion information. The modeling of this concept of
context using the formal ontological description is presented in the following.

The main concept of the Mining Minds Context Ontology is the class Context, which represents
the context of a user in an interval of time. Several necessary conditions are described for this class to
model the concept of context (Figure 2). The existential and universal restrictions on the object property
isContextOf ensure that any individual of the class Context is linked to an individual of the class User
representing the user to which the context belongs. The existential and universal restrictions on the
functional data property hasStartTime state that all of the individuals of the class Context must be related
along this property to a unique dateTime data type of the W3C XML Schema Definition Language
(XSD) [36] representing the instant of time in which the context starts. The universal restriction on
the functional data property hasEndTime indicates that if there is a relationship of an individual of the
class Context along the property hasEndTime, it has to be to a member of the XSD dateTime data type
representing the end time of the interval in which the context is valid.

Low 
Level 

Context 

High 
Level 

Context 

Emotion Location Activity 

User 

dateTime 

dateTime 

Subclass Subclass Subclass 

hasEmotion only hasLocation only hasActivity only 

Subclass Subclass 

isContextOf only, some 

hasStartTime only, some 

hasEndTime only 

Context 

Figure 2. Mining minds context ontology: the class Context, its subclasses and the relations among them.

The class LowLevelContext represents the basic categories of low-level contexts via the classes
Activity, Location and Emotion. The class HighLevelContext models the concept of high-level context.
The universal restrictions on the object properties hasActivity, hasLocation and hasEmotion model the
relationship between the individuals of the class HighLevelContext and the individuals of the different
subclasses of LowLevelContext, which compose the high level context. The different types of high-level
contexts are modeled via ten subclasses of the class HighLevelContext. Their equivalent anonymous
classes as defined in Protégé [37] are presented in Figure 3.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 3. Mining minds context ontology: definition of the ten subclasses of HighLevelContext.
(a) OfficeWork; (b) Sleeping; (c) HouseWork; (d) Commuting; (e) Amusement; (f) Gardening; (g) Exercising;
(h) HavingMeal; (i) Inactivity; (j) NoHLC.

In order to be a member of the defined class OfficeWork (Figure 3a), an individual of the
class HighLevelContext must have a property of type hasActivity which relates to an individual
of the class Sitting, and this property can only take as a value an individual of the class Sitting.
Moreover, the individual of the class HighLevelContext must also have a property of type hasLocation,
which relates to an individual of the class Office and only to an individual of the class Office. Finally, in
case the individual of the class HighLevelContext has a property of type hasEmotion, this property must
relate to an individual of the class Anger, the class Boredom, the class Disgust, the class Happiness or
the class Neutral. This universal restriction does not specify that the relationship along the property
hasEmotion must exist, but if it exists, it must link to the specified class members.
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3.2. Instances of Context

An illustrative scenario is presented here to showcase the representation of instances of low-level
contexts and high-level contexts in the Mining Minds Context Ontology (Figure 4). Let us imagine
that it is 10 November 2015, and the user with identifier 9876 enters at 11:03:55 the office building
of her or his working place. This event is detected by a location detector, a positioning system that
interprets the coordinates of the user as the location of her or his office. Therefore, the low-level context
of category location is identified as being of type office at 11:03:55. She or he starts talking on the phone,
and a system capable of recognizing emotions detects from the tone of her or his voice that the user is
bored. Thus, the low-level context of category emotion is identified as being of type boredom at 11:05:05.
The phone call finalizes at 11:06:40, and then, no emotion is detected anymore. Meanwhile, at 11:05:25,
the user sits down at her or his workplace. This event is detected by an activity recognizer that
continuously measures her or his body motion. The low-level context of category activity is identified
as being of type sitting at 11:05:25. It should be noted that every change in any of the low-level contexts
may potentially lead to a new high-level context. For example, at 11:05:05, the combination of the
activity sitting, the location office and the emotion boredom creates a high-level context that is classified
as office work. At 11:06:40, when the emotion is no longer available, but the activity remains as sitting
and the location as office, the high-level context for this user continues being identified as office work.
Some combinations of low-level contexts do not constitute a known class of high-level context, based
on the defined ontology. This is the case of the two high-level contexts at the beginning of this scenario.
Namely, only location or the combination of the location office and the emotion boredom turn out to be
not enough to identify a more abstract high-level context. Each context has associated a name, which
serves as a unique identifier. These names are automatically created by the system whenever a new
context is detected and are composed of the prefix “llc_” or “hlc_” and a sequential unique number.
For the sake of simplicity, in this example, up to three digits are considered; however, large numbers
are normally used by the system to procure unique identifiers. Furthermore, in order to make the
example more understandable, for the low-level contexts, the membership of the instance to its name
has been appended. For example, the context representing the activity sitting is named llc_360_sitting.

HLCA Demo 

11:05:25 11:06:40 

u
se

r_
9

8
7

6
 

11:03:55 
11:05:05 

llc_360 
Sitting 

llc_359 
Boredom 

hlc_73 
OfficeWork 

hlc_72 
OfficeWork 

hlc
_71 

hlc_70 

llc_358 
Office 

Figure 4. Exemplary scenario representing low-level contexts and high-level contexts.

The terminology described in Section 3.1 is utilized at this point to generate the instances
of context resulting from this scenario. The instances of low-level context are directly created
from the information provided by the activity recognizer, location detector or emotion recognizer.
In Section 3.2.1, the generation of the low-level contexts is presented. High-level contexts can be
created from the information of the low-level contexts which are part of it and which triggered its
occurrence. In Section 3.2.2, the generation of the high-level contexts is introduced. High-level contexts
can also be classified, i.e., the membership of the high-level context or the class to which a high-level
context belongs can be determined. In Section 3.2.3, the inference of the membership of the high-level
contexts is described. Since the process of inferring the membership of a high-level context is also
called classification, the high-level contexts for which their membership has been inferred are hereafter
called classified high-level contexts. Conversely, the high-level contexts for which their membership
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has not been inferred are hereafter called unclassified high-level contexts. Finally, it is possible that the
classification of an unclassified high-level context does not result in any inferred statement. In other
words, the high-level context does not belong to any of the classes of high-level context defined in the
terminology. In this case, the high-level context, which has been intended to be classified, but does not
belong to any known class, is called unidentified high-level context.

3.2.1. Instances of Low-Level Context

The low-level contexts are modeled as members of the subclasses of LowLevelContext: Activity,
Location and Emotion. Figure 5 shows how the low-level contexts for the presented scenario are
described in Protégé. llc_358_office, llc_359_boredom and llc_360_sitting are members of the classes
Office, Boredom and Sitting, respectively. These instances model the low-level context of the user with
identifier 9876. Thus, llc_358_office, llc_359_boredom and llc_360_sitting are related along the property
isContextOf to the individual user_9876, which is a member of the class User. All of the individuals
representing the low-level contexts have a relationship along the property hasStartTime to a value
in the form of XSD dateTime, which represents the start time of the interval in which the low-level
context is valid. For example, for the individual llc_359_boredom, the property hasStartTime links to
the value “2015-11-10T11:05:05”ˆˆdateTime, which indicates that this context started at 11:05:05 on
10 November 2015. Moreover, for this very individual, the property hasEndTime relates to the value
“2015-11-10T11:06:40”ˆˆdateTime, which means that this low-level context only occurred until 11:06:40
on 10 November 2015. Therefore, the individual llc_359_boredom models a low-level context of the type
boredom for the user with identifier 9876 and which was valid in the period of time comprising from
11:05:05 to 11:06:40 on 10 November 2015.

(a)

(b)

(c)

Figure 5. Representation of the instances of low-level context for the exemplary scenario by using
the Mining Minds Context Ontology in Protégé. (a) llc_358_office is a member of the class Office;
(b) llc_359_boredom is a member of the class Boredom; and (c) llc_360_sitting is a member of the
class Sitting.

3.2.2. Instances of Unclassified High-Level Context

The unclassified high-level contexts are modeled as members of the class HighLevelContext for
which their properties and types are stated. Property assertions are used to define the low-level
contexts that compose the unclassified high-level context. The properties hasActivity, hasLocation and
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hasEmotion relate to the individuals of the subclasses of the classes Activity, Location and Emotion,
respectively. Reasoning in OWL is based on the Open World Assumption (OWA), which means that
it cannot be assumed that something does not exist unless it is explicitly stated that it does not exist.
Therefore, type assertions are used as closure axioms to indicate that an unclassified high-level context
is composed of a unique and finite set of low-level contexts. Specifically, for each of the low-level
context components of the high-level context, it is stated the type equivalent to the anonymous class
represented by the universal restriction on the property hasActivity, hasLocation or hasEmotion where the
value of the filler is the collection comprising only the low-level context. Furthermore, type assertions
are also used as closure axioms to indicate that there is no low-level context of a specific category being
part of the unclassified high-level context. In this case, for each of the categories of low-level context
absent on the unclassified high-level context, it is stated that the type equivalent to the anonymous
class is the negation class of the existential restriction on the property hasActivity, hasLocation or
hasEmotion where the filler is the class representing the category of low-level context, Activity, Location
or Emotion, respectively.

Figure 6 shows how the unclassified high-level contexts for the presented scenario are described
in Protégé. hlc_70, hlc_71, hlc_72 and hlc_73 are members of the class HighLevelContext. Similarly as
for the low-level contexts, the individuals representing the unclassified high-level contexts have
relationships along the properties isContextOf, hasStartTime and hasEndTime. For the individual
hlc_72, the property hasActivity relates to the individual llc_360_sitting, the property hasLocation to the
individual llc_358_office and the property hasEmotion to the individual llc_359_boredom. Due to the
OWA, hlc_72 has been asserted as the type hasActivity only ({llc_360_sitting}), the type hasLocation only
({llc_358_office}) and the type hasEmotion only ({llc_359_boredom}). These statements indicate that the
individual hlc_72 only has a hasActivity relationship to llc_360_sitting, a hasLocation relationship to
llc_358_office and a hasEmotion relationship to llc_359_boredom. The individual hlc_73 is composed of the
same activity and location as hlc_72; however, no emotion is part of this unclassified high-level context.
Therefore, hlc_73 has been asserted as the type not (hasEmotion some Emotion). This statement indicates
that the individual hlc_73 does not have any property of type hasEmotion linking to an individual of
the class Emotion, i.e., this unclassified high-level context does not contain any emotion.

3.2.3. Instances of Classified High-Level Context

The classified high-level contexts are obtained using a reasoner that infers the membership of
the unclassified high-level contexts. Thus, a classified high-level context is an individual of the
class HighLevelContext, which is determined to be also a member of one of the ten subclasses of
HighLevelContext: OfficeWork, Sleeping, HouseWork, Commuting, Amusement, Gardening, Exercising,
HavingMeal, Inactivity or NoHLC. Figure 7 shows the classified high-level contexts for the working
scenario and that have been inferred in Protégé using the Pellet reasoner [38]. The individuals hlc_70
and hlc_71 are not presented in the figure since they do not belong to any known class of high-level
context, i.e., they are unidentified high-level contexts.
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(a)

(b)

(c)

(d)

Figure 6. Representation of the instances of unclassified high-level context for the exemplary scenario by
using the Mining Minds Context Ontology in Protégé. (a) hlc_70; (b) hlc_71; (c) hlc_72; and (d) hlc_73 are
composed of some of the low-level contexts llc_358_office (member of the class Office), llc_359_boredom
(member of the class Boredom) and llc_360_sitting (member of the class Sitting).

The individual hlc_72 is inferred by the reasoner to belong to the class OfficeWork (Figure 7a).
Since this individual of the class HighLevelContext complies with the definition of the class OfficeWork,
it is classified as being a member of this class. hlc_72 fulfills the existential and universal restrictions on
the property hasActivity, which state that a member of the class OfficeWork must have some hasActivity
relationship to an individual of the class Sitting and only to a member of this class. These restrictions
are met since the property hasActivity only links the individual hlc_72 to the individual llc_360_sitting,
which is a member of the class Sitting. Similarly, hlc_72 also fulfills the existential and universal
restrictions on the property hasLocation. Furthermore, hlc_72 fulfills the universal restriction on the
property hasEmotion, which states that in the case a member of the class OfficeWork has a hasEmotion
relationship, it has to link to only an individual of the class Boredom. In fact, hlc_72 is only related along
the property hasActivity to the individual llc_359_boredom, which is a member of the class Boredom.
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(a)

(b)

Figure 7. Representation of the instances of classified high-level context for the exemplary scenario by
using the Mining Minds Context Ontology in Protégé. (a) hlc_72; and (b) hlc_73, which are both inferred
to be members of the class OfficeWork, are composed of some of the low-level contexts llc_358_office
(member of the class Office), llc_359_boredom (member of the class Boredom) and llc_360_sitting (member
of the class Sitting).

The individual hlc_73 is also classified by the reasoner as being a member of the class
OfficeWork (Figure 7b). Similar to the classified high-level context hlc_72, the individual hlc_73 also
complies with the existential and universal restrictions on the properties hasActivity and hasLocation.
However, the property hasEmotion about the individual hlc_73 is not asserted. The universal restriction
on the property hasEmotion does not state that the relationship must exist. In fact, it may not exist at all
and the restriction still be fulfilled, as is the case for hlc_73. Thus, the individual hlc_73 can be inferred
as being a member of the class OfficeWork. The classification as members of the class OfficeWork of the
two individuals of the class HighLevelContext, hlc_72 and hlc_73, one with a hasEmotion relationship
and another without it, proves the flexibility of the Mining Minds Context Ontology, which enables
the identification of high-level contexts, even if one of the pieces of low-level information is missing.
This is considered to be helpful in real-life scenarios where emotion recognition systems are not
always available or may generate detection events in a less regular basis than activity recognizers or
location detectors.

4. Mining Minds High-Level Context Architecture

The Mining Minds High-Level Context Architecture (HLCA) is the system architecture devised
for the identification of the user context in Mining Minds. Conversely to most similar approaches,
the HLCA supports the instance-based identification of context. The HLCA infers abstract context
representations based on categories, such as physical activities, emotional states and locations.
These categories, which are derived from the wide-spectrum of multimodal data obtained from
the user interaction with the real- and cyber-world, are intelligently combined and processed at the
HLCA in order to determine and track the user context. The inferred user context can be utilized by
the Mining Minds entities and any other third party to enable the provision of personalized health
and wellness services. The HLCA relies on the Mining Minds Context Ontology (Section 3) and
applies ontological inference to identify the user context. Furthermore, the ontology is utilized in the
representation of the context shared between the components of the HLCA. The HLCA consists of four
main components (Figure 8): High-Level Context Builder (Section 4.1), High-Level Context Reasoner
(Section 4.2), High-Level Context Notifier (Section 4.3) and Context Manager (Section 4.4).
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In a nutshell, the operation of the HLCA is as follows. The High-Level Context Builder
receives unstructured low-level information, namely activities, emotions and locations, yielded by the
Low-Level Context Architecture, an independent Mining Minds entity that is in charge of identifying
the user low-level context using data driven-approaches. Then, based on the received low-level
context information, the High-Level Context Builder generates the ontological concepts representing
the user context. The Context Mapper is in charge of interpreting the received low-level information
and transforming it into the corresponding ontological concepts. The Context Synchronizer seeks
concurrent low-level contexts, identifying other user contexts valid at the same moment in time.
The Context Instantiator generates a new instance of an unclassified high-level context linking to
the low-level contexts that compose it. The High-Level Context Reasoner receives the unclassified
high-level context for its verification and classification. The Context Verifier checks the semantic
and syntactic consistency of the unclassified high-level context. The Context Classifier identifies the
membership of the unclassified high-level by applying ontological inference. The High-Level Context
Notifier makes available the newly-classified high-level context to any third party application that
registered for this type of information. During the context identification process, several components
interact with the Context Manager, which provides the persistence of the Mining Minds Context
Ontology, as well as supports the easy access to low-level context and high-level context information.
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Figure 8. Mining Minds High-Level Context Architecture.

In the following, the different components of the HLCA are described in detail. For the sake of
understanding, an example from the scenario presented in Section 3.2 is here considered to illustrate
the operation of each component of the HLCA. Namely, the inference of a new high-level context at
11:05:25 on 10 November 2015 is considered. At that moment, a new low-level context of the category
sitting for the user with identifier 9876 is detected by the Low-Level Context Architecture. This event
triggers the operation of the HLCA, which after the processing identifies a new high-level context of
type office work and serves it to the registered third party applications.

4.1. High-Level Context Builder

The High-Level Context Builder receives the low-level information, i.e., activities, emotions and
locations, and generates the ontological concepts representing an unclassified high-level context
associated with that information. The High-Level Context Builder has three subcomponents:
the Context Mapper, the Context Synchronizer and the Context Instantiator.
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4.1.1. Context Mapper

The Context Mapper interprets the received low-level information and transforms it into the
corresponding ontological concepts. Specifically, it maps the labels plus metadata into ontological
instances of low-level context. Whenever the Context Mapper gets a new label, it creates an instance
of the subclass of the class LowLevelContext which represents the corresponding activity, location or
emotion (as described in Section 3.2.1). The property hasStartTime is stated to relate this instance
to the time in which the low-level context started and which is part of the received metadata.
Furthermore, the user to which the context belongs is related along the property isContextOf. Once the
low-level context instance has been created, it is stored in the Context Manager for its persistence
(see Section 4.4.3) and it is notified to the Context Synchronizer.

For the working example, the Context Mapper receives at run-time the activity label “sitting”
and several metadata, i.e., the identifier of the user “9876” and the time in which the context starts
“2015-11-10T11:05:25”. The Context Mapper generates an instance of low-level context and then asserts
the properties about it. The instance llc_360_sitting of the class Sitting presented in Figure 5c is created.
This instance has a isContextOf relationship to the individual user_9876 and a hasStartTime relationship
to the value “2015-11-10T11:05:25”ˆˆdateTime.

4.1.2. Context Synchronizer

The Context Synchronizer searches for concurrent low-level contexts, whenever the Context
Mapper has notified a newly detected low-level context instance. A change in the low-level context
implies a new high-level context, comprising the new low-level context and the other low-level contexts
still valid at the start of the new low-level context. The Context Synchronizer needs to determine the
other low-level contexts of a given user which are valid a the start time of the new low-level context
instance created by the Context Mapper. Therefore, one of the most important roles of the Context
Synchronizer is to align concurrent low-level contexts of the same user which might have been received
in an unordered manner due to the diverse delays introduced by the different components of the
Low-Level Context Architecture. In order to search for the concurrent low-level contexts, the Context
Synchronizer requests information stored in the Context Manager and accesses it through the Context
Instance Handler (see Section 4.4.3). Once the Context Synchronizer has determined the low-level
contexts concurrent to the one that triggered the process, the Context Instantiator is invoked.

In the considered example, when the Context Synchronizer is notified by the Context Mapper
about the identification of the new low-level context represented by the instance llc_360_sitting,
it searches for concurrent low-level contexts by querying the information stored in the Context
Manager. The instances llc_358_office and llc_359_boredom, presented in Figure 5a,b, are found to be
concurrent to the low-level context llc_360_sitting. These two low-level contexts belong to the same
user, i.e., user with identifier 9876, and they are still valid at 11:05:25 on 10 November 2015, when the
new low-level context sitting starts.

4.1.3. Context Instantiator

The Context Instantiator creates a new instance of an unclassified high-level context linking to
the constituent low-level contexts. Whenever the Context Synchronizer detects a set of low-level
contexts which are concurrent to a newly detected one, the Context Instantiator creates a new instance
of an unclassified high-level context containing these low-level contexts (as described in Section 3.2.2).
Therefore, an instance of the class HighLevelContext is created and the different low-level contexts
which compose the high-level context are related to it along the properties hasActivity, hasLocation,
and hasEmotion. Moreover, the closure axioms are established via type assertions on these properties.
In case there is a low-level context of a particular type, the Context Instantiator generates the axiom
stating that the property can only link to that given low-level context. Otherwise, if no low-level
context has been determined for one of the categories-activities, locations or emotions-, the Context
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Instantiator creates the axiom stating that there is no low-level context of that category. Furthermore,
the Context Instantiator establishes a hasStartTime relationship to the time in which the high-level
context change happened, i.e., the time in which the newly detected low-level context started and
which triggered the creation of the new unclassified high-level context. Moreover, the user to which
the high-level context belongs is related along the property isContextOf. The identifier of the user to
which the high-level context belongs is the same than the one associated to the low-level contexts
which compose the high-level context. Once the Context Instantiator has created the instance of an
unclassified high-level context, this is served to the High-Level Context Reasoner (see Section 4.2) for
its verification and classification.

For the working example, the Context Instantiator receives from the Context Synchronizer
the newly detected low-level context represented by the instance llc_360_sitting and the concurrent
low-level contexts llc_358_office and llc_359_boredom. The Context Instantiator creates the instance
hlc_72 of the class HighLevelContext (see Figure 6c) and links it to the low-level contexts which
compose it. Therefore, the properties hasActivity, hasLocation, and hasEmotion relate, respectively,
to the instances llc_360_sitting, llc_358_office, and llc_359_boredom. The closure axiom hasActivity
only ({llc_360_sitting}) indicates that the individual hlc_72 only has a hasActivity relationship to the
individual llc_360_sitting. Similarly, the other two closure axioms, hasLocation only ({llc_358_office}) and
hasEmotion only ({llc_359_boredom}), state the uniqueness of the relationships. The Context Instantiator
also specifies that the instance hlc_72 has a isContextOf relationship to the individual user_9876 which
is the owner of the different low-level contexts composing the high-level context. Finally, the Context
Instantiator creates a relationship along the property hasStartTime to the moment in which the change
in the low-level context triggered the identification of the new high-level context. The start time of the
high-level context hlc_72 is the start time of the low-level context llc_360_sitting. Thus, for the instance
hlc_72 the property hasStartTime links to the value “2015-11-10T11:05:25”ˆˆdateTime.

4.2. High-Level Context Reasoner

The High-Level Context Reasoner performs a consistency check on the unclassified high-level
context instance created by the High-Level Context Builder (see Section 4.1). In case the instance is
valid, the High-Level Context Reasoner identifies the context type to which the high-level context
belongs, i.e., it classifies the high-level context instance. In order to perform these tasks, the High-Level
Context Reasoner applies ontological inference supported by the formal description of context in the
Mining Minds Context Ontology (see Section 3.1). The High-Level Context Reasoner comprises two
subcomponents: the Context Verifier and the Context Classifier.

4.2.1. Context Verifier

The Context Verifier checks the semantic and syntactic consistency of the unclassified high-level
context provided by the High-Level Context Builder. Therefore, the instance of unclassified
high-level context is validated and verified versus the Mining Minds Context Ontology, which
is stored in the Context Manager and can be accessed through the Context Ontology Handler
(see Section 4.4.2). During the consistency check, non-logical or malformed high-level contexts can be
detected. For example, the high-level contexts which do not contain the necessary property hasStartTime
or the ones composed from multiple different instances of low-level contexts of the same type. Once the
Context Verifier has ensured that the unclassified high-level context is valid, this instance is provided
to the Context Classifier for further processing.

In the described example, the Context Verifier receives from the Context Instantiator the newly
created high-level context hlc_72. This instance is checked for its semantic and syntactic consistency,
it is considered to be valid, and it is then served to the Context Classifier.
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4.2.2. Context Classifier

The Context Classifier identifies the type of high-level context to which the unclassified high-level
context belongs; thus, converting the unclassified instance into a classified high-level context.
The classification of the unclassified high-level context instance into one of the defined high-level
context classes is based on the inference functionalities provided by the Mining Minds Context
Ontology. Specifically, one of the key features of this ontology is that it can be processed by a
reasoner which can automatically perform the classification process. This means that the unclassified
high-level context instance is compared versus the definitions of the different high-level context
classes to determine whether it complies with the conditions that define the class. In case it complies,
the instance is inferred to belong to that class. The classification process is triggered every time
the Context Classifier receives a new valid instance of high-level context from the Context Verifier.
After the membership of the unclassified high-level context instance has been determined, the Context
Classifier adds to the unclassified high-level context instance the axiom stating that this instance
belongs to a specific type of high-level context. Therefore, the instance of the class HighLevelContext
which models the classified high-level context is related along the property rdf:type to the subclass
of the class HighLevelContext representing the high-level context of which the instance is a member.
It is possible that the unclassified high-level context does not belong to any of the known classes
described in the Mining Minds Context Ontology. This means that no membership is inferred and the
unclassified high-level context is considered to belong to an unidentified type of high-level context.
In this case, the classified high-level context has the same exact representation than the corresponding
unclassified high-level context. Finally, the Context Classifier serves the classified high-level context to
the High-Level Context Notifier (see Section 4.3).

For the working example, the Context Classifier receives from the Context Verifier the high-level
context hlc_72. The Context Classifier applies the classification method to this unclassified high-level
context in order to determine its membership. The individual hlc_72 is inferred to belong to the class
OfficeWork since it complies with the definition of the class OfficeWork (as described in Section 3.2.3).
Therefore, the Context Classifier creates the axiom hlc_72 rdf:type OfficeWork which indicates that the
individual hlc_72 is a member of the class OfficeWork. The classified high-level context instance hlc_72
is provided to the High-Level Context Notifier for its notification.

4.3. High-Level Context Notifier

The High-Level Context Notifier makes available to third party applications the newly identified
high-level contexts. The High-Level Context Notifier receives from the High-Level Context Reasoner a
classified high-level context instance and notifies the subscribed third parties about the detection of a
new high-level context. This notification is only conducted if the new instance belongs to a high-level
context type different than the previous one. Only changes in the high-level context type are notified,
this means that differences in the low-level context composition which do not imply a change on the
type of high-level context are not communicated to the third parties. Furthermore, the High-Level
Context Notifier stores the new high-level context into the Context Manager for its persistence via the
Context Instance Handler (see Section 4.4.3) and gets as an answer from this component the previous
valid high-level context.

For the described example, the High-Level Context Notifier receives from the High-Level Context
Reasoner the high-level context hlc_72 which has been classified as OfficeWork. The High-Level Context
Notifier contacts the Context Instance Handler for the persistence of the instance hlc_72 into the
Context Storage. Moreover, the High-Level Context Notifier receives from the Context Instance
Handler the previous valid instance of high-level context hlc_71. The High-Level Context Notifier
compares the membership of hlc_72 to the membership of the previous valid high-level context hlc_71.
The High-Level Context Notifier determines that there has been a change in the type of high-level
context, the previous instance hlc_71 was unidentified and the new instance hlc_72 is office work.
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Therefore, the third parties are notified about the change in the high-level context modeled as the
instance hlc_72.

4.4. Context Manager

The Context Manager persists the Mining Minds Context Ontology, including the terminology
for the definition of context and the instances of context. Furthermore, this component eases the
interactions with the persisted context information by facilitating the exchanges with the storage
infrastructure. The Context Manager has four subcomponents: the Context Storage, the Context
Ontology Handler, the Context Instance Handler and the Context Query Generator.

4.4.1. Context Storage

The Context Storage is a database which provides persistence for the storage of the Mining
Minds Context Ontology, including both the context definition terminology and the context instances.
Since the context is modeled via an ontology and the context instances are represented as ontological
instances, this storage is devised to be a database of the type triple store. Moreover, the Context
Storage also provides read and write functionalities for the Mining Minds Context Ontology. However,
this storage cannot be directly accessed and all the interactions are handled through the Context
Ontology Handler and the Context Instance Handler.

4.4.2. Context Ontology Handler

The Context Ontology Handler provides the management functionalities to interact with the
Mining Minds Context Ontology terminology stored in the Context Storage. This component enables
loading the context ontology to the Context Storage at the system start time. The Context Ontology
Handler also supports the retrieval of the context ontology which is stored in the Context Storage,
so that the rest of components of the HLCA have access to the latest version of the ontological
terminology. Furthermore, the Context Ontology Handler enables the extension at runtime of the
context ontology. The extensibility is required to evolve the context ontology, therefore, including new
types of low-level contexts and new definitions for the high-level contexts. Every time the ontology is
updated, the rest of components of the HLCA making direct use of the context ontology are notified to
obtain an updated version of the terminology.

4.4.3. Context Instance Handler

The Context Instance Handler deals with the retrieval and storage of context information in the
Context Storage. The Context Instance Handler offers three different functionalities: storage of a newly
mapped low-level context, retrieval of concurrent low-level contexts, and storage of a newly inferred
high-level context while retrieving the previous valid high-level context. The Context Instance Handler
poses to the Context Storage the SPARQL queries [39] created by the Context Query Generator in order
to retrieve the persisted context information. Specifically, the logic of the Context Instance Handler for
the storage of a newly inferred high-level context is as follows. The identification of a new high-level
context implies that the previous context for the given user is not valid anymore. Therefore, the storage
process includes the finalization of the previous valid high-level context instance. This operation
entails to set the value of the end time of the previous valid high-level context stored in the Context
Storage. In order to find the previous valid high-level context, the Context Instance Handler needs to
pose the appropriate SPARQL queries to the Context Storage. The Context Query Generator is invoked
to create the queries for the previous valid high-level context based on the newly inferred high-level
context instance (see Section 4.4.4). Furthermore, it must be noted that a an earlier new high-level
context could be inferred after the classification of a posterior one. This scenario is not very common
but could happen due to the different delays in the data-driven recognition process for the low-level
contexts. If this situation occurs, the newly inferred high-level context is only valid until the start time
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of the posterior high-level context already stored in the Context Storage. Therefore, the storage process
also includes the finalization of the newly inferred high-level context instance.

In the considered example, the High-Level Context Notifier interacts with the Context Instance
Handler to persist the newly classified high-level context instance hlc_72 and to retrieve the previously
valid instance of high-level context. Therefore, the Context Instance Handler stores the instance
hlc_72 into the Context Storage. Moreover, the Context Instance Handler retrieves from the Context
Storage the previously valid instance of high-level context. The previous high-level context is here an
individual of the class HighLevelContext modeling the context of the user represented by the individual
user_9876 and which is valid at at 11:05:25 on 10 November 2015. In order to retrieve the previous
high-level context for the instance hlc_72, the Context Instance Handler invokes the Context Query
Generator which creates the SPARQL queries presented in Listing 1. This query is posed to the Context
Storage which returns as the matching result the high-level context hlc_71. Then, the Context Instance
Handler finalizes the previous high-level context instance hlc_71. This means that the individual
hlc_71 is related along the property hasEndTime to the value “2015-11-10T11:05:25”ˆˆdateTime, which
is the value for the property hasStartTime of the newly identified high-level context hlc_72. In this
exemplary scenario, it is assumed that there are no delays in the recognition of the low-level contexts
and therefore, there are no high-level contexts posterior to hlc_72 which had already been detected.

4.4.4. Context Query Generator

The Context Query Generator is the component which generates the SPARQL queries [39] required
by the Context Instance Handler in order to find the matching context instances stored in the Context
Storage. The SPARQL queries are automatically created based on some information derived from
the context instance that the Context Instance Handler provides to the Context Query Generator.
The Context Query Generator is capable of generating several different SPARQL queries depending
on the expected outcome required for each specific use case scenario. The Context Query Generator
creates SPARQL queries for the identification of a low-level context still valid at the start time of a
newly recognized low-level context, which belongs to the very user and which is of the same context
category. The Context Query Generator also creates SPARQL queries for the identification of the start
time of the next posterior low-level context which belongs to the actual user and which is of the same
context category. The Context Query Generator can also create SPARQL queries for the identification
of low-level contexts of a given user which are concurrent at the start time of a newly recognized
low-level context instance. In addition, the Context Query Generator creates SPARQL queries for the
identification of a high-level context which is still valid at the start time of a new high-level context
and which belongs to the same user. Finally, the Context Query Generator creates SPARQL queries for
the identification of the start time of the next posterior high-level context belonging to the same user.

The logic for the creation of SPARQL queries for the identification of a high-level context which
is still valid at the start time of a new high-level context and which belongs to the same user is the
following. There are two cases in which the previous high-level context is still valid, either it does
not have an end time or its end time is posterior to the start time of the new high-level context.
In the first case, the SPARQL needs to match a high-level context for the same user which has a start
time previous to the start time of the new high-level context but does not have an end time. In the
second case, the SPARQL needs to match a high-level context for the same user which has a start time
previous to the start time of the new high-level context and an end time posterior to the start of the
new high-level context.

The specific SPARQL query to request the previous high-level context for the instance hlc_72
is presented in Listing 1. In the considered example, the previous high-level context for hlc_72 is
an individual of the class HighLevelContext which belongs to the user represented by the individual
user_9876 and which is valid at 11:05:25 on 10 November 2015. Therefore, the matching individual
has to be a member of the class HighLevelContext, must have a isContextOf relationship to the
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individual user_9876, must have a hasStartTime relationship to a value less than or equal to
“2015-11-10T11:05:25”ˆˆdateTime, and must not have any hasEndTime relationship.

SELECT ?hlc
WHERE
{ ?hlc rdf:type HighLevelContext ;

isContextOf user_9876 ;
hasStartTime ?starttime .

FILTER NOT EXISTS ?hlc hasEndTime ?endtime .
FILTER ( ?starttime <= "2015-11-10T11:05:25"^^xsd:dateTime )
}

Listing 1. SPARQL query to request the previous high-level context for the instance hlc_72.

5. Evaluation

This section analyzes both the robustness and performance of the Mining Minds High-Level
Context Ontology and Architecture. Section 5.1 explores the tolerance offered by the Mining Minds
Context Ontology for the inference of high-level contexts under the presence of low-level context
errors. Section 5.2 studies the performance of the Mining Minds High-Level Context Architecture with
respect to processing time and management of context instances.

5.1. Robustness of the Mining Minds Context Ontology

The proposed Mining Minds Context Ontology has been evaluated to determine how robust
the identification of high-level contexts can be in the event of having erroneously detected low-level
contexts. In other words, this evaluation aims at measuring the level of resilience of the high-level
context level against errors originated at the low-level context level. Pellet (v2.3.2) [38], an open
source OWL DL reasoner for Java has been used in the evaluation test program. First, a set of
1800 instances representing all the possible combinations of low-level contexts, i.e., activities, locations
and emotions, have been generated. Then, the instances have been posed to the reasoner and the
corresponding high-level contexts have been inferred. The resulting array of high-level contexts
represents the ground-truth for this evaluation. Subsequently, various scenarios with increasing levels
of error in the low-level contexts have been defined. Namely, 5, 10, 20 and 50 per cent of errors
have been respectively introduced in the 1800 instances as to emulate potentially erroneous low-level
contexts. For example, in the case of having a 10% of affected instances a total of 180 randomly selected
instances are deliberately modified. The error has been introduced by replacing the supposedly
affected low-level context with a new value randomly selected from the remaining contexts in the
affected category (activity, location or emotion). Thus for example, if the original instance of high-level
context is composed of the contexts sitting, office and boredom, and the affected context is the activity,
the newly generated instance could contain the contexts running, office and boredom. Moreover, in order
to evaluate the prominence of each specific context category or combination thereof, the analysis has
been formulated for all the combinations of low-level categories, i.e., introducing errors in solely the
activity, location, emotion, or combination of activity and location, activity and emotion, location
and emotion, and all activity, location and emotion. The instances resulting from all these scenarios
have been posed to the reasoner and the resulting high-level contexts have been compared against
the ground truth to determine the accuracy of the model. Each of the experiments has been repeated
one hundred times in order to ensure the statistical robustness. The average and standard deviation
accuracy is presented in Table 1 for each corresponding study.
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Table 1. Mean and standard deviation of the accuracy of the high-level context recognition under
different levels of errors in the detected low-level contexts.

5% 10% 20% 50%

Activity 97.60 ± 0.05 95.13 ± 0.05 90.39 ± 0.04 75.32 ± 0.20
Location 99.45 ± 0.02 98.82 ± 0.05 97.61 ± 0.15 93.93 ± 0.02
Emotion 99.63 ± 0.02 99.18 ± 0.05 98.32 ± 0.05 96.04 ± 0.07

Act & Loc 97.08 ± 0.10 94.27 ± 0.16 88.48 ± 0.11 72.63 ± 0.10
Act & Emo 97.16 ± 0.12 94.22 ± 0.06 89.60 ± 0.10 73.53 ± 0.30
Loc & Emo 99.00 ± 0.05 98.02 ± 0.09 96.24 ± 0.05 91.25 ± 0.09

Act & Loc & Emo 96.56 ± 0.06 93.10 ± 0.30 87.52 ± 0.11 71.60 ± 0.13

From an overall analysis of the obtained results it can be concluded that the impact of the error
introduced in the low-level context is generally lower at the high-level context. For example, in the
case of introducing a 5% error, the accuracy drops approximately no more than 0.4% at best and 3.5% in
the worst case scenario. Similarly, for the 10%, 20% and 50% error cases the minimum and maximum
accuracy drops are below the corresponding level of error. Experiencing a lesser impact is generally
due to the fact that not all the misrecognitions at the low-level context lead to an inference error at
the high-level context. For example, if the activity running is recognized instead as climbing stairs,
and provided the rest of low-level contexts to be gym for the location and neutral for the emotion,
the inferred high-level context remains to be exercising. Similar examples in which the error in the
low-level context is not propagated to the high-level context can be found for the case of erroneous
locations and emotions. It can also be observed that the activity is the most prevalent category in
terms of error impact, which is certainly as a consequence of the importance given to the activity
context in the definition of high-level contexts. Conversely, the location and especially the emotion
tend to show a lower effect on the high-level context. In fact the definition of some high-level contexts
allows for a good level of resilience against errors in the locations and the emotions. This is the case
of the high-level context inactivity, which is determined from a sole sedentary activity, like lying
down, and nearly any location and emotional state. Therefore, even if an the location is erroneously
detected, the inferred high-level context would result in inactivity. The only exception to this case
would happen if the location is misrecognized as home, since lying down at home and with a neutral
emotional state is identified as the high-level context sleeping. Moreover, errors simultaneously present
in various low-level contexts generally increase the chance of misidentification of the actual high-level
context. Therefore, the combinations of errors in several low-level categories report a lower accuracy
in the high-level context recognition than in the case of having only errors in a single category. As it
was expected, the highest impact is observed when all three low-level contexts are subject to error.
Either way, the error in the recognition of the high-level context remains below the level of error
introduced in the considered low-level contexts. Finally, it must be noted that owing to the descriptive
logic characteristic of ontologies, and conversely to probabilistic classification models, combinations of
correct low-level contexts will always lead to a correctly inferred high-level context.

5.2. Performance of the Mining Minds High-Level Context Architecture

The HLCA has been implemented and benchmarked in order to assess its performance. The HLCA
has been implemented in Java using available open source libraries. All the components of the HLCA
build on Apache Jena (v2.11.2) [40], a semantic web framework which includes some APIs for handling
RDF [41], OWL [34], and SPARQL [39]. In the implementation of the High-Level Context Reasoner,
an off-the-shelf open source reasoner, namely Pellet (v2.3.2) [38], has been utilized in combination
with Jena to enable the ontological inference functionalities. Furthermore, in the Context Manager,
the Jena Triple Store (TDB) has been used as the Context Storage for the persistence of the Mining
Minds Context Ontology. The communication between the Low-Level Context Architecture and the
HLCA has been implemented by means of RESTful web services [42] and establishing service contracts
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among these two architectures. The same mechanism applies to the communication of the HLCA with
the third party applications registered to get access to the newly identified high-level contexts.

For the evaluation, this implementation of the HLCA has been executed on a laptop operating
Windows 10 with a 1.80 GHz Intel Core i7 CPU, 8GB RAM, and a HDD with 5400-RPM spindle
speed, I/O data-transfer rate up to 6 Gb/s and 16 MB buffer. Using a test Java application the
Low-Level Context Architecture has been emulated. The evaluation has consisted in the generation
of 250,000 random low-level contexts belonging to 100 different users and which represented their
context information for a time span of 16 days. First the category of the low-level context (activity,
location or emotion) has been randomly selected and then one of the types for that category has also
been randomly chosen. After that, the metadata associated to the low-level context label has been
generated. The low-level context has been randomly assigned to one of the 100 users. The start time
of each low-level context has also been randomly selected between 1 and 10 s after the start time
of the previous low-level context. The generated low-level contexts, including the labels and the
metadata, have been input one at a time to the HLCA for their mapping, synchronization, instantiation,
verification, classification and notification. It is important to notice that the low-level contexts are
served to the HLCA sequentially and at their simulated occurrence time. Thus, the HLCA works at
real-time and processes each single instance on-the-fly right after receiving it. Concurrency is procured
through user-based multithreading, thus supporting simultaneous processing of low-level contexts
from different users taking place at the same time. Some resources such as the Context Storage are
shared among threads (users). During the evaluation the time required for the context identification
has been calculated and the volume of information generated and stored on the Context Storage has
further been determined.

Figure 9 shows the time invested by each of the HLCA components and the system as a whole
in the context identification process. The number of instances indicates the number of high-level
contexts which have already been processed by the HLCA when the recognition process is triggered
due to a change in the low-level context. Even if the context recognition process is performed
instance-wise, the number of previously processed instances is important because of the volume
of information generated by the system during the recognition process and persisted in the Context
Storage. The processing times are further averaged to have an overall figure summarizing the time
taken by the each component of the HLCA. Table 2 presents the mean and standard deviation of these
times as well as the percentage of these times devoted to the interaction of the component with the
Context Manager. This interaction is particularly relevant because the Context Manager hosts the
Context Storage, the shared resource which persists and loads the context information.

Table 2. Mean and standard deviation of the processing time invested by each of the HLCA components
in the context identification, as well as the percentage of these times devoted to the interaction with the
Context Manager.

Context
Mapper

Context
Synchronizer

Context
Instantiator

Context
Verifier

Context
Classifier

Context
Notifier

Mean (s) 0.986 2.188 0.001 0.032 0.046 1.012
Standard Deviation (s) 0.348 1.670 0.000 0.014 0.019 0.268
Context Manager (%) 99.53 99.97 0.00 0.00 0.00 99.99

One can observe the differences of scale in the processing times for each of the components of the
HLCA and the disparate tendencies of these times when the number of recognized context instances
increases. The processes in which the HLCA component does not have any interaction with the
Context Storage take much less time than the ones involving it. Furthermore, in the cases where the
Context Storage is not involved, the processing time does not increase with the number of identified
context instances. The Context Classifier and the Context Verifier take only some milliseconds to
verify and classify the high-level context instance. This time is quite small due to the architectural
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design principle for which each single instance of high-level context is reasoned separately on-the fly
at run-time. The Context Instantiator does not access either the Context Storage, since the required
interactions to find the concurrent low-level contexts are performed by the Context Synchronizer.
Therefore, the Context Instantiator takes only one millisecond to create a new instance of high-level
context and this time does not increase with the number of instances because of the independence of
the process from any other high-level context.
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Figure 9. Processing time invested by each of the HLCA components in the context identification.
The number of instances indicates the amount of previously processed high-level contexts when the
recognition process is triggered.

In case the components of the HLCA invoke the Context Storage, the processing times rise and
the interactions with the Context Storage tend to represent most of the computational time, specifically
more than 99%. This means that the actual component is relatively quick to perform its job but the
context read and write processes which involve the Context Manager delay the complete process.
The processing time for the Context Mapper and the High-Level Context Notifier follow a similar
pattern. These processing times increase with the number of instances, at the beginning and with
very few instances the times rocket, but then they stabilize and reach values around one second.
The similarity in the evolution of the processing times for these two components is normal because
their interactions with the Context Manager are of the same type. In the first case, the Context Mapper
stores the new low-level context instance, retrieves the previous low-level context and after updating
it, stores it again into the Context Manager. In the second case, the High-Level Context Notifier stores
the new high-level context instance, retrieves the previous high-level context, compares them and after
updating the previous instance, stores it again into the Context Manager. Therefore, the evolution of
the processing time for operations that involve read and write to the Context Manager can be observed
in the times for the Context Mapper and the High-Level Context Notifier. The processing performed
by the Context Synchronizer in order to request concurrent low-level context instances is the most
time demanding process of the HLCA. In this case, most of the time is devoted to the execution of the
SPARQL queries and the retrieval of the matching solutions from the Context Manager. The processing
time for the Context Synchronizer increases almost lineally with the number of instances. In fact,
for few instances this time is below the processing time for the Context Mapper and High-Level Context
Notifier, but then it becomes much higher. Therefore, the Context Synchronizer is the bottle neck of
the HLCA, with a clear impact on the evolution of the time required for the context identification.
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The relevance of the time invested by the HCLA to recognize a high-level context fairly depends
on the application domain. Thus for example, if an alert has to be sent right away or a prompt
action be taken based on the detected high-level context, then this time might be arguably long.
However, if the identified information is rather used for analyzing the trajectories of behavior over
time, then this time turns to be hardly relevant. Under these considerations, the processing time for
the recognition of high-level contexts could be the main limitation of the actual implementation of
the HLCA and should be improved in future work. A potential solution could consist in introducing
a cache system into the High-Level Context Builder to save temporarily only the latest instances
of low-level context and periodically persist them into the Context Manager. With such a solution
the Context Synchronizer would not need to interact with the Context Manager and could pose the
SPARQL queries directly to the cache; thus, retrieving the low-level context instances from a much
smaller store. The Context Mapper, also part of the High-Level Context Builder, could share this very
cache with the Context Synchronizer and increase its performance as well. If the cache would prove to
be a good solution, such a system could also be introduced in the Context Notifier. This component
has a similar behavior than the Context Mapper and its processing time could be reduced as well.
Alternate solutions for accelerating the processing time for the identification of high-level contexts
could include parallelizing tasks, defining different levels of cache-memory or simply scaling the
infrastructure through cloud-based services.

Finally, Figure 10 depicts the size of the Context Storage in the Context Manager increasing
lineally with the number of stored high-level context instances. The initialization of the Context
Storage, i.e., storing the terminology defining the Mining Minds Context Ontology, requires only
408.5 KB on disc. The storage of each new high-level context instance, which has associated the
storage of the low-level context instance which triggered its creation, increases the size of the Context
Storage in 17 KB, in average. Thus, for the previous simulation of 250,000 changes in the context,
which leads to a total of 500,000 context instances on disc (i.e., 250,000 high-level context instances and
250,000 low-level contexts instances), the Context Storage reached a size of 4.06 GB. Despite the Context
Manager proves to fairly handle this volume of data, the increasing time observed for I/O operations
in long-term scenarios with several users demands for some of the aforementioned solutions.
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Figure 10. Size of the Context Storage depending on the number of persisted instances of high-level
context. It must be noted that the storage of each high-level context instance has associated the storage
of the low-level context instance which triggered its creation. Thus, for example, 250,000 instances in
the X-axis represent 250,000 high-level contexts plus 250,000 low-level contexts stored on disc.
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6. Conclusions

This work has presented an ontology-based method for deriving high-level context information
out of the combination of cross-domain low-level context primitives, namely activities, locations and
emotions. The modeling of the low and high-level contexts is defined through the so-called Mining
Minds Context Ontology, while the processing and inference of contexts is performed by the Mining
Minds High-Level Context Architecture, both contributions of this work. The Mining Minds Context
Ontology has been designed to support any combination of low-level contexts to define a specific
high-level context. The unprecedented incorporation of emotions in the context definition enables the
representation of new high-level contexts that can only be identified whenever a specific emotion takes
place. The Mining Minds Context Ontology has also been designed to procure the identification of
some high-level contexts even in the absence of emotion information. The Mining Minds High-Level
Context Architecture builds on the Mining Minds Context Ontology and reasoning techniques to
enable the inference of high-level context from low-level context primitives in real time. The evaluation
of the implemented architecture proves the reasonably good robustness properties of the Mining
Minds Context Ontology against potentially erroneous low-level contexts. In fact, the results have
showed that the impact of the error introduced in the low-level context is always lower at the high-level
and that the activity is the most prevalent category in terms of error impact, while the location and
especially the emotion tend to show a lesser effect on the high-level context. The current prototype
implementation of the Mining Minds High-Level Context Architecture has been proven to perform
well with respect to processing time and management of context instances. However, in order to
ensure the scalability of the Mining Minds High-Level Context Architecture, the synchronization and
database transactions management needs to be improved. Future work includes modifications in the
database management to accelerate the inference time, the evaluation of this architecture with real
users and the evolution of the Mining Minds Context Ontology in order to include more types of
low-level context and new identifiable high-level contexts.
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A wellness system provides wellbeing recommendations to support experts in promoting a healthier
lifestyle and inducing individuals to adopt healthy habits. Adopting physical activity effectively promotes
a healthier lifestyle. A physical activity recommendation system assists users to adopt daily routines to
form a best practice of life by involving themselves in healthy physical activities. Traditional physical
activity recommendation systems focus on general recommendations applicable to a community of users
rather than specific individuals. These recommendations are general in nature and are fit for the com-
munity at a certain level, but they are not relevant to every individual based on specific requirements and
personal interests. To cover this aspect, we propose a multimodal hybrid reasoning methodology (HRM)
that generates personalized physical activity recommendations according to the user's specific needs and
personal interests. The methodology integrates the rule-based reasoning (RBR), case-based reasoning
(CBR), and preference-based reasoning (PBR) approaches in a linear combination that enables persona-
lization of recommendations. RBR uses explicit knowledge rules from physical activity guidelines, CBR
uses implicit knowledge from experts' past experiences, and PBR uses users' personal interests and
preferences. To validate the methodology, a weight management scenario is considered and experi-
mented with. The RBR part of the methodology generates goal, weight status, and plan recommenda-
tions, the CBR part suggests the top three relevant physical activities for executing the recommended
plan, and the PBR part filters out irrelevant recommendations from the suggested ones using the user's
personal preferences and interests. To evaluate the methodology, a baseline-RBR system is developed,
which is improved first using ranged rules and ultimately using a hybrid-CBR. A comparison of the results
of these systems shows that hybrid-CBR outperforms the modified-RBR and baseline-RBR systems. Hybrid-
CBR yields a 0.94% recall, a 0.97% precision, a 0.95% f-score, and low Type I and Type II errors.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

An individual's healthy lifestyle impacts the overall health of a
population and results in a healthier society [1]. Without a healthy
lifestyle, i.e., proper diet, exercise, and controlled body mass index,
individuals are prone to various diseases [2] that include lifestyle
as an important cofactor [3]. Adopting physical activity is one of
the key responses of individuals that helps in promoting a
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healthier lifestyle [4]. Similarly, wellness guidelines and automatic
wellness recommendation systems play roles in public health
promotion. These systems provide support for wellness experts in
recommending the appropriate physical activity to individuals
according to their personal requirements [5]. A healthier lifestyle
involves a balanced combination of physical activity, mental
behavior, and social interaction with other community members
[6–8]. In this study, we focus on the physical activity aspect of a
healthier lifestyle. We also focus on the development of a physical
activity recommendation system to motivate users to keep their
life active by involving themselves in various types of physical
activities. Traditional physical activity recommendation systems
provide general guidelines in the form of recommendations, which
do not provide user-centric recommendations. To fulfill the
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Fig. 1. General physical activity recommendations adopted from the Center for Disease Control and Prevention (CDC) guidelines [9].

R. Ali et al. / Computers in Biology and Medicine 69 (2016) 10–28 11
personal needs of different users, a personalized physical activity
recommendation system is required.

We illustrate the concept of personalized physical activity
recommendation using an example in which an overweight, 30-
year-old person affected with asthma is interested in personalized
physical activity recommendation. The goal is to recommend an
appropriate physical activity to this person according to his health
needs as well as personal interests. If the recommended activity
reflects his requirements, then it will be accepted; otherwise, it
will be rejected. Existing physical activity recommendations, pro-
posed by CDC [9], WHO [10], AHA [7], among others, recommend
general physical activity for the whole community of users. These
recommendations are abstract and exploit limited personal infor-
mation of the users. An example of the CDC recommendations is
shown in Fig. 1.

Fig. 1 shows that gender, age and health conditions are taken
into consideration while suggesting options of physical activities.
The following important questions arise:

A. Are the suggested recommendations appropriate for the person
considered in the example?

B. Are the provided recommendations based on the user personal
information (e.g., BMI), health, physical activities routines and
preference list?

The answers to these questions are ‘no’, which mean that the
system provides general guidelines and the user has to look into
his personal information, daily routines, and preferences and
choose appropriate physical activity for himself. Generally, this
should not be the case and the recommendations shall reflect the
person's specific needs. The system needs to be intelligent enough
to first reason on the user personal profile information and cal-
culate the user's weight status, target weight (goal status), and
plan to achieve the goal. Based on these assessments, appropriate
physical activity should be recommended according to the user
current and past routines of activities and preference list.

To achieve the above stated goal, we are working on a personalized
wellness platform called Mining Minds1 [11] (see Section 3). Mining
Minds is a collection of services, tools, and techniques for collabora-
tively investigating and analyzing the user's personal profile and daily
routines for providing personalized wellbeing services. These services
are generated by executing knowledge rules using the Mining Minds
(MM) reasoning engine. This study focuses on the reasoning
1 http://www.miningminds.re.kr/
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methodology adopted by the reasoning engine to generate daily
physical activity recommendations. A multimodal hybrid reasoning
methodology (HRM) is proposed, which plays an important role in
interpreting the user's profile, physical activity routines, and personal
preferences for generating personalized physical activity recommen-
dations. HRM integrates the rule-based reasoning (RBR), case-based
reasoning (CBR), and preference-based reasoning (PBR) methodologies
for enabling the reasoning engine to personalize the recommenda-
tions. RBR of the proposed HRM exploits domain knowledge rules
extracted from guidelines, CBR exploits implicit knowledge obtained
from experts' past experience (successful cases), and PBR exploits
users' personal preferences and interests to ensure accurate and per-
sonalized recommendations. The key ideas of HRM include the fol-
lowing: (i) exploitation of the diverse knowledge sources for perso-
nalized wellbeing recommendations using the integration of multiple
reasoning methodologies, such as RBR, CBR and PBR in a linear com-
bination to form HRM, (ii) reducing the bottlenecks of traditional
single reasoning methodologies, which exploit only single knowledge
sources for generating a single service at a time and (iii) enabling the
generation of specific, relevant and personalized physical activity
recommendations according to the user's specific requirements.

To validate the proposed HRM, a weight management scenario
is considered, and a set of experiments are performed. The use of
HRM for weight management is an innovative idea that guarantees
specific and precise personalized physical activity recommenda-
tions. It is important to mention that our prescription of physical
activities only focuses on healthy adults and not on people with
disabilities, women who are pregnant and people who have
medical complications.

The rest of the paper is structured as follows. Previous research
is summarized in Section 2. In Section 3, an overview of the MM
platform is provided. In Section 4, the proposed HRM is discussed
from architectural, knowledge acquisition and reasoning per-
spectives. In Section 5, the experiments are performed, and the
system is evaluated based on a weight management scenario. In
Section 6, a discussion on the methodological aspects of the paper,
different challenges faced and limitations of the approach is pro-
vided. Section 7 concludes the work performed and outlines some
possible future extensions. Section 8 acknowledges the con-
tributors and financial sponsors.
2. Related work

Human experts are limited in number and expensive in terms
of healthcare and wellness services provided. Healthcare decision

http://www.miningminds.re.kr/
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support systems play effective roles in overcoming the shortage of
human experts and improving quality of life with better services
[12]. Decision support systems rely on automatic reasoning
methodology for their decisions. Most of these systems are based
on a single methodology for reasoning, such as CBR or RBR [13],
among others. Nevertheless, a few use multiple reasoning app-
roaches with a certain integration strategy. The integration
of multiple reasoning methodologies in a single system has att-
racted increased attention in the research community due to the
improved performance with respect to accuracy. The analogy of
integration of reasoning methodologies is adopted from the deci-
sions made by domain experts, who rely on multiple knowledge
sources rather than a single source. Domain experts use informa-
tion from general guidelines, clinical trials, and past successful
cases to arrive at a final decision. In automatic reasoning systems,
the concept of multimodal reasoning methodology evolved from
the use of heterogeneous knowledge sources to generate the final
decision [13]. The knowledge source, such as guidelines and past
successful cases are modeled as knowledge rules and case bases
that require RBR and CBR for their executions.

The integration of reasoning approaches can follow any set of
strategies, such as RBR followed by CBR, CBR followed by RBR and
RBR and CBR in parallel [13,14]. In the first strategy, RBR is used as
the main methodology for making the decision. If RBR fails, CBR is
used [15]. In the second strategy, CBR is used for the master rea-
soning process and RBR is used to refine the decision [16]. An
example of this strategy is reasoning system for diabetes man-
agement [17]. The CBR refines the rules for the final outcome,
specific to the patient's requirements. In other combinations, CBR
and RBR are used in parallel, where either both outcomes are
simply displayed or the best one is displayed based on some cri-
teria. An example of parallel integration is the WHAT system
[18,19], which is used for training beginning sports medicine
students to design exercise regimens for patients with cardiac or
pulmonary disorders. The regimens are produced by RBR and CBR
in parallel and presented to the experts for choosing the best one.
Other methodologies exist that closely cooperate with each other
for generating final decisions [20,21]. Apart from RBR and CBR,
filtration-based approaches, such as content-based filtration [22]
and collaborative filtration [23,24] are also popular in the area of
recommender systems for online shopping, product selection, and
healthcare services. Preference-based recommender systems are
used in e-applications such as e-commerce to offer alternative or
cross-selling products to customers [25].

In the healthcare domain, hybrid reasoning approaches have
been frequently used. In treatment planning for adolescent early
intervention, hybrid CBR that uses RBR and fuzzy theory has been
implemented [26]. For supporting physicians for the management
of diabetes mellitus, integration of CBR, RBR and model-based
reasoning (MBR)[27] and web-based CBR [28] has been proposed.
For cancer decision support services, CBR has been integrated with
RBR. The CBR part is used to adapt the production rules for deci-
sion making [21]. A recent study [29] integrates rough set theory
and correlation analysis in a hybrid model, called H2RM, that
predicts the diabetes type and manages patient observations for
future trend analyses. Other similar studies can be found that
focus on heart disease [12] and oncology [13], among others.

In the wellness field, the knowledge acquisition and reasoning
engine (KARE) [5] is used in activity awareness for human-engaged
wellness applications (ATHENA) [6] to promote active lifestyles.
KARE uses the hybrid reasoning methodology by integrating the
Random Forest, Naïve Bayes, and IB1 approaches. KARE generates
food, physical activity, and music therapy recommendations for
ATHENA users. For the elderly, an intelligent personalized exercise
recommendations system is proposed [30] that utilizes the user's
health status, goals and preference information. Similarly, a hybrid
10
CBR/RBR approach has successfully been used for designing
nutritional menus [31].

All of these methodologies have the common basis of being used
in an exclusive manner. They do not guarantee a minimization of
the shortcomings of RBR and CBR, which are discussed as follows:

� Conventional RBR systems lack the capability of specializing
recommendations for individuals. In general, to deal with spe-
cific requirements of users and provide user-centric specialized
recommendations, it is necessary to gradually increase the
number of rules in the knowledge base. This approach not only
results in knowledge base intractability problem, but also
causes maintenance and combinatorial explosion issues [32].

� Standard CBR systems provide solutions for new problems using
a large and unbiased case base as implicit knowledge. However,
the requirement of a large case base is a difficult task and asso-
ciated with a number of other issues, such as physical storage,
proper indexing and computational complexities [33]. The pre-
paration of the query cases to feed the CBR cycle for generating
physical activity recommendations is a challenging task.

� There have been significant improvements in the integration of
these methodologies in hybrid systems [34]; however, a num-
ber of challenging issues still need to be resolved for applying
integration in the wellness domain.

The proposed HRM mitigates these problems by integrating
RBR, CBR, and PBR in a sequential manner that exploits guideline
rules, past successful experience cases and the personal pre-
ferences of users to enable personalization of recommendations.
3. Overview of the Mining Minds platform

Advancement in technology greatly impacts the means of ser-
vice provisioning to the community by employing innovative and
state-of-the-art techniques. This includes handling real-time data
streaming by utilizing a big data infrastructure with cloud data
storage and processing abilities. Our indigenously developed MM
platform [11,35] provides a comprehensive picture of the usage of
these technologies for monitoring users and collecting information
that can facilitate the use of healthcare applications on a global
scale. An abstract design view of the MM healthcare platform is
shown in Fig. 2.

The overall MM platform is divided into four layers: data
curation layer (DCL), information curation layer (ICL), service cura-
tion layer (SCL) and supporting layer (SL). The DCL is responsible for
curating the data. It consists of different modules for data
streaming and communication, data representation and mapping
and big data storage in a Hadoop Distributed File System (HDFS).
HDFS addresses the volume, velocity and variety aspects of raw
sensory data acquired using mobile sensors. The accelerometer
raw data for low-level activities (i.e., sitting, standing, moving in a
bus, moving in a subway, walking, running, and cycling) are
transferred to the DCL virtual machine, which is transformed to
have a structured format and stored in a relational data model on
the DCL server machine. The mobile device used in this case works
as a gateway to connect to the DCL cloud server over the Internet.
The stored data are fed to the ICL for activity recognition that leads
to context formulation and behavior analysis of the users' daily
activities. The information is stored back in the HDFS logs of the
DCL. The processed activities, context, behavior information, and
personal profile information are utilized by the SCL for reasoning
and providing personalized physical activity recommendations. In
SCL, knowledge bases are created by domain experts based on the
online guidelines and experts' past experiences. This enables the
process of provisioning personalized recommendations to users
1



Fig. 2. Overview of the Mining Minds healthcare and wellness platform.
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based on their needs, preferences, and interests. SL facilitates other
layers by providing security, privacy, visualization and user inter-
faces. The user's personal profile information is collected using a
mobile application and stored on the DCL server in a relational
data model.

A multimodal hybrid reasoner is a key component of MM and
plays the role of an intelligent service provisioning agent. It per-
forms execution on the server side of the SCL and enables perso-
nalization of physical activity recommendations by integrating
data and knowledge from diverse sources. The focus of this paper
is on the reasoning methodology and its usefulness in MM for
generating personalized physical activity recommendations.
4. Multimodal hybrid reasoning methodology (HRM)

For building an intelligent physical activity recommendation
system, we moved beyond the traditional single reasoning metho-
dology systems to a multiple reasoning methodology system. Our
work integrates RBR and CBR with PBR into a single methodology
called multimodal hybrid reasoning methodology (HRM). HRM forms
the basis of multimodal hybrid reasoner for the MM platform, which
is the focus of this study. In HRM, these methodologies can be inte-
grated in any of the following design strategies, shown in Fig. 3.

In Fig. 3(a–c), the sequence of the design strategy of baseline-
RBR is as follows: level-1 RBR is followed by level-2 RBR, which is
followed by level-3 RBR and PBR. The design strategy of the
modified-RBR follows the same strategy as the baseline-RBR, except
for the ranged-METs2 rules, which are used at the level-3 RBR. The
strategy of hybrid-CBR differs from those of the first two strategies
at level-3, where CBR is used instead of RBR. In our study, we use
the first strategy for building a baseline system to compare the
results of the other strategies. The second strategy is the improved
version of strategy 1, which is implemented in MM system (v1.0)
2 A metabolic equivalent, or METs, is a unit used to describe the energy
expenditure of a specific physical activity. A METs is the ratio of the rate of energy
expended during an activity to the rate of energy expended at rest (2008 Physical
Activity Guidelines for Americans).
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but has its own limitations. To eradicate the shortcomings of the
first two strategies, the third strategy of hybrid-CBR is used, which
integrates RBR, CBR, and PBR. This strategy is experimented and
realized outside the MM platform on a local set up in our lab.

Based on the idea illustrated above, we have defined the core
components of the proposed multimodal hybrid reasoner and
depicted them in the functional flow diagram shown in Fig. 4.

Fig. 4 shows high-level interactions of the different compo-
nents of the reasoner along with the methodology used in each
component. Like any other reasoning system, the core components
of the proposed reasoner include the following: input/output
interfaces, input data sources, knowledge bases, reasoning meth-
odology and outputs. They are explained below as follows.

� Input/output interfaces: user's smart phone that runs the MM
application works as the input/output interface for the reasoner.

� Input data sources: inputs of the reasoner include user requests,
personal profile data, and daily physical activity data. The input
data, except for the user requests, are stored in an intermediate
database. The request for recommendation is received from the
user's mobile application.

� Knowledge base: knowledge of the reasoner is composed of rules
created from physical activity guidelines and past successful cases
obtained from the implicit experience of the domain experts. The
rules are stored in the rule base, while the past successful cases
(METs index) are stored in the METs case base (METCB).

� Reasoning methodology: the reasoning methodologies include
RBR, CBR, and PBR, which are integrated in a linear combination.
The RBR methodology is applied at multiple levels: level-1,
level-2, and level-3. At level-3, RBR is either used with distinct-
METs rules or with ranged-METs rules. At the same level, CBR
can also be used (using METs cases) as a counterpart of RBR for
improved services. At the end, the multi-level filtration
mechanism is applied in PBR to filter out irrelevant recommen-
dations by utilizing the user's preferences and interests.

� Outputs: outputs of the reasoner include wellbeing recom-
mendations for users, weight status, weight management plans,
personalized physical activity recommendations and persona-
lized filtered physical activity recommendations. These



Fig. 3. Multiple design views of the proposed hybrid reasoning methodology on the basis of integration of different reasoning methodologies.

Fig. 4. Functional flow diagram of the proposed multimodal hybrid reasoning engine.
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recommendations are aggregated and prepared by Results Pro-
pagator and then delivered to the end user and intermediate
database. In the intermediate database, it is stored for future use
as a successful case.

In the subsequent sub-sections, a detailed description of the
architectural design of the proposed HRM is provided (Section 4.1),
and then, the process of knowledge creation is discussed (Section
4.2); finally, the reasoning methodology is described in detail
(Section 4.3).

4.1. Architectural design and workflow

A detailed data flow diagram of the multimodal hybrid rea-
soning engine illustrating communication is shown in Fig. 5.

The key components of the HRM are service request handler
(SRH), data loader and manipulator (DLM), knowledge base (KB),
knowledge loader (KL), hybrid reasoner (HR) and result preparator and
propagator (RP). The hybrid reasoner consists of RBR, CBR, and PBR
modules along with the PR module. The RBR, CBR, and PBR modules
work cooperatively in a linear combination for enhancing recom-
mendations. CBR is the key reasoning methodology that is activated
by the output of RBR. The output of CBR in turn activates the PBR
methodology to personalize the recommended physical activity.

From the service execution perspective, when a user requests
service, the SRH analyzes the request and activates the appropriate
module of the reasoner. SRH supports the MM platform for multiple
service generation. SRH forwards the request to HR, where the RBR
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(level-1, level-2), level-3 RBR/CBR, and PBR methodologies are
sequentially executed. Outputs of the HR are forwarded to the RP
module for final preparation and forwarded to the user mobile
application interface (UIUX) for being displayed to the users.

For the weight management scenario, the multimodal hybrid
reasoning methodology operates in the following flow.

� First, level-1 RBR is applied, which loads the weight status rules
(WSR) (see Section 4.2) from the KB and the required personal
profile data from the intermediate database (IDB) using the data
loader (DL) component. The necessary computation on the
personal data, e.g., BMI calculation from height and weight
information, is performed using the data manipulator (DM)
and passed to the level-1 RBR. The level-1 RBR uses RBR
methodology to recommend weight status recommendations
(normal, overweight, underweight) as a service to the user and
to level-2 RBR for further processing.

� Level-2 RBR receives the output of the level-1 RBR as input and
performs the same reasoning procedure as level-1 RBR for
recommending the goal state and associated calorie consump-
tion plan and weight management plans. The level-2 RBR uses
the goal and plan recommendation rules (GPR) loaded by KL from
the KB and the personal profile data loaded by the DL from the
IDB. The purpose is to generate goal and plan recommendations,
which are provided to the users as a service and to level-3 RBR/
CBR for further processing.

� Level-3 RBR/CBR receives the output of the level-2 RBR as input
and further generates physical activity recommendations. Level-3
3



Table 1
Weight status rules (WSR) based on the standard Body Mass Index (BMI).

Fig. 5. Detailed data flow diagram of the proposed multimodal hybrid reasoning engine.
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RBR/CBR supports both the RBR and CBR methodologies. The RBR
results in baseline-RBR and modified-RBR systems. The baseline-
RBR uses distinct-METs rules, while the modified-RBR uses ran-
ged-METs rules that are loaded from the KB during the activity
recommendation generation. The CBR methodology uses the
METCB of the historical successful physical activity recommenda-
tions. In our case, we use the 2011 compendium of physical
activity guidelines [36] as our key physical activity case base,
which has physical activity recommendations associated with
METs values. In either case (i.e., baseline-RBR, modified-RBR or
hybrid-CBR), the list of all of the performed physical activities is
loaded from the IDB and commutated for the duration, amount of
consumed calories, remaining calories and corresponding meta-
bolic equivalent (METs) value. The corresponding physical activ-
ities for the METs value are recommended and provided to the
users. These physical activities are not filtered according to the
preferences and interests of the users; therefore, they are
forwarded to the PBR module for further personalization.

� PBR first receives the physical activities recommended by level-
3 RBR/CBR and then loads the personal preferences and interests
information from the IDB. The associated preference-based rules
(PR) are loaded from the KB to apply multi-level filtration for
filtering out irrelevant recommendations. The final filtered
recommendations are personalized according to the user’s
personal preferences.

� The personalized recommendations are passed to the RP for
proper preparation and packaging to be forwarded to the user
application to be displayed on the user’s mobile application.

� The user query, intermediate recommendations, and final per-
sonalized recommendations are stored in the future case base
(FCB) for future use.

4.2. Knowledge acquisition

Knowledge is one of the most important ingredients of a rea-
soning system. This section describes how the knowledge used by
the HRM is created. The key methodologies of HRM are RBR and
CBR; therefore, we first need to create knowledge in the form of
rules and cases. The process of knowledge acquisition is discussed
below.
Gender Age BMI value Weight status

M or F 420 o18.5 kg/m2 Underweight
M or F 420 418.5 and o25 kg/m2 Normal
M or F 420 425 and o30 kg/m2 Overweight
4.2.1. Rules base creation: translating guidelines
Wellness guidelines are the key source of information for

improving the quality of life. Translating guidelines into computer-
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processable rules is a challenging task because it requires the
involvement of knowledge engineers and domain experts [37]. In
our study, knowledge from the unstructured guidelines of a
weight management scenario is translated to rules with the help
of three knowledge engineers and two domain experts. Based on
the design of our study, the knowledge engineers first studied the
weight management scenario, surveyed the weight management
guidelines, indexed them, and categorized them into two groups:
(a) standard equations to compute standard values and (b) indexes
to be used in rule creation. An example of the first category is the
calculation of calories burned/day, while an example of the second
category is the BMI index. These rules are used by the RBR to
generate physical activity recommendations. The process of
guideline translation is described below.
4.2.1.1. Personal profile assessment. To classify users into under-
weight, normal or overweight states, personal profile assessment
based on the standard BMI index is required [38]. The BMI index
and personal profile information are combined together to form
rules, which are shown in Table 1. For the BMI calculation, the
standard BMI formula is used.

These rules are applicable for adults and used by level-1 RBR
(see Section 4.3.1) for finding the weight status of the users.
4.2.1.2. Goal setting and plan management. A weight management
system requires goals and the associated plans to achieve the
goals. A goal can be either a local goal or global goal (gloGoal).
A global goal is the final objective of the user to be achieved,
while the local goal refers to a set of sub-goals to reach the global
goal. For example, the total weight to be lost is considered a global
goal, while weekly targets are considered local goals. To set a
global goal in the context of the weight management scenario,
first, an estimation of the ideal body weight (idlWgt) is required,
which can be obtained using the Robinson JD [39] equation. The
difference between the current weight (curWgt) and ideal weight



Table 2
Goals and weight management Plan Rules (GPR) for recommending the goal status and an appropriate plan.

Gender Male (M)/Female (F) Global Goal (gloGoal) - kg Weight status (WS) Plan prescription (PP)

M or F 40 (þ ive) Normal or Overweight Weight Loss Plan (WLP): lose gloGoal(kg)
M or F ¼0 (neutral) Normal Weight Maintenance Plan (WMP): motivational statements
M or F o0 (� ive) Underweight Weight Gain Plan (WGP): gain gloGoal(kg)
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yields the best estimation for the target goal in terms of the
number of kg to be lost. The ideal body weight and global goal are
computed using Eqs. 1 and 2.

idlWgt ¼ 51:65 kg þ 1:85 kg=inch over 5 feet manð Þ
idlWgt ¼ 48:67 kg þ 1:65 kg=inch over 5 feet womanð Þ ð1Þ

The ideal body weight is a debatable topic but has successfully
been used in healthcare systems, such as drug dosage estimation
[39] and cell transplantation [40]. Therefore, we have adopted it
for the estimation of the global goal in our study.

gloGoal kgð Þ ¼ curWgt kgð Þ� idlWgtðkgÞ ð2Þ

In our system, gloGoal by itself is a user service, but it is aimed
towards devising plans for achieving the global goal. The rules
defined for identifying appropriate plans, such as a weight loss
plan, weight gain plan and weight maintenance plan (GPR), are
shown in Table 2.

In Table 2, we only focus on the first two cases.
Details of the suggested plan, i.e., duration for achieving the

global goal, can be computed using Eq. 3.

wghRedPlanðdaysÞ ¼ roundup
7ðdaysÞ � gloGoalðKgÞ

0:5ðKgÞ

� �
ð3Þ

In Eq. 3, a constant value of 0.5 represents the weight to be lost
during one week. From this equation, local goals for weeks and
months can be determined by subtracting a weight of 0.5 kg from
the weight of the previous week (weekly plan). These plans can
also be estimated in terms of the calories burnt (per day, per week,
per month, etc.) using Eq. 4.

calToBurDay¼ gloGoal kgð Þ � Calð1kgfatÞ
wghRedPlanðdaysÞ ð4Þ

In Eq. 4, Cal represents the number of calories equivalent to
burning 1 kg of body fat.

All of these rules are used for setting the goal, devising plans,
and managing weight and are used by level-2 RBR.

4.2.1.3. Physical activities assessment. Once a weight management
plan is assessed, monitoring and recognition of the user's physical
activities are required. Based on monitoring the previous day's
activities, using the accelerometer sensor of the smartphone, the
next day recommendations are planned. This process is performed
in terms of the duration spent in each activity and the estimated
amount of calories burnt. The amount of each activity (amtAct) is
calculated by taking sum of all of the time slots (timSlot) during
which the user performed that activity (Act), computed using Eq. 5.

amtActi ¼
Xt

j ¼ 1

Acti:timSlotj ð5Þ

The estimation of calories (Cal) for a specific activity ðActiÞ in a
specific time duration, amtActi, can be estimated by the product of
the METs of that activity with the amount of activity and current
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weight of the subject. This calculation is shown in Eq. 6, which is
adapted from the compendium of physical activities [36].

Acti:Cal¼ Acti:METs � amtActiðhÞ �weightðkgÞ ð6Þ

METs estimates the capacity and tolerance level of an individual
to exercise in which he/she may participate safely without hurting
him/herself [41]. We use it in our system to estimate calories from
the physical activities and vice versa. In our calorie estimation
process, we use the average METs rather than the exact value. The
average METs for an activity (e.g., walking) is calculated by con-
sidering all types of walking included in the METs guidelines [36]
and taking the average. The same procedure is used for other
activities that we consider (i.e., running, jogging, transportation,
sitting, and standing). The rationale behind the averageMETs is the
limitation of our current activity recognition system in recognizing
the exact intensity of every sub-type of activity, for example,
walking.

After applying Eq. 6, for all of the activities, Eq. 7 is used to sum
all of the estimated calories.

totalBurnedCal¼
Xa
i ¼ 1

Acti:Cal ð7Þ

The remaining calories (remCalToBurn) for the rest of the day
(in a daily calorie consumption plan) are computed using Eq. 8.

remCalToBurn¼ calToBurDay�totalBurnedCal ð8Þ

The aim of estimating the remaining calories is to recommend
the appropriate physical activity using our reasoning system to
meet the goals of the day. This recommendation requires the METs
value computed from the remCalToBurn using Eq. 9 [36].

METs¼ remCalToBurn
ðamtAct ¼ 1hÞ �weight kgð Þ ð9Þ

We use the METs value in both RBR and CBR to recommend the
appropriate physical activity. For RBR, rules need to be created using
the user’s personal information and the required METs value. For
CBR, a case base is to be prepared.

4.2.1.4. Rules creations. Based on the estimated METs value and the
user's personal information (e.g., age), two types of rules are cre-
ated. The first type is based on distinct-METs values, and the sec-
ond type is based on ranged-METs value. The distinct-METs rules
are used to build the baseline-RBR system, while the ranged-METs
rules are used for building the modified-RBR system. When we
considered distinct-METs and age together, we created a total of
122 rules for the 48 distinct-METs values. The distribution of the
rules is as follows: 22 rules belong to the Young age group, 33 rules
belong to the Older Adults group, and 47 belong to the Adults
group. In the context of physical activity recommendation, age
plays an important role; therefore, it is considered an essential
5



Table 4
Ranged-METs rules for recommending personalized physical activity.

Rule ID Age group METs value Activity prescription

R#1 Young, Adults, Older
adults

o3 Light activity

R#2 Adults r23 Moderate – vigorous-intensity
R#3 Older adults r10.25 Moderate – vigorous (lower

intensity level)
R#4 Young r7 Moderate

Table 5
Case base structure of the metabolic equivalent of tasks (METs) values by physical
activities.

Attribute Data type Possible value Description

Age group Symbol {All age, Young, Adults,
Older adults}

Age of the subject

METs Float Min¼1.3, Max¼23.0 Metabolic Equiva-
lents of Tasks one
hour

Recommendations String Physical activities {run-
ning, walking, cycling,
traveling-bus and sub-
ways, standing, sitting}

Physical activities

Fig. 6. Distribution of the subjects on the basis of age and intensity level of physical
activities (i.e., METs).

Table 3
Distinct-METs rules for recommending physical activity in the baseline rule-based
reasoning system (baseline-RBR).

Rule ID Age group METs
value

Activity prescription

R#1 Young 2 Walking, household
R#2 Older

adults
6.5 Climbing hills with 0–9 lb load; Race walk-

ing; rock or mountain climbing
R#3 Young 7.8 Backpacking; hiking or organized walking

with a daypack
– – – –

R#122 Adult 15 Running; stairs up
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part of the rules. The transformation of age to different age groups
is supported by the guidelines from WHO [10] and UK [42]. These
guidelines categorize users into three major age groups: Young
(age 5–17), Adults (age 18–64), and Older Adults (age Z65). A par-
tial list of the distinct-METs rules is shown in Table 3.

In the MM implementation, we use ranged-METs rules; there-
fore, we first define ranges for the METs values used in these rules.
According to the well-known physical activity guidelines from the
center for disease control and prevention (CDC), American College
of Sports Medicine (ACSM) [7], WHO [10], US [43] and UK [42],
physical activities can be grouped into three categories: light
(o3.0 METs), moderate (3.0–6.0 METs) and vigorous (46.0 METs).
According to these guidelines, moderate to vigorous-intensity
physical activities are recommended to Young, Adults and Older
Adults, but with slightly changed doses and patterns. For example,
the Young group is recommended a physical activity of METsZ
3–7, and the Adults and Older Adults groups are recommended a
physical activity of METsZ3. However, the Older Adults group is
recommended the same physical activities in the range of METs
values for the Adult group but with lower intensity and dose due to
their lower capabilities for exercise and physical activities. We
have formulated these guidelines by considering the threshold
value of METs r10.25 for Older Adults, METs r7 for Young and
METs r23 for Adults. The light-intensity activities (i.e., METs o3)
are appropriate for all age groups because they do not lead to
injuries. Based on this grouping of the METs values by the age
106
groups, the ranged-METs rules are defined and summarized in
Table 4.

4.2.1.5. Case base creation. The CBR part of HRM operates based on
well-established past successful cases to generate physical activity
recommendations. The cases in the case base are adapted from the
2011 compendium of physical activity guidelines [36]. These
guidelines contain a list of physical activities associated with METs
values. We used the METs values and the associated physical
activities as the two key attributes of our case base. We named this
case base the METs case base (METCB). Based on the discussion
made in Section 4.2.1.4, we extended the number of attributes of
the METCB to include an additional attribute, age group. The rela-
tionship between age group and METs ranges is represented
in Eq. 10 and depicted in Fig. 6.

AgeGroup¼ AllAgeDYoungDOlderAdultsDAdults ð10Þ

In the above Eq. 10 and Fig. 6, it can be seen that we have added
a fourth age group named ‘All Age’ (METs o3). It is a subset of all of
the other age groups because activities of this intensity are not
injurious and can equally be recommended to any age group. The
current METCB contains 119 instances, which may increase in the
future. Table 5 presents the detailed characteristics of the METCB.

4.3. Hybrid reasoning

Hybrid reasoning is the key methodology implemented in the
proposed reasoning engine that generates personalized physical
activity recommendations in the MM system. It is composed of
RBR, CBR, and PBR and is discussed in the subsequent sub-sections.

4.3.1. Multi-level rule-based reasoning (Multi-level-RBR)
In HRM, the RBR methodology works at three levels (level-1,

level-2, and level-3). Its objectives include the following:
(1) assessment of personal information and recommendation for
weight status, (2) assessment of the ideal body weight and
recommendations for goals and plans and (3) assessment of the
performed physical activities and recommendations for appro-
priate physical activity. The recommendations of each level are
provided to the user, on one end, and to the next level, on the
other. For example, the first level of recommendations is provided
to the user and to the level-2 RBR. This process involves a
sequential flow, and finally, recommendations are generated,
which are provided to the users on their mobile applications. The
idea of provisioning intermediate results to the users is motivated
from the fact that MM system supports the PULL service model,
where users can subscribe either to a single service or a combi-
nation of services. Using this approach, some of the users sub-
scribe only for weight status recommendations, while others
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subscribe for goal and plan recommendations and physical activity
recommendations. If the MM system is constrained only to support
the PUSH service model, then it may be enough for the users who
require services on the subscription basis but will not support
users who require customized subscription-based services.

4.3.1.1. Level-1 RBR. Once the user query arrives at the HRM, level-
1 RBR gets activated, loads personal profile information, performs
the necessary computations, retrieves the WSR (Table 1) and starts
the rule-based reasoning process [44]. The outputs are provided to
the end user and to the level-2 RBR. The steps of the level-1 RBR
are listed in Algorithm 1.

Algorithm 1. Rule-based reasoning for the recommendations of
weight status.

Input: UID:uid
Output: Weight Status (WS): List oWeight Status4
Begin
Let SID:sid ¼ Weight Status Service Id
WSR: Set of Weight Status Rules, WSR ¼ ∅
KB: Knowledge Base

1. Foreach RULE R in KB
If (R A sid)
WSR:¼WSR [ R;

End If
End for

2. Foreach RULE R in WSR
WS :¼ ExecuteWSRuleðR;uidÞ
IfWSa“Underweight”
PropgatWSResultsToUIUXðuid;WSÞ;
InvokeLevel2RBR uid;WSð Þ; // See Algorithm 2
Go to step 3

Else
PropgatWSResultsToUIUX uid; educational &ð
motivational statments for Weight GainÞ
Go to step 3;

End If
End for

3. FCB≔AddWStatusðuid;WSÞ; // See discussion
4. Exit;
End
In first step of Algorithm 1,WSR are loaded from the knowledge
base using an iterative loop process. The design of the knowledge
base is based on the types of services, and rules are stored
accordingly. Therefore, the type of service identifies the type of
rules to be loaded. The type of service can be identified by the
service Id (sid, in this case). Once the rules are loaded, the
execution commences. The definition of ExecuteSWRuleðÞ is given
in Function 1, and it loads the personal profile data of the user
from the IDB and performs the necessary computations. The data
loading process of the IDB uses a simple object access protocol
(SOAP)-based service, defined in the SCL. Finally, the pattern
matching process starts, and when a rule is matched, it is fired,
and its corresponding weight status recommendations are gener-
ated. The results of this function are returned to Algorithm 1 for
further processing.

Function 1. Rules execution for the weight status recommendations.

ExecuteWSRuleðRULER;UIDuidÞ
Let WS ¼ Weight Status, showing BMI status of the user
IDB: Intermediate Database
PPROF: Personal Profile
BMI: Body Mass Index
10
RHS: Right Hand Side
LHS: Left Hand Side

1. Load PPROF of uid from IDB;
2. Compute BMI;
3. IfR:LHS:values¼ ðPPROF and BMIÞ

WS≔RHS of R;
EndIf

4. ReturnðWSÞ
When the weight status recommendations are received by
Algorithm 1, they are forwarded to the user mobile application
interface (UIUX) and to the level-2 RBR. The function
PropgatWSResultsToUIUXðÞ is responsible for providing the recom-
mendations to the user while the function InvokeLevel2RBRðÞ is used
to invoke the level-2 RBR. The propagation function first commu-
nicates with the user's mobile application and then provides the
generated intermediate recommendations along with some metadata
for display purposes. In case the intermediate result of the level-1 RBR
is the underweight status, then the system propagates motivational
and educational statements using the PropgatWSResultsToUIUXðÞ
function (see Section 6).

4.3.1.2. Level-2 RBR. Level-2 RBR is activated by level-1 RBR for
setting goals and prescribing the associated weight loss and calorie
consumption plan recommendations. In level-2 RBR, the goal and
plan rules (GPR) specified in Table 2 are used along with Eqs. 1–4.
The algorithmic steps of level-2 RBR are given in Algorithm 2.

Algorithm 2. Rule-based reasoning algorithm for goals and plans
prescription recommendations.
Input: UID:uid, WS
Output: Weight Loss Plan (WLP)
Begin
Let SID:sid ¼ Weight Loss Service Id
GPR: Goal and Plan Rules, GPR ¼ ∅
PP: Plan Prescription

1. Foreach RULE R in KB // KB: Knowledge Base
If (R A sid)

GPR:¼ GPR [ R;
End If

End for
2. Foreach RULE R in GPR

PP:¼ExecuteGPRRule (RULE R,UID uid)
If PP¼"WLP"
Let wlPlan:¼ List oWLPlan4;

wl Plan¼ComputeWLPlansInKgAndCalories(); // use
Eq. 3 and 4

PropgatWLPResultsToUIUX (uid,wlPlan);
FCB≔AddRecommendedPlan (uid,wlPlan); // See

discussion
InvokeLevel3RBR-CBR (uid,wlPlan ["caloriesPlan"]); //

See Algorithm 3
Go to step 3;

Else
PropgatWMPResultsToUIUX(uid, educational & motiva-

tional statments for Weight Maintenance)
Go to step 3;

End if
End for

3. Exit;
End

In Algorithm 2, the rules are loaded from the KB on the basis of
service type (sid). The service is goal and plan recommendations,
7
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and the associated rules are the GPR. After the rules are loaded,
Algorithm 2 executes ExecuteGPRRuleðÞ to generate the plan pre-
scription (PP) recommendations. The definition of this function is
shown in Function 2, which takes each rule from the GPR and
retrieves the required personal profile data from IDB and com-
putes the ideal body weight (idlWgt) and global goal (gloGoal). The
pattern matching process then starts, and each attribute of the left
hand side (LHS) of the rule R is checked against the loaded and
computed values. When a match is found, rule R is fired, and its
right hand side (RHS) is provided as the PP recommendation.
These recommendations are returned to Algorithm 2 for further
processing.

Function 2. Execution of the goal and plan rules for goal and plan
recommendations.

ExecuteWMPPlanRuleðRULER;UIDuidÞ
Let IDB: Intermediate Database
gloGoal: global Goal
idlWgt: ideal Weight
PPROF: Personal Profile
LHS: Left Hand Side
RHS: Right Hand Side
PP: Plan Prescription

1. Load PPROF of uid from IDB;
2. ComputeIdealWeightðidlWgtÞ; //use Eq. 1
3. ComputeGlobalGoalðgloGoalÞ; //use Eq. 2
4. IfR:LHS:values¼ ðPPROF; gloGoalÞ

PP≔RHS of R;
End if

5. Return (PP);
If the output retained in PP is weight loss plan (WLP), then the
Compute WL plans in kg and caloriesðÞ function is acti-
vated for computing daily, weekly, and monthly plans in terms of
the number kg to lose and the associated calorie consumption
plans. These plans are forwarded to the users and are displayed on
their mobile application interface (UIUX) and are also forwarded to
level-3 RBR–CBR. The functions responsible for these tasks are
Propgat WLP Results To UIUXðÞ and
Invoke Level 2RBR�CBRðÞ, respectively. In case the PP value is the
weight maintenance plan (WMP), then educational and motivational
statements are provided to the users using the
PropgatWMPResultsToUIUXðÞ function (see Section 6).

4.3.1.3. Level-3 RBR–CBR. In HRM, level-3 RBR–CBR uses either
baseline-RBR or modified-RBR or CBR methodology. For these
methodologies, an assessment of the performed physical activities
is required in terms of the burned calories, remaining calories, and
equivalent METs value. This assessment and the computations are
performed using Eqs. 5–9. In the baseline-RBR, distinct-METs rules
(Table 3) are used, while in the modified-RBR, ranged-METs rules
(Table 4) are used to generate personalized physical activity
recommendations. The algorithmic steps for both the baseline-RBR
and modified-RBR are given in Algorithm 3 and are the same from
the methodology perspective but different based on the nature of
rules they use (for the level-3 CBR, see Section 4.3.2).

Algorithm 3. Assessment of physical activities and prescription of
physical activity recommendations using rule-based reasoning.
Input: UID:uid, wlPlan
Output: Personalized Physical Activity Recommendations
(PAR): List oRecommendations4

Begin
Let SID:sid ¼ Personalized Physical Activity Recommendation
Service APR : activity prescription rules and APR ¼ ∅
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1. Foreach RULE R in KB // KB: Knowledge Base
If (R A sid)

APR:¼ APR [ R;
End if

End for
2. Foreach RULE R in APR

PAR :¼ ExecuteActPrescRuleðRULER;UIDuidÞ
IfPARa∅
Break;

End If
3. End for
4. PropgatPARResultsToUIUXðuid;PARÞ;
5. FCB≔AddRBRPARðuid;PARÞ; // See discussion
6. InvokePBRðuid;PARÞ; // See Algorithm 5
7. Exit;
End

Algorithm 3 first loads the activity prescription rules (ARP)
from the KB based on the service id, specified in the service
request. For generating appropriate personalized physical activity
recommendations (PAR), the ExecuteActPrescRule() function is
used, the details of which are given in Function 3. The physical
activities are recommended on the basis of the final computed
METs values and the user's personal profile information. The METs
value represents the intensity level of a physical activity. Within
the same physical activity type, for example, walking, different
intensity values exist that range from a METs value of 2.3 to a METs
value of 12 [36]. Similar ranges exist for other activities as well,
such as running, cycling, transportation, standing, and sitting. In
the METs guidelines, a large number of distinct METs values are
available, which makes it hard to define distinct METs rules. One of
the solutions to this issue is to define range-based METs rules. In
the MM implementation for the weight management scenario,
METs range-based rules are used.

Function 3. Execution of distinct-METs and ranged-METs rules for
physical activity recommendations.

ExecuteActPrescRuleðRULER;UIDuidÞ
Let IDB: Intermediate Database
METs: Metabolic Equivalent of Task
PPROF: Personal Profile
AMTACT: Amount of Physical Activity Performed
PAR: Personalized Physical Activity Recommendations: List
oRecommendations4

LHS: Left Hand Side
RHS: Right Hand Side

1. Load PPROF;AMTACT of uid from IDB;
2. Compute AMOUNT OF PHYSICAL ACTIVITY performed so far;

//use Eq. 5
3. Compute CALORIES for each ACTIVITY; //use Eq. 6
4. Compute TOTAL BURNED CALORIES; //use Eq. 7
5. Compute REMAINING CALORIES; //use Eq. 8
6. Compute METs value; //use Eq. 9
7. IfR:LHS:values¼ ðPPROF;METsÞ

PAR≔RHS of RULE;
End if

8. ReturnðPARÞ

Once PAR are generated, they are provided to the end users on
their mobile application interface (UIUX) using the Propgat PAR
Results To UIUXðÞ function. The output of Algorithm 3 can be

a list of physical activities that are generated either on the basis of
ranged-METs rules or multiple physical activities against a single
METs value in a rule. To filter this list of recommendations
and personalize them to another level, they are provided to the



Table 6
Local similarity values of the attribute ‘age group’ in the form of similarity matrix.

Age group All age Young Older adults Adults

All age 1 1 1 1
Young 1 1 0 0
Older adults 1 1 1 0
Adults 1 1 1 1
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PBR methodology by using the Invoke PBRðÞ function call of
Algorithm 3 (see Section 4.3.3 for the PBR functionality).

4.3.2. Case-based reasoning (CBR)
To overcome the limitations of level-3 RBR implemented in the

MM platform, we use CBR for generating more personalized
recommendations. The CBR implementation is performed outside
the MM implementation in our lab with the aim of enhancing the
performance of HRM. The CBR methodology helps in recom-
mending specific physical activity to users based on their gender
information and required intensity for physical activity i.e., METs
value. The CBR methodology is selected due to its capabilities of
(1) recommending specific and precise physical activities to the
user, (2) providing a list of top relevant physical activities as
recommendations (e.g., walking) with multiple similar alternatives
(e.g., running or cycling) and (3) refining the suggested recom-
mendations based on the user’s feedback for enhancing recom-
mendation accuracy and specificity. CBR execution follows the
standard CBR cycle (retrieve, reuse, revise and retain) to complete
the process of suggesting and refining recommendations along
with an incremental learning approach. In our study, we are
unable to perform the revise step in HRM due to the limitation of
the MM system in being unable to handle user feedback. This
phase is left as future work.

4.3.2.1. Retrieve and reuse steps. In our CBR model, the case query
contains two attributes, age group and METs value. The age value is
retrieved from the personal profile of the user, which is trans-
formed to the predefined age group. The value of the METs attri-
bute is computed from the user’s personal profile information and
the physical activities the user performed so far. For this purpose,
steps 1–6 of Function 3 are used. These values are provided to the
retrieve step of the CBR, which starts retrieving similar cases from
the METCB. For the retrieval of age group and METs values, two
local similarity functions are defined, which are shown in
Eqs. 11 and 12.

METSiml nC; eCð Þ ¼ dg MaxMET ;MinMETð Þ�dl nCMET ; eCMETð Þ�1
dg MaxMET ;MinMETð Þ ð11Þ

Here,METSiml calculates the similarity of theMETs between the
new query case (nC) and existing cases (eC) in the METCB.
Similarly,dg is the global distance function that calculates the
distance between MaxMET (maximum METs value in theMETCB, i.e.,
23 for running) and MinMET (minimum METs value in the METCB,
i.e., 1.3 for resting). Here, dl is the most important local similarity
function that computes the distance between the METs values of
nC and eC.

AGSiml nC; eCð Þ ¼ AGij ¼ 1 for8 iZ jð Þ OR ði¼ 0 OR j¼ 1Þ
0 otherwise

� �
ð12Þ

In Eq. 12, AGSiml is the local similarity function that matches
the METs values of eC with nC. The similarity criterion used in the
equation is the exact match, which is denoted as value 1. The
interpretation of this value is that if the age group of the query
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case is similar to that of the existing case (i.e.,AGnC ¼ AGeC), then
this value will be 1; otherwise, it will be 0. The symmetric view of
the local similarity function of this attribute is represented in a
confusion matrix shown in Table 6.

In the above confusion matrix, the diagonal value of each age
group is equal to 1, which shows the exact match relationship of
each age group with itself. The age group, labeled as All Age,
represents the list of METs values (less than 3) that can be equally
recommended to the rest of the age groups; therefore its value is
1 for all of the other age groups. Similarly, the METs values of the
age group Young (less or equal to 7) are also a subset of the METs
values of the Older Adults and Adults age groups; therefore its value
is 1 for all these age groups. This makes both the columns identical
in the similarity matrix table.

After computing the local similarities, we use the weighted
sum global similarity function, Simg , to compute the global dis-
tance between nC and eC, as shown in Eq. 13.

Simg nC; eCð Þ ¼ β AGSiml nC; eCð Þð Þþγ METSiml nC; eCð Þð Þ ð13Þ

Here, β denotes the weight value assigned to the attribute age
group and γ denotes the weight value assigned to the METs attri-
bute. The value of β is 0.1 (i.e., β¼ 0:1), and the value of γ is 0.9
(i.e., γ ¼ 0:9). The higher value of γ represents the importance and
contribution of the METs attribute in the final decision. For the
selection of similar cases, we use k-NN [45] with k¼3 to select the
top three similar cases and reuse them as the suggested recom-
mendations. In the MM system, the selection of the top three cases
provides choices to the users for following any of the proposed
recommendations based on their personal preferences and inter-
ests. The top recommended activities are of the same intensity or
close to each other in intensity and have similar impacts on an
individual’s health. The acceptance of the top three recommen-
dations is based on the threshold value (confidence), denoted by
symbol m. We set the threshold value to be greater than or equal to
95 (i.e., mZ95). If a single case satisfies the threshold, only one
recommendation is provided as the final physical activity recom-
mendation. If more than 1 case is retrieved, then PBR is activated
for further filtration and personalization of the suggested physical
activity recommendations (see Section 4.3.3). The confidence
value for the acceptance of recommendations is the threshold
value, which is computed using Eq. 13. It is the aggregate score
obtained from the local similarity values of Eqs. 11 and 12. The
method used for aggregation is the weighted sum, which has a
higher weight γ ¼ 0:9 for the METs attribute and lower weight β
¼ 0:1 for the Age Group attribute. To set the confidence/threshold
value as mZ95 0:05threshholdð Þ, we were motivated by the well-
known work [46–48] in the statistical community. The authors
considered a 95% confidence interval or 0.05 threshold value as
the acceptable value for accepting a hypothesis. The deta-
iled working methodology of the proposed CBR is presented
in Algorithm 4.

Algorithm 4. Case-based reasoning methodology for generating
personalized physical activity recommendations.
Input: UID:uid, METCBurl, nC:¼ new Case, where nC⋳
PPROF;METs and nC is computed using Eqs. 5–9
9
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utput: Personalized Physical Activity Recommendations
(PAR) ): List oRecommendations4
egin
et PAR:¼ A set of top 3 relevant existing cases as the proposed
recommendations
img½�:¼ Array of global similarities of existing cases
S

1. METCBr:¼ ReteriveCaseBaseFromKB(METCBurl), Where
METCBr is the matrix eCm�An, eCm is the set of existing cases,
i.e., eC¼eC1,eC2,eC3,…,eCm. Similarly, An is the set of attributes,
i.e., An¼A1,A2,A3,…,An

2. For i¼1 to SizeOfCases(METCBr)
Let Siml []:¼Array of local similarities of attributes of indi-
vidual cases
For j¼1 to SizeOfAttributes(METCBr)
Siml [Aj]:¼ComputeLocSim(nC.Aj,METCBr [i,j]); // use

Eqs. 11 and 12
End for
Simg [eCi]:¼ComputeGlobSim (Siml); // weighted sum
method (Eq. 13)

3. End for
4. PAR:¼ApplyKNN(Simg]); //where k¼3
5. PropgateCBRResultsToUIUX(uid,PAR);
6. FCB≔RetainCBRPAR(uid,PAR); // See discussion
7. InvokePBR(uid,PAR); //See Algorithm 5
8. Exit;
End

Algorithm 4 begins execution when nC is input to the CBR
algorithm. In the first step, the ReteriveCaseBaseFromKBðÞ function
is used to load the existing cases from KB to the METCBr . For this
purpose, the URL of METCB, METCBurl, is used. Each eC is matched
against nC, and the distance is calculated using the local and global
similarity functions (i.e., Eqs. 11 and 12). k-NN with k¼3 is used to
obtain the top three similar cases as the suggested physical activity
recommendations. These recommendations are specific and pre-
cise compared with the results of the baseline-RBR and modified-
RBR systems. The retrieved case(s) is/are passed to the end users as
the proposed personalized physical activity recommendations
with the help of the PropgateCBRResultsðÞ function. Similarly, this/
these recommendations(s) is/are also forwarded to PBR using the
InvokePBRðÞ function to filter them according to the user's pre-
ferences and interests.

4.3.2.2. Retain steps. Once the reuse step suggests recommendation
(s), the whole case needs to be retained in the case base as a new case.
In the proposed HRM, we add this new case to a data store, called the
future case base (FCB). If the retrieve step ends with a single recom-
mendation, the whole case, including the user's personal profile and
suggested activity, is stored in the FCB. However, if more recom-
mendations are generated, the new case is stored in the FCB after
applying the PBR methodology (see Section 4.3.3).

4.3.3. Preference-based reasoning (PBR)
The recommendations generated by the RBR and CBR meth-

odologies are based on the knowledge created based on general
guidelines, which are unable to reflect the user's personal interests
and preferences. These recommendations are not personalized
from the perspective of the user’s personal interests and pre-
ferences; to satisfy them, another level of refinement and filtration
of the suggested recommendations is required that is performed
by the PBR methodology. The PBR mechanism exploits the user
model, built on top of the user profile. A user model contains the
user's personalized requirements, such as preferences and inter-
ests. This information is initially acquired from the user, during the
registration process and updated thereafter. The recommendations
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provided by the RBR and CBR exploit data only from the user's
personal profile and physical activity behaviors and do not take
into account the preferences. When recommendations are pro-
vided on the basis of these methodologies, multiple interpreta-
tions can be made. For example, consider a scenario where a user
U requires X METs of physical activity to burn an amount Y of
calories. The RBR or CBR can generate the following set of
recommendations for the mentioned scenario.

� Walking M1 minutes OR Running M2 minutes OR Cycling M3
minutes OR Hiking M4 minutes, etc.

These recommendations are equivalent and can meet the user’s
requirement mentioned in the scenario' however some of them
may not fit the user's personal interests and preferences ade-
quately. It may be that the user is interested in walking and cycling
but not in running and hiking. Therefore, the final recommenda-
tions should only include walking and cycling.

To obtain the user's final preference-based personalized
recommendations, we propose a multi-filter approach imple-
mented as part of the PBR. According to this approach, filtered
personalized physical activity recommendations (FPAR) are
obtained from the list of generated personalized physical activity
recommendations using the user preferences (UPrefrences). This
process of filtration is shown in Algorithm 5.

Algorithm 5. Filtration of the personalized physical activity
recommendations using user preferences.
Input: UID: uid, PAR
Output: Filtered Personalized Physical Activity Recommenda-
tions(FPAR): List ofilteredRecommendations4

Begin
Let UPrefrences½�¼ List of user preferences
FCB:¼Future Case Base
FPAR : ¼ ∅

1. UPrefrences½� ¼ loadUserPrefencesðuidÞ;//Load user presences
from user profile in IDB

2. Foreach Recommendation Rec in PAR
If (Rec A UPrefrences)
FPAR:¼ FPAR [ Rec;

End if
End for

3. PropgatFilteredPARToUIUXðuid; FPARÞ;
4. FCB≔AddFPARðuid; FPARÞ; // see discussion
5. Exit
End

The process of preference-based reasoning starts by loading the
user's list of preferences, denoted by UPrefrences, from the inter-
mediate database. The filtration process is performed in step 2 by
taking each recommendation from the PAR and checking it against
the preference list of the user. If the recommendation does not
satisfy the user’s preference, it is filtered out; otherwise, it is added
to the filtered list FPAR. This process is continued till all of the
recommendations in PAR are checked. Finally, the filtered perso-
nalized recommendations are provided to the user on his mobile
application interface using the PropgatFilteredPARToUIUXð) func-
tion. At the same time, the final FPAR are retained in the FCB as the
recommended physical activity. This incrementally grows the FCB,
which can be best used in future for successful cases of physical
activity recommendations.



Table 8
Distribution of the physical activities in the METs Case Base.

S.No Type of activity Distribution

1 Running 25
2 Walking 56
3 Cycling 18
4 Standing 5
5 Sitting 4
6 Transportation 4
7 Volunteer 7
Total instances 119

Table 7
Personal profile information of the volunteers, WHO participated in the evaluation of Mining Minds platform.

User ID Gender: Male (M), Female (F) Age (Years) Height (Feet) Weight (Kg) Preferred activities

1 M 26 6.2 84.5 Running, walking
2 M 28 5.7 72.5 Running, walking, cycling
3 M 28 5.8 70.1 Walking
4 M 31 5.4 68 Running, cycling
5 M 31 5.6 71.9 Walking, traveling
6 M 32 6 85.9 Running
7 F 32 5.2 65 Walking, jogging
8 M 37 5.8 75 Walking, cycling
9 F 30 5.2 75 Walking running, cycling

10 M 38 5.8 71 Running, cycling
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5. Experiments and evaluation

For evaluating the performance of the proposed HRM, we per-
formed the following set of tasks. Initially, we defined a weight
management scenario, then set up a set of experiments, and finally
performed the experiments and analyzed the results.
5.1. Case-study: weight management

We considered and implemented a weight management sce-
nario for healthy individuals who are overweight or tend to
overweight. After implementation of the methodology, we asked
ten volunteers (ages 26–38 years) to use the system for a couple of
weeks. The basic personal information of these individuals is
shown in Table 7.

The individuals were asked to use the application during the
specified period of time and follow the recommendations pro-
vided. During the user's physical activity, the mobile application
collected the user's daily physical activity data using the accel-
erometer sensor of the smartphone. These activities included sit-
ting, standing, moving in a bus, moving in a subway, walking,
running and cycling, which are recognized by the activity recog-
nizer module (in the ICL) of the Mining Minds platform (Fig. 2). For
the detailed methodological process of recognition of these
activities and the support of ICL, refer to the work of Han et al. [49],
and Banos et al., [50]. The data are stored in the DCL, from where
they are recognized by the ICL and provided to the SCL for
recommending the appropriate physical activity for the remaining
targets.
3 http://mycbr-project.net/index.html
5.2. Experimental setup

To perform the experiments, we first set up the required
environment, then specified the data and knowledge used for the
experiments and finally defined the evaluation criteria.
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5.2.1. Environment
The implementation of HRM was performed on a distributed

framework in the Microsoft Azure public cloud environment. As
described in Section 3, the MM platform is composed of four lay-
ers, and each layer is deployed on an individual virtual instance.
The proposed HRM is part of SCL, which was hosted on a standard
A3 MS Azure instance with Microsoft Windows Server 2012 R2 as
the guest Operating System (OS). HRM communicates with DCL
and SL and communicates with DCL to load data for reasoning and
storing final recommendations. With SL, HRM provides a recom-
mendation service on the request and response model. The ser-
vices in SCL are implemented as SOAP-based web services, and
their accessibility is defined using service contracts between lay-
ers. Web services are implemented in Java and deployed on
Glassfish server on virtual machine (VM).

For implementation of the third experiment, hybrid-CBR, which
operates on METCB, we used myCBR3, which is an open-source
similarity-based retrieval tool. We used the Windows environ-
ment on a PC with an Intel Pentium Dual-CoreTM (2.5 GHz) with
4 GB of memory.

5.2.2. Data and knowledge (rules/case base)
As we evaluate our proposed hybrid-CBR methodology in terms

of the performance of the baseline-RBR and modified-RBR systems,
we therefore require data and knowledge on all of these systems.
For the baseline-RBR and modified-RBR experiments, we used the
user’s personal profile, physical activity data and knowledge rules
created based on the guidelines (Tables 3 and 4). For the hybrid-
CBR experiments, we use METCB, prepared from METs guidelines
[36]. The size of our ‘METCB’ is 119 instances. It contains the
activities we focus on in the MM platform. The distribution of
these activities in METCB is shown in Table 8.

In the compendium of physical activity guidelines [36],
“standing” and “sitting” are the sub-categories of volunteer phy-
sical activity. More details on the structure of METCB are given in
Table 5. For the offline testing and evaluation of the methodology,
we designed a Test Case Base (TCB) that contains 64 test instances.
We prepared these test cases from the originalMETCB. The method
used for defining the value of the METs attribute of the TCB was
random value computation. The random value is computed from
the METs attribute of the original METCB using Microsoft Excel
[51]. The function used for the random value generation is shown
in Eq. 14.

METs:value¼ randbetweenðbottom; topÞ ð14Þ

Here, bottom represents the minimum value of the METs and
top represents the maximum value of METs for the new test cases.
We used bottom¼ 1:3 and top¼ 23. The values 1.3 and 23 are the
1
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Table 9
Weight status and goal and plan recommendations generated by level-1- and level-2 rule-based reasoning of the proposed multimodal reasoning methodology.

User ID Level-1 RBR (Algorithm 1) Results Level-2 RBR (Algorithm 2) results

BMI Weight status Ideal body weight
(Kg)

Goal (# of Kg to
lose)

Weight management plan Duration plan
(weeks)

Calories burning plan
(daily)

1 23.9 Normal 78.0 6.5 weight loss 13 550
2 25.02 Overweight 64.8 7.7 weight loss 15 550
3 23.5 Normal 66.6 3.5 weight loss 7 550
4 25.7 Overweight 59.1 8.9 weight loss 18 550
5 25.8 Overweight 62.9 9.0 weight loss 18 550
6 25.7 Overweight 74.2 11.7 weight loss 23 550
7 26.2 Overweight 52.0 13.0 weight loss 26 550
8 25.14 Overweight 66.6 8.4 weight loss 17 550
9 30.24 Obese 52.0 23.0 weight loss 46 550

10 23.8 Normal 62.1 8.9 weight loss 18 550

Table 10
Physical activity recommendations generated by the baseline rule-based reasoning
system.

User ID METs Personalized physical activity recommendations

1 6.5 i. Climbing hills with 0–9 lb load.
ii. Race walking; rock or mountain climbing

2 7.6 X
3 7.8 i. backpacking; hiking or organized walking with a daypack
4 8.1 X
5 7.6 X
6 6.4 X
7 8.5 i. bicycling; BMX

ii. bicycling; mountain; general
iii. bicycling; 12 mph; seated; hands on brake hoods or bar

drops; 80 rpm
8 7.3 i. climbing hills with 10–20 lb load
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minimum and maximum values, respectively, of the METs attribute
in the original METCB.

5.2.3. Evaluation criteria
To evaluate the proposed reasoning methodology, a group of

system-centric evaluation criteria are used [52]. We evaluated the
system using Type I (False positive-FP) and Type II (False negative-
FN) errors, precision, recall, accuracy, and f-score criteria. We do
not focus on a user-centric evaluation that addresses the user's
satisfaction because in the current implementation, only a proto-
type of the MM platform is implemented. The hybrid-CBR experi-
ments were performed in a closed environment in our lab;
therefore, we leave user-centric evaluation as future work when
the MM platform will be fully implemented with the feedback
mechanism.
9 7.3 i. climbing hills with 10–20 lb load
10 7.7 X
5.3. Experiments and analysis of the results

As the design of HRM is based on RBR-first followed by the CBR
strategy, we therefore first evaluate the RBR and then tailor its
results to CBR. During the RBR execution, the level-1 RBR is first
executed for reasoning the weight status of all of the subjects
using Algorithm 1 and presenting the output as recommendations
to the users, as shown in Table 9. If the weight status is not
underweight, the output is fed to level-2 RBR for setting goals and
recommending weight loss and calorie consumption plans using
Algorithm 2. The resulting recommendations of the level-2 RBR are
also shown in Table 9.

These recommendations include the goal in terms of kg to lose,
weight management plan, number of weeks to successfully exe-
cute the plan and daily calorie consumption plan. The volunteers
were asked to follow these plan recommendations. The objective
of HRM is to recommend appropriate physical activities for these
plans. The HRM estimates METs values to materialize the plans.
The METs estimation is required in two cases:

� At the start of plan, when HRM initially recommends the phy-
sical activity for starting the plan.

� During the plan, i.e., the subject follows the plan and the system
makes further recommendations.

In the first case, the METs estimation is performed only for the
recommended ‘daily calorie consumption plan’, which is the out-
put of the level-2 RBR. In the second case, the METs estimation is
based on the remaining calories (see Eq. 8). Once the METs value is
computed, the corresponding physical activity recommendations
are generated. These recommendations can be generated using the
baseline-RBR, modified-RBR and hybrid-CBR systems; therefore, we
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perform three different sets of experiments, which are
discussed below.

5.3.1. Experiment 1: baseline-RBR system
The purpose of this experiment is to build the initial baseline-

RBR system for comparing the results of the systems. The results of
this experiment were generated prior to the implementation of
the proposed idea in the MM platform. In level-3 RBR, distinct-
METs rules, shown in Table 3, are used to generate physical activity
recommendations using Algorithm 3 with exact match criteria. A
few examples of the prescribed recommendations are shown in
Table 10. These are based on the initial calorie consumption plan of
the 10 volunteers.

While generating these recommendations, the first METs values
for all volunteers are computed based on their calorie plans and
then combined with the attribute age group to prepare the data for
the rules. The symbol ‘X’ in Table 10 denotes that no recommen-
dation is generated for these query cases. From Table 10, it is clear
that five out of ten queries cases are unsuccessful and that
recommendations could not be generated for them. These include
the queries of users 2, 4, 5, 6 and 10. The reasons for the empty
recommendations are that these queries do not match any rule
described in Table 3. The distinct rules used in this experiment use
METs values adopted from the METs guideline for physical activity,
which does not include the values 7.6, 8.1, 7.6, 6.4, and 7.7.
Therefore, no rule with these values exists in Table 3, and hence,
no match is found during the reasoning process for the specified
input query cases. For the detailed evaluation of the baseline-RBR
system, the whole ‘TCB’ is used as a test case. The results are cal-
culated and presented in Figs. 7 and 8, which show that the recall



Precision Recall Accuracy F-measure
Baseline-RBR 1.00 0.45 0.45 0.62
Modified-RBR 0.52 0.89 0.89 0.66
Hybrid-CBR 0.97 0.94 0.94 0.95
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Fig. 7. Comparison of baseline-RBR, modified-RBR and hybrid-CBR system on the
basis of precision, recall, accuracy, and f-measure.

Baseline-RBR Modified-RBR Hybrid-CBR
Type I error 0.0 82.8 3.1
Type II error 54.7 10.9 6.3
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Fig. 8. Comparison of baseline-RBR, modified-RBR and hybrid-CBR for Type I
and Type II errors.

Table 11
Physical activity recommendations generated for a single query case using the
modified rule-based reasoning system

Recommendation # METs Suggested physical activity recommendations

1 1.3 Riding in a car or truck
2 1.3 Riding in a bus or train
3 1.5 Sitting; meeting; general; and/or with talking

involved
4 1.5 Sitting; light office work; in general
5 2.0 Walking; household
6 2.0 Walking; less than 2.0 mph; level; strolling; very

slow
7 2 Sitting; child care; only active periods
8 2 Walking; less than 2.0 mph; very slow
9 2.3 Carrying 15 lb child; slow walking

10 2.3 Standing; light work (filing; talking; assembling)
11 2.5 Bird watching; slow walk
12 2.5 Walking from house to car or bus; from car or

bus to go places; from car or bus to and from the
worksite

13 2.5 Walking to neighbor’s house or family’s house
for social reasons

14 2.5 Walking; to and from an outhouse
15 2.5 Sitting; moderate work
16 2.5 Automobile or light truck (not a semi) driving
17 2.8 Walking; 2.0 mph; level; slow pace; firm surface
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of the baseline-RBR is very low (45%) and that the Type II errors are
very high (54.5%). The limitations of this experiment are sum-
marized as follows: (1) creation of distinct rules for each value of
METs is a difficult task that results in a rule intractability problem,
(2) the closest similar recommendations are overlooked if an exact
match is not found, and (3) a high Type II error rate is observed.

5.3.2. Experiment 2: modified-RBR system
Based on the lesson learnt from the baseline-RBR system, level-

3 RBR is implemented with ranged-METs rules (Table 4) in the MM
platform. Algorithm 3 is used to execute these rules. To demon-
strate the effectiveness of this experiment, we consider an
example query for volunteer 4 (Table 7) with age group ¼ adults
and METs ¼ 8.1 (see Table 10). The modified-RBR generates mul-
tiple recommendations for this query, though baseline-RBR fails to
do so. To fully evaluate Algorithm 3, the whole ‘TCB’ is applied, and
the results produced are shown in Figs. 7 and 8. The recall and
accuracy are increased from 0.45 to 0.89 and the f-score is
increased from 0.62 to 0.66, while the Type II error rate is reduced
from 54.7 to 10.9. The advantage of themodified-RBR system is that
all queries are served and no query is returned with empty
recommendation results. For example, when the query case with
‘age group’ ¼ All Age and METs ¼ 2.7 is processed, a total of 17
recommendations are generated, as shown in Table 11. When the
baseline-RBR is used for this query, no recommendation is gener-
ated because the METs value of the query case has no match with
theMETs values of the distinct rules. However, in the modified-RBR,
the ranged-METs rule with aMETs value less than 3 is satisfied, and
hence, all of the associated recommendations are generated.
11
Similarly, all of the queries yields results, and no query is
unsuccessful.

The limitation of the system is its high False Alarm rate (i.e.,
Type I error), as shown in Table 11. From this table, we see that a
list of 17) recommendations is generated for a single query. On
average, 52 options of physical activities are provided as recom-
mendations for each query, which is problematic. A summary of
the Type I error for this experiment is shown in Fig. 8. The high
False Alarm rate results in a wide scope of recommendations that
may not fit well with the user’s required physical activity. This
effect is normalized in PBR when multiple filters are applied for
filtering unnecessary and irrelevant recommendations.

5.3.3. Experiment 3: CBR system
The objective of using CBR is to minimize limitations of the

baseline-RBR and modified-RBR systems. To overcome these pro-
blems, we performed the CBR experiment in a local set up without
involving the MM setup. The outputs of level-1 RBR and level-2
RBR and the estimated METs value generate a query case for the
CBR methodology. Algorithm 4 uses the local similarity function,
global similarity function, k-NN with k¼3 and a threshold
m4¼95 to generate appropriate physical activity recommenda-
tions. The CBR methodology has significantly improved Type I and
Type II errors, as shown in Fig. 8. CBR offers the following
advantages:

� Type I errors are reduced – k-NN with k¼3 retrieves the top
cases that are most relevant to the query case and specific to the
user's requirement. Hence, the False Alarm rate is significantly
reduced.

� Type II errors are reduced and recall is improved – the global
similarity function of CBR with threshold m4¼95 has reduced
Type II errors. The retrieval of most similar recommendations
minimized the False Negative cases and improved recall.

� Relevant and specific recommendations – the retrieve phase of
CBR retrieves the top three recommendations that are either
exactly the same as required by the user or close to the user’s
specific requirements for physical activity. Hence, the number of
recommendations is reduced to an optimum level on the one
hand and is closer to the user’s specific requirements on
the other.
3



Table 12
Physical activity recommendations generated using case-based reasoning methodology.

User ID New case (METs value) Retrieved cases (METs value) Suggested physical activity recommendations

1 6.5 6.5 i. climbing hills with 0–9 lb load.
6.5 ii. race walking; rock or mountain climbing
6.3 iii. climbing hills; no load

2 7.6 7.3 i. climbing hills with 10–20 lb load
7.5 ii. bicycling; general
7.8 iii. backpacking; hiking or organized walking with a daypack

3 7.8 7.8 i. backpacking; hiking or organized walking with a daypack
8 ii. running; training; pushing a wheelchair or baby carrier
8 iii. running; marathon

4 8.1 8 i. running; training; pushing a wheelchair or baby carrier
8 ii. running; marathon
8 iii. carrying 25 to 49 lb load; upstairs

5 7.6 7.3 i. climbing hills with 10 to 20 lb load
7.5 ii. bicycling; general
7.8 iii. backpacking; hiking or organized walking with a daypack

6 6.4 6.3 i. climbing hills; no load
6.5 ii. climbing hills with 0–9 lb load
6.5 iii. race walking; rock or mountain climbing

7 8.5 8.5 i. bicycling;
8.5 ii. bicycling; mountain; general
8.5 iii. bicycling; 12 mph; seated; hands on brake hoods or bar drops; 80 rpm

8 7.3 7 i. walking; 4.5 mph; level; firm surface; very; very brisk
7.3 ii. climbing hills with 10–20 lb load
7.5 iii. bicycling; general

9 7.3 7 i. walking; 4.5 mph; level; firm surface; very; very brisk
7.3 ii. climbing hills with 10–20 lb load
7.5 iii. bicycling; general

10 7.7 7.5 i. bicycling; general
7.8 ii. backpacking; hiking or organized walking with a daypack
8 iii. bicycling; 12–13.9 mph; leisure; moderate effort

Precision Recall F-measure
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μ ≥ 85 1 1 1
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Fig. 9. Performance of basline-RBR, modified-RBR and hybrid-CBR with different threshold values.
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To demonstrate the effectiveness of the CBR methodology for
these objectives, we consider the case of 10 volunteers of the MM
evaluation team and their estimated METs values (Table 10). The
initial recommendations for the calculated METs values and age
group¼adults are shown in Table 12.

Table 12 shows that for each query case, the top three most
relevant physical activity recommendations are provided, which
fulfills the user's specific requirements. For the query age group ¼
Adults and METs ¼ 8.1, baseline-RBR failed to generate recom-
mendations (see Table 10) and modified-RBR produced 59 possible
recommendation options, but CBR produced only three recom-
mendations (Table 12). The difference between the required METs
values of the query case and the one using the rules is only 0.1,
which is negligible; however, baseline-RBR fails to generate
recommendations. This clearly shows the effectiveness of the
proposed CBR methodology in HRM.
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Moreover, to fully evaluate the CBR methodology, we
apply the whole ‘TCB’ to generate recommendations. The results
are shown in Figs. 7 and 8. These results are significantly improved
compared with those of the baseline-RBR and modified-RBR
methodologies.

The green line at the top of the graph in Fig. 7 shows the
performance of hybrid-CBR, which is superior to the other two
approaches.

Fig. 8 pictorially shows that hybrid RBR/CBR has improved Type
I and Type II error results compared with the other experiments. To
present the results of hybrid-CBR with different threshold values
i.e., mZ 95, mZ 90 and mZ 85, we applied the ‘TCB’ and calculated
the results, which are shown in Fig. 9.

Fig. 9 shows that the proposed hybrid-CBR model produces
100% results for precision, recall, and F-score when the threshold m
is taken as 85.



Table 13
Physical activity recommendations for volunteer no. 8, generated using hybrid
case-based reasoning methodology

User ID Physical activity recommendations based on hybrid-CBR

8 i. walking; 4.5 mph; level; firm surface; very; very brisk
ii. climbing hills with 10–20 lb load
iii. bicycling; general

Table 14
Personalized filtered recommendations refined using the user's personal
preferences.

User ID Personalized filtered recommendations

8 i. To be healthy with normal body weight, you can take a very brisk walk
on firm surface with a speed of 4.5 mph

ii. To achieve today’s goal for your required calories consumption, you
can perform physical activity of bicycling
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5.3.4. PBR (preference-based reasoning) results
We evaluated the PBR methodology results using an example

and examined the filtration process, which filters the physical
activity recommendations generated by level-3 RBR/CBR. Consider
the physical activity recommendations, shown in Table 13, for
volunteer no. 8.

As the preferences of volunteer no. 8 are walking and cycling
(Table 7), PBR filters out the climbing hills recommendation. Simi-
larly, all recommendations are filtered one by one, and the final
filtered recommendations are sent to the result propagator, which
forwards the recommendations in descriptive form to the end user.
Table 14 shows the filtered recommendations in descriptive form.
6. Discussion

Physical activity recommendations help users adopt an active
pattern of life. In this regard, the 2011 compendium of physical
activities guidelines [36] suggests a wide range of activities with
different intensity levels that are measured in terms of METs
values. The study has described a hybrid multimodal reasoning
methodology that has integrated RBR, CBR, and PBR. The RBR
methodology is based on domain expert knowledge created from
online guidelines for generating intermediate recommendations of
goal setting, weight status and goal achieving plans that serve CBR
to generate final physical activity recommendations. The goal of
hybrid reasoning methodology is to ensure accurate and precise
personalization of physical activity recommendations. A number
of experiments are performed to demonstrate that the metho-
dology achieves this goal. The results shows that the hybrid-CBR
system outperformed the baseline-RBR and modified-RBR systems
and had significantly improved precision, recall, accuracy, f-mea-
sure, and Type I and Type II errors. The baseline-RBR system was
tested with 122 distinct-METs rules, and it exhibited specificity
with exact match criteria, but suffered from a high False Negative
rate, low accuracy and the rule intractability problem. The
modified-RBR systemwas tested with a reduced number of ranged-
METs rules and implemented in the MM platform and exhibited
improved accuracy, but at the cost of low precision. A large
number of recommendations were generated, with the majority
being irrelevant to the user requirements. In the results, the cor-
rectness of recommendations was compromised by the False Alarm
rate, which is generally unsuitable in the context of a personalized
recommendation system. For minimizing the Type I and Type II
errors and increasing the accuracy, hybrid-CBR was tested, and it
outperformed the other two systems.
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The challenging issue associated with hybrid-CBR was the design
and preparation of the case base. We resolved this issue by creating a
case base, METCB, from the compendium of physical activities
guidelines [36], user personal profile information and general
guidelines of physical activities from different organizations, such as
WHO, UK and CDC. A CBR methodology has a complete cycle starting
from retrieval to reuse, revise and retain; however, we did not focus
on the revise step. The rational is that revise should be activated once
any of the following conditions are obtained: (1) no existing case
with confidence (nC, rC) Z95 is found in METCB or (2) the MM
feedback mechanism returns user remarks indicating dissatisfaction.
As the MM feedback mechanism is not yet built, we did not focus on
these options and have planned them for future work. Furthermore,
the current ‘METCB’ consists of only three attributes: age group,
required METs value and recommended physical activity. This
imposes the constraint of using multi-level RBR prior to applying
CBR. The RBR refines the required high-level information from the
basic profile and physical activity information to serve the CBR cycle
for generating personalized physical activity recommendations. The
RBR part of this methodology can be excluded and the complexity
can be reduced if a case base with all of the required data, starting
from the user’s personal profile to the intermediate recommenda-
tions and final physical activity recommendations, are prepared and
stored in a single case base. This case base will contain the user's
personal profile, weight status, recommended plans for weight loss,
required METs value, list of recommended physical activities, per-
sonal preference list and final filtered list of physical activities. To
obtain a case base with the specified schema, we created a case base,
named FCB, which incrementally adds new solved cases as suc-
cessful cases for future use. For this purpose, in Algorithms 1–4, we
added a statement that populates the respective attributes in the
FCB. In the future, this case base will help in directly generating
personalized physical activity recommendations. It will also help in
validating results of other similar systems.

Regarding the scope of this study, using the weight manage-
ment scenario, we only focused on a weight loss plan and did not
address underweight and normal body weight cases. Therefore,
the focus of recommendations is on weight loss plan rather than
weight gain plan and weight maintenance plan. To smoothly tackle
underweight and normal body weight cases, in Algorithm 1 and
Algorithm 1, we display messages describing educational and
motivational statements. However, we have not added details of
these educational and motivational statements. In this study, we
simply provide statements such as “eat high-fat foods or use
protein powders to intake more calories”, “maintain a reasonable
amount of the exercise routine”, and “you are doing good, keep it
up” Furthermore, we also provide links to known online resources
to educate the user about weight gain and weight maintenance.

We have partially implemented PBR with only a preference-
based reasoning technique. The personalized recommendations
are filtered one by one on the basis of the user's personal pre-
ferences and interests. A PBR system can provide more features;
however, our interest lay only in filtering out irrelevant and
unnecessary recommendations, and we therefore partially imple-
mented the system in HRM. In the future, a complete user model
may add more features to the system in terms of more persona-
lized recommendations.

In the current technologically advanced era, a number of
technologies (such as CCTV cameras etc.) can be used to monitor
individuals’ behaviors, specifically those of the elderly, to provide
surveillance services [53]. This reduces the risk of a number of
unobserved incidents that mostly occur among the elderly. The
traditional surveillance mechanism can be avoided if “personal big
data” are introduced to record the recognized daily physical
activities of individuals and if analysis operations are enabled
for them.
5
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7. Conclusion and future work

This paper has presented HRM that effectively integrates multi-
ple reasoning methodologies, such as RBR, CBR, and PBR, facilitating
adoption and extension for different wellness services. The hybrid-
CBR methodology achieves the objective of precise and specific
personalized recommendation generation according to the user’s
specific needs. The application of HRM in a weight management
scenario has proved that the precision, recall, accuracy, and f-score
of personalized physical activity recommendations can be sig-
nificantly improved if the integration of these methodologies is
performed correctly. Hybrid-CBR achieves 0.97% precision, 0.94%
recall, 0.94% accuracy, and a 0.95% f-score on the TCB with 64 test
instance cases. Similarly, the Type I and Type II errors are sig-
nificantly reduced. The significance of the proposed methodology is
its preciseness in the recommendations made, which ensures per-
sonalization. Furthermore, the proposed methodology can be easily
extended to other application areas, which will increase its worth.

In future, we plan to design and prepare an extended case base
to host all the relevant information required for generation of
personalized recommendations. This will enhance performance of
CBR and RBR in HRM. Furthermore, it will reduce the complexity of
the HRM. Moreover, the current personalized recommendations
are merely based on mode and intensity features that lake ‘amount’
and ‘frequency’ characteristics. Hence, we plan to include these
aspects in the future extensions. We also plan to extend HRM for
recommending physical activity plans in dynamic way, using the
user calendar and personal schedule information. Finally, we also
plan to extend PBR part of the model by exploiting user model in
comprehensive way to ensure more personalization.
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Abstract In the past few years the role of e-health applications has taken a remarkable
lead in terms of services and features inviting millions of people with higher moti-
vation and confidence to achieve a healthier lifestyle. Induction of smart gadgetries,
people lifestyle equipped with wearables, and development of IoT has revitalized the
feature scale of these applications. The landscape of health applications encountering
big data need to be replotted on cloud instead of solely relying on limited storage
and computational resources of handheld devices. With this transformation, the out-
come from certain health applications is significant where precise, user-centric, and
personalized recommendations mimic like a personal care-giver round the clock. To
maximize the services spectrum from these applications over cloud, certain chal-
lenges like data privacy and communication cost need serious attention. Following
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the existing trend together with an ambition to promote and assist users with healthy
lifestyle we propose a framework of Health Fog where Fog computing is used as an
intermediary layer between the cloud and end users. The design feature of Health
Fog successfully reduces the extra communication cost that is usually found high in
similar systems. For enhanced and flexible control of data privacy and security, we
also introduce the cloud access security broker (CASB) as an integral component
of Health Fog where certain polices can be implemented accordingly. The modular
framework design of Health Fog is capable of engaging data from multiple resources
together with adequate level of security and privacy using existing cryptographic prim-
itives.

Keywords E-health and wellness applications · Big data · IoT · Cloud storage · Fog
computing · Cloud access security broker

1 Introduction

In the past few years, health and wellness applications have emerged as a fast grow-
ing category of mobile applications. This increasing trend is considered as a prompt
and useful resource for collecting users’ data which are used for generating rec-
ommendations for a healthy lifestyle. Using smart phone features, applications like
Microsoft Health, Apple Healthkit, Samsung S Health, and Google Fit collect users
data by monitoring their daily activities, e.g., eating habits, sleeping patterns, and
workout routines to generate certain recommendations which are helpful in maintain-
ing a healthy lifestyle. To expand the spectrum of these recommendations, the data
acquired from smart phones can be further synergized with other data resources like
wearable sensors and a smart home environment. The processing on this integrated
data acquired from various resources encompasses comprehension towards overall
recommendations, thus creating the favorable environment to further engage other
possible data resources including, but not limited to, social media and personal health
records too. This expansion on data intake from various resources enables health
and wellness applications to advise personalized and user-specific recommendations
rather than giving general tips for a healthy lifestyle. Due to this reason the adapta-
tion rate of such applications is on the rise with downloads in millions [1–4]. These
applications offer a variety of features and plans like weight-loss, calorie-counter,
women-health, and activity-recognition. To maximize the feature space of an appli-
cation there is another trend of data-cross-sharing in which one application can share
its data with the other, e.g., Fitocracy [5] can share its data with the RunKeeper
[1].

The amount of data generated by smart phones and supportive need to include
data from other resources make data volume enormous and its structure more com-
plex. Although smart phones are sufficiently equipped with large memory size and
computational resources for on-device storage and processing ability, however, to
achieve increased battery life, data backup, centralized data storage, and to fulfill
data-cross-sharing, there is another approach gaining momentum in a majority of
applications which is the adoption of cloud services. Applications that used to store
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Fig. 1 Health and wellness applications: features survey and their categorization

data locally are swiftly moving towards centralized data storage through the cloud.
Using cloud services, applications can conveniently afford inclusion of data frommul-
tiple resources and subsequent execution of substantial and complex computations.
In addition, the application access also become more flexible and ubiquitous in com-
parison to the legacy approach where only a single device has the privilege to exploit
application features on which it is installed. A user can now access these applica-
tions more seamlessly on a range of devices from mobile devices to fixed terminals
and even across various applications. The problems of data loss in case of malfunc-
tioning or stolen device is an allied advantage of using cloud services for convenient
recovery.

Mobile health applications are beingdesigned to promotefitness and trackbeneficial
health metrics aiding healthy living. To monitor and track daily activities there is a
huge rack of applications with variety of services. After selecting few of them, we
organize and very briefly explain their features in certain groups to analyze growth
and trend of offered services as shown in Fig. 1.

1.1 Data source

The integrated sensors within a smart phone are the initial and foremost sources for
data acquisition. For personalized recommendations the sensory information is fused
together with user profile like her age, gender, BMI index, weight, food preferences,
and disability information. In addition, many applications also acquire and utilize data
generated by physical devices including wearables and IoT (internet of things) like
pedometer, heart rate monitor, surveillance camera, and smoke detector. The social
media and clinical data are a gradual and influential addition being considered while
generating the user-centric recommendations.
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1.2 Storage and security

The data generated by health applications are usually stored on the user device. While
opting for on-device storage, majority of applications lacks backup strategy of data
and also do not employ encrypted data storage, thus considering physical possession
of a device sufficient against data protection. This assumption of protection fails when
a user is deprived of her device and loses it due to some reason. In this situation the
device offers same privileged data access to any unauthorized user having the device
possession.Also, the same situation leaves no alternate option for data recovery aswell.
Due to these reasons and realizing the necessity of protecting the applications data,
its storage is deemed essential with encrypted storage along with opting for a storage
location where data can be restored conveniently. Realization of these facts introduce
the pivotal role of cloud computing as a growing trend amongst health applications.
With ever increasing sophistication and integrated sensors in smart phones, health
applications create enormous amount of data that are now more convenient to store
and process with the induction of cloud. With this convenience, health applications
can easily afford to engage and process data which are generated by other devices
(IoT), wearables and third-party applications along with the data that are generated
indigenously. This homogenization expands and evolves data into big data as current
era of health applications deals with more volume, variety, and velocity of data used
ever before. With this transformation, the data-driven health applications can now
generate more realistic and personalized recommendations in comparison to legacy
approach of generating general recommendation due to limited input of available data.

1.3 User interface (UI)/ user experience (UX)

The user interface (UI) has an important and profound role between the application and
its user. The information on user interaction can be collected through user interface to
maximize user experience. The importance of this aspect inmodern applications is due
to the fact that static interface lacks the ability to reflect user needs and satisfaction.
In certain situations the interface has to be redesigned and adjusted with respect to
specific needs of its users, e.g., increased font size for a user with week eyesight. In this
regard, the information from user profile data (age, gender, week eyesight or any other
disability) together with the contextual information (mode, time of the day, weather,
etc.) can be used for customizing the application interface. The application designed
on these features adapts itself according to the situation and makes user experience
more comfortable while interacting with the application. In addition, involving user
feedback through continuous monitoring of how she interacts with the application
adds more refinement and perfection for enhanced user experience.

User experience is an evolutionary process to adapt and personalize the user inter-
face. The personalization aspect is themost important factor and is achievablewith user
involvement where interface is dynamic and subject to user experience. The adaptive
UI is managed by the UX, user feedbacks, and movement in the application which is
then fusedwith the user profile data. The usermovements encompass number of clicks,
color schemes, text size, brightness and navigation within the application. All these
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parameters can be used in a user satisfaction module where suitable weight assign-
ment is done for the collected parameters. The accumulated weight along with certain
bounds in terms of threshold can be shared and further verified with domain expert. A
similar system has been proposed by Hussain et al. [30] in which user feedback, web
monitoring, and contextual information are used for adaptive UI with the help of UX.

1.4 Services

Majority of applications are capable of recognizing user activities (walking, jogging,
running, sleeping) and present this information visually at the end of the day or when-
ever required by the user. Other than presenting the activities individually and their
time duration, few applications also present the impact of one activity over the other,
e.g., sleep efficiency with number of steps taken or changing heart rate due to run-
ning [3]. To promote the healthy lifestyle this information is also used to predict and
anticipate certain trends, e.g., weight, calories deposit, or sleep efficiency. Sharing
this information with health experts adds more comprehension and perfection towards
user wellness with personalized recommendations. Clinical services and provisioning
of SDK/API are also potential and growing features offered by few applications.

1.5 Information sharing

The data-driven landscape for health and wellness applications has revolutionized
their core operations by expanding the boundaries for data/information sharing across
various applications. Instead of making data silos as an independent island of infor-
mation, its sharing is now more frequent involving other applications, devices, social
media, and domain experts. The application of Fitcoracy [5] can sync with RunKeeper
[1], DigifitIcardio [6] can use data generated by a heart-rate monitoring device Mio
[7]. Similarly, users can share their data through social media within a community of
their peers [4] and also with domain experts, e.g., clinicians, personal care-givers, and
dietitians.

1.6 Knowledge maintenance

The knowledge which is derived from the personalized recommendations, user sat-
isfaction level, and feedback analysis is preserved for later use as well as shared as
an open knowledge. The discussion about knowledge acquisition, maintenance, and
evolution in health applications is beyond the scope of this paper; therefore, it is just
highlighted as a feature alone.

Figure 1 represents growing trend within health and wellness applications with
respect to data and their utility. The importance of diverse data sources and induc-
tion of public cloud is obvious; however, it also introduces significant challenges of
data heterogeneity resolution, implications associated with personal data on public
cloud, and secure sharing of user data and information with other entities. With the
ambition of promoting healthy living and considering the aforementioned challenges,
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we propose a framework aiming swift and secure services. The proposed framework
employs the Fog Computing as a mediator layer between the system entities used for
data acquisition and system consumers over public cloud. The rational behind using
the Fog Computing is to bring computational resources close to data generating enti-
ties and preserving privacy aspect of users data during heterogeneity resolution of
multivariate data. Considering data preprocessing as a demanding task with respect
to computation and energy, it is not feasible to perform it on the user device; also,
executing the same on public cloud can expose individual identity thus compromis-
ing individual identity with information exposure. These end-to-end limitations can
be resolved with data preprocessing within Fog. At the same time, only relevant and
useful information is uploaded into the public cloud after preprocessing, thus avoiding
unnecessary communication overhead due to entire upload of data. In this paper we
make following contributions:

– computational task for data heterogeneity resolution is done through Fog Com-
puting1 instead of public cloud, thus minimizing the information leakage during
this process,

– services pool and data access policies and guidelines are staked in Health Fog
giving more flexibility in terms of management and autonomous control,

– The processed and encrypted data are made available to authorized users oblivi-
ously using existing cryptographic standards.

2 Definitions and technical preliminaries

Before describing theHealthFog framework,we present somedefinitions and technical
preliminaries.

2.1 Fog-computing

Fog computing, a Micro Datacenter paradigm, is a highly virtualized platform, which
provides computation, storage, and networking services between the end nodes in an
internet of things (IoT) and traditional clouds [8]. In contrast to the cloud,which ismore
centralized, Fog computing targets the services and applications with widely distrib-
uted deployments. Fog is aimed to deliver high-quality streaming tomobile nodes, like
moving vehicles, through proxies and access points positioned accordingly, like, along
highways and tracks. Fog suits applications with low latency requirements, emergency
and healthcare-related services, video streaming, gaming, augmented reality, etc.

2.2 Cloud access security broker

Cloud Access Security Brokers (CASB) are quickly emerging as a must-have security
solution for organizations looking to adopt cloud-based applications. CASBs are either
on-premise, or cloud-based (or both) security policy enforcement points which are

1 Depending upon the nature of proposed framework we will refer Fog computing as Health Fog.
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placed between end users and the various cloud service providers. CASBs can inspect
traffic, alert on anomalous behavior, and in most cases provide some level of data loss
prevention (DLP) enforcement. Cloud Access Security Brokers can also consolidate
multiple types of security policy enforcement, e.g., user authentication, single sign-on,
authorization, credential mapping, device profiling, encryption, tokenization, logging,
alerting, and malware detection/prevention [9,10].

2.3 Homomorphic encryption

Homomorphic encryptionHE is a form of encryption where a specific algebraic oper-
ation performed on the plaintext is equivalent to another (possibly different) algebraic
operation performed on the ciphertext. An encryption scheme is said to be additive
homomorphic if and only if

EH (m1) � EH (m2) = EH (m1 + m2),

where � is an operator. Pascal Paillier cryptosystem [23] possesses the property of
additive HE which is as follows:

– Key generation: Let N = pq be the RSA-modulus and g be an integer of order
αN module N 2 for some integer α. The public key is (N , g) and the private key
is λ(N ) = lcm((p − 1)(q − 1)).

– Encryption: The encryption of message m ∈ ZN is Eh(m) = gmr N mod modN 2

where r ∈R Z∗
N

– Decryption: For ciphertext c, the message is computed from

m = L(cλ(N )modN 2)

L(gλ(N )modN 2)

A scheme is said to be multiplicative homomorphic if and only if

EH (m1) � EH (m2) = EH (m1 × m2)

The Goldwasser-Micali (GM) cryptosystem is a semantically secure scheme based on
the quadratic residuosity problem. It has XOR homomorphic properties, in the sense
that EH (b).EH (b′) = E(b ⊕ b′)modN , where b and b′ are bits and N is the public
key. A homomorphic encryption is said to be semantically secure if E(H) reveals no
information about m1 and m2; hence it is computationally infeasible to distinguish
between the cases m1 = m2 and m1 �= m2 [22].

Here is an example of how a homomorphic encryption scheme might work in cloud
computing.

2.3.1 Example

Let us assume that a sensitive information comprising number 5 and 10 is encrypted
and uploaded in the public cloud. For simplicity and understanding purpose, the corre-
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sponding ciphertext of 5 and 10 appears as 10 and 20 after applying the homomorphic
encryption, i.e., the algorithm multiplies original values with 2. To perform any oper-
ation on these encrypted values the cloud will use 10 and 20, without knowing the
original values. To utilize the computational services of cloud for addition purpose,
it will use the features of homomorphic encryption and return the answer 30. On
receiving end, the value of 30 will be decrypted as 15 using the decryption key.

2.4 Private comparison

Yaos classicalmillionaires problem involves twomillionaireswhowish to knowwho is
richer. However, they do not want to find out inadvertently any additional information
about each other’s wealth. More formally, given two input values x and y, which are
held as private inputs by two parties Alice and Bob, respectively. the problem is to
securely evaluate the Greater Than (GT) condition through a predicate function f
such that f (x, y) = 1 if and only if x > y, without exposing inputs. We used Fischlin
protocol [11] for the private comparison because it allows comparing two ciphertexts
encrypted with the GM cryptosystem using the same public key. Fischlin uses the GM-
encryption scheme to construct a two-round GT protocol. The GM encryption scheme
has the XOR, NOT, and re-randomization properties. They modified the scheme to get
an AND property, which can be performed only once. The computation cost O(n) for
the server side is very efficient. Nevertheless, the overall computation cost for both
the client and server sides are O(nlogN ), where N is the modulus. The scheme is as
follows:

– Key generation: Let N = pq be the RSA-modulus and z be a quadratic non-
residue of Z∗

n with Jacobi symbol +1. The public key is (N , z) and the secret key
is (p, q).

– Encryption: For a bit b, the encryption is E(b) = zrr2 mod N , where r ∈R Z∗
N .

– Decryption: For a ciphertext c, its plaintext is 1 if and only if c is a quadratic
non-residue. If c is a quadratic residue in ZN , c is quadratic residue in both Z∗

p
and Z∗

q .
– xor-property: E(b1)E(b2) = E(b1 ⊕ b2).
– Not-property: E(b) × z = E(b ⊕ 1 = E(b̄).
– Re-randomization: Randomization of ciphertext c can be done by multiplying an
encryption of 0.

3 Proposed system overview

The proposed system is designed in a layered architecture comprising data generating
entities DGE , Fog computing and end users. Hospitals and clinical institutes, smart
home environment, and users equipped with wearables and smart-phone are main
entities of DGE . For brevity, the following discussion is with respect to a single user
’Alice’ who is a member in DGE and formally expressed as DGEAlice. Alice is
living in a smart home environment and using few wearables to monitor her daily
activities as shown in Fig. 2. Her passion to achieve a healthy lifestyle is triggered
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Fig. 2 Health Fog: system architecture

due to a recent discovery on her weight gain during a visit to a nearby hospital. The
preliminary diagnosis highlights the sedentary life style caused by irregular routines
for diet and sleep along with inadequate physical workout. The doctor advises her
to change monotonous routines causing weight abnormality by inducing sufficient
workout and that too with regular feedback and careful monitoring round the clock.
Considering the high tendency of weight gain in her family tree, she also decides
to avail expert services from a nutritionist for appropriate diet selection. To apprise
the doctor on her lifestyle and to seek specialized advise from a domain experts, a
mechanized system is required that should support data shareability with adequate
security and high availability. With these requirements, Alice joins the Health Fog
where hospitals, domain experts, and other people like her are already registered,
collaboratively pursuing a healthy lifestyle.

4 Data outsourcing

Hospital and a user are two main data generating entities referred as DGEH and
DGEU . A user living in a smart home environment using various devices di is rep-
resented as DGEU 〈d1, d2, . . . , dn〉. For any device di that is required to be used as
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an active member of DGEU is commissioned with Health Fog through Health Fog
client stub. A client stub is an application running on a smart phone responsible for
data uploads, activation or deactivation of a particular device, i.e., di ∈ DGE . Provi-
sioning of activation and deactivation of a commissioned device is meant to control
data uploads from user’s side as per individual needs and concerns of privacy. The
client stub is also responsible for providing end to end user services through personal-
ized recommendations, alerts, statistical analysis on daily activities, and expert advice.
Other than this independent link established between the client stub and the Health
Fog, DGEH also deposits its data by its own and separate link with the Health Fog.
The data which are uploaded by the DGEH are assumed to be preprocessed with the
removal of identifiable information of a patient/visitor of that hospital.

5 Health Fog

The data arriving at the data collection layer of Health Fog are preserved under defined
categories for user DGE�

U and hospital DGE�
H . The data are then preprocessed for

anymissing value, noise reduction, erroneous values, duplicates, correct data labeling,
and reduced as DGE�

U and DGE�
H . The processΔ of data transformation for DGEU

and DGEH is defined as

DGE�
U �

Δθ
−→ DGE�
U

DGE�
H�

Δθ
−→ DGE�
H

(1)

Through process Δ, we claim two advantages of data reduction and privacy gain
represented as Δ
 and Δθ , respectively. Collectively these two operations are repre-
sented as Δθ
 in Eq. 1. With data reduction we mean the transformation of raw data
into useful information, whereas the privacy gain is the information exposure of know-
ing individual identity while processing the raw data. Since these two operations are
performed within Health Fog, communication overhead and information exposure for
a curious cloud are marginally reduced which could appear otherwise.

The role of CloudAccess Security Brokers (CASB) is aimed to improve Health Fog
security features by placing it in-between the public cloud and its consumers. CASB
helps Health Fog to improve its monitoring, visibility, and control of user and data
activity on public cloud. It also ensures that unauthorized parties do not gain access to
corporate resources in the cloud by unification of consolidated polices ensuring their
consistency and effectiveness at all operational frontiers. With CASB we propose
following services.

5.1 Cloud access security broker (CASB)

The personal data which have to be shared through public cloud need to be in com-
pliance with certain rules and regulations. The statutory body of these rules and
regulations is accommodated within the CASB. For this purpose we refer to HIPPA
as one of the policy guidelines while making data availability for the sharing purpose.
Besides, polices that are defined at an organizational level can also be made part of
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CASB to further meet local needs for data sharing and its access. Through CASB
the visibility into user data and access is also provisioned through analytic and data
visibility sub component. For each access that passes through CASB, it is logged for
post analysis for anomaly detection in user query or data access pattern. The query
log for post query analysis is used for discovering the data access trends. The access
trends helps to improve data provisioning both in terms of refinement and improved
security. To protect the individual identity from outsourced data without encryption,
the anonymization is an option that can be used instead. With anonymization that
involves techniques like generalization, suppression, and perturbation, to hide indi-
vidual’s identity is an option for data sharing without encryption, thus making data
utility aspect more flexible with large number of users requiring no authentication.
Although with anonymization the utility aspect on data becomes relatively minimal,
however, it saves the cost of encryption/decryption and user management. For more
details on anonymization readers may refer to [12,13].

The security and privacy issues on outsourced data in public cloud are not lim-
ited with the nature of data alone but also involve encryption techniques and access
model as well. While achieving desirable security and privacy features on outsourced
data, encrypted outsourcing in public cloud is highly recommended [14–16]. For this
reason the data outsourcing from Health Fog into the public cloud is provisioned
with encryption. Addressing the general issues while interacting with the encrypted
data over cloud mainly includes user management and how the data are accessed or
explored. With exploration, we refer retrieving the desired results from encrypted data
against user query parameters. In this regard, the user access is controlled with the
help of authorized credentials and a decryption key. In Health Fog, the process of
user verification is done through CASB followed by request routing to public cloud
where data are outsourced. The request arriving at cloud is then processed against the
request parameters over encrypted data. Besides protecting the outsourced public data,
protecting request parameters is equally important and emphasized. After processing
the user query the result is sent back to the user where it is decrypted with authorized
key. This whole process for data outsourcing, user accession, and response extraction
is given in the following subsections.

5.1.1 Setup

Let DGE�
U and DGE�

H b the raw data collected from the user and hospital, respec-
tively. After going through the process of Δ, these data are collectively represented as
D�∗

DGE�
U + DGE�

H = D�∗ (2)

For quick data exploration on D�∗ , an index I is also created for all unique keywords
against the outsourced data. Once I is generated, Health Fog initializes proxy re-
encryption by generating Health Fog key (ωo), user key (ωu), and transformation key
(ωo→u). The owner key (ωo) ensures the privacy of keywords within I , whereas
keyword frequencies are concealed with CASBs secret key (sk). The Health Fog key
(ωo) ensures the privacy of keywords within I. The user key (ωu) is used by the user
to encrypt search criteria. The Health Fog only shares (ωo) with the authorized users.
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The transformation key (ωo→u) is used by the cloud server to transform ciphertext
(encrypted inverted index). Transformation of ciphertext ensures that the Health Fog
does not need to outsource separate encrypted index for each authorized user. Each
user is also provided with authorized credentials, i.e., user id and password that are
used each time a user forwards her request through Health Fog.

5.1.2 Data outsourcing

For privacy aware data processing and oblivious request evaluation of user query
on cloud, Health Fog encodes Ikw0...n using a publicly known encoding function
denoted as H, i.e., H

(
Ikw0...n

) → Îkw0...n . The encoded keywords
(
Îkw0...n

)
are

then encrypted with proxy reencryption algorithm using Ep
(
Îkw0...n

) → Îωo
kw0,...n

. To
ensure that the cloud server cannot learn any information from the inverted index,
Health Fog encrypts I f0,...,n with CASB secret key, i.e., E

(
I f0,...,n , sk

) → Isk
f0,...,n

.
After that, Health Fog encrypts (ωu) with the public key of the user to whom it wants

to grant searching capabilities over the outsourced data, i.e. E
(
ωu, kpub

) → ω
kpub
u .

In a cloud storage system, outsourced data can be shared with multiple users each
having its own access privileges over the outsourced data. With proxy reencryption
Health Fog does not need to encrypt Ikw0...n separately to permit each authorized user
to query Îωo

kw0...n
. An authorized user can submit its query encrypted with its proxy

reencryption secret key
(
ωui

)
. Cloud server then transforms Îωo

kw0...n
to Îωui

kw0...n
using

an appropriate transformation key (ωo → ui ) provided by the Health Fog. Thus, the
Health Fog only needs to encrypt Îωo

kw0...n
once, and n authorized users can query it,

without compromising privacy of the outsourced data.

5.1.3 Query generation

In order to privately search the cloud storage, a user obtains its proxy reencryption
secret key from the Health Fog and deciphers it using the private key, i.e.
D

(
ω

pub
u , kpri

) = ωu . The user then defines a search criteria
(
Ckw0,...l

)
that consist

of a list of keywords kw0 , . . . , kwl . Then Ckw0,...l is encoded using a publicly known

encoding function, i.e. H
(
Ckw0,...l

) → Ĉkw0,...l , where H is the same as used by
the Health Fog during data outsourcing. To ensure confidentiality of the keywords,
Ĉkw0,...l is encrypted with proxy reencryption using the proxy reencryption secret key,

i.e. Ep
(
Ĉkw0,...l , ωu

) = Ĉwu
kw0,...l

.
Once privacy of the search criteria is assured, it is send to CASB who uses it to

model oblivious search query. On receiving Ĉwu
kw0,...l

the CASB defines a polynomial

(P(x)), such that each element of Ĉwu
kw0,...l

is a root of P(x), i.e.P(x ∈ Ĉwu
kw0,...l

) =
∑l

i=0 αi x i = 0.
Once P(x) is defined in accordance with Ĉwu

kw0,...l
, the CASB then initializes homo-

morphic encryption by generating a public key
(
σpk

)
and secret key (σsk). The CASB

encrypts the coefficients
(
αo,...l

)
of P(x) with homomorphic encryption algorithm

using σsk , i.e. EH
(
α0,...l , σsk

) = α
σsk
0,...l . Subsequently α

σsk
0,...l and σpk are transferred to
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the cloud server. Encrypted coefficients α
σsk
0,...l are used to execute search query over

encrypted inverted index
(
Îωo
kw0,...,n

)
. In the context of search over encrypted data, set

intersection can be used to execute search query by matching search criteria with the
inverted index.

5.1.4 Searching

Cloud server hosts the encrypted inverted index as encrypted keywords
(
Îωo
kw0,...,n

)

and their concealed frequencies Isk
f0,...,n

along with the outsourced data F . Encrypted

query α0,...l submitted by the CASB is evaluated against Îωo
kw0,...,n

. On receiving αsk
0,...l ,

cloud server transforms Îωo
kw0,...,n

with the respective users transformation key ωo→u ,

provided by the Health Fog, i.e. Tp
(
Îωo
kw0,...,n

, ωo→u
) → Îωu

kw0,...,n
. Once the encrypted

index is transformed, cloud server defines a polynomial P(y), using each element
of alpha0,...l as a coefficient of P(y). It then computes oblivious value

(
Δyi

)
by

evaluating r.P(yi ), where yi ∈ Îωu
kw0,...,n

and r is a random number, i.e. Δyi = r.P(yi ).
As the query is concealed using homomorphic encryption, cloud server cannot

learn any information from P
(
yi ∈ Îωu

kw0,...,n

)
. Once the cloud server has evaluated

P
(
y0,...,n ∈ Îωu

kw0,...,n

) = Δy0,...,n , it replies back the query evaluation resultlist of
oblivious values along with the concealed keyword frequencies to the CASB, i.e.
Δy0,...,n , Isk

f0,...,n
.

5.1.5 Response extraction

On receiving the cloud server response Δy0,...,n , Isk
f0,...,n

, CASB decrypts the oblivious

values using the homomorphic secret key, i.e. DH
(
Δyi , σsk

) = ψi , where ψi can be
zero or a random number. As the search query was modeled as a polynomial having
roots equal to the concealed search criteria, i.e. P(x ∈ Ĉωu

kw0...l
) = ∑l

i=0 αi x i , query
evaluation at cloud server can result either in a zero or a non-zero value shown in Eq.
3.

P(yi ) =
⎧
⎨

⎩

ψi = 0 i f
{
yi |yi ∈ Îωu

kw0,...,n
∧ yi ∈ ˆCωu

kw0,...,l

}

ψi = 0 i f
{
yi |yi ∈ Îωu

kw0,...,n
∧ yi /∈ ˆCωu

kw0,...,l

} (3)

Zero value reveals that inverted index contains keyword that matches with the

concealed search criteria specified by the user, i.e. Ĉωu
kwi

∈ ˆIωu
kw0...n

, whereas non-zero
reveals that concealed search criteria do not match with any of the keyword in inverted
index; consequently, CASB recovers r. Once encrypted keywords are identified, CASB
deciphers the corresponding frequency index using the secret key, i.e.DS

(
Isk
f i , sk

) →
I f i . After sorting the encrypted keywords based on their frequency count, CASB
replies oblivious results to the user.

On receiving theCASBs response, a user deciphers the search criteria using its proxy
reencryption secret key. Through decryption the user learns the keyword that matches
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with the encrypted index, i.e.DP
(
Ĉωu
kw0...k

, ωu
) = ˆCkw0...k , where k is the number terms

that are identical between ˆCkw0...l and
ˆIωu

kw0...n
. During the query evaluation cloud server

learns nothing about the inverted index or the search criteria, however; it accurately
evaluates the search query and replies back the oblivious response.

6 Evaluation and results

For experiment purpose we have used the Samsung Galaxy S-III smart phone. The
sensory input of accelerometer and GPS has been used for activity detection and
subsequent recommendations by the domain experts, i.e., doctor and the nutritionist.
The data generated by these sensors of smart phone are retrieved on a 3-s interval. For
optimal communication between the client stub and Health Fog, the 3-s interval data
are batched over a minute and sent to the Health Fog after 60 s. For activity detection,
these data are deposited on Health Fog through client stub along with other sensory
inputs collected from the smart home environment. The user data generated within the
hospital like history, prescriptions, etc., are also centralized into the Health Fog. After
collecting all data resources it is preprocessed and curated for activity detection and
appear as intermediate data. This intermediate data are then shared with the doctor
and the nutritionist or as preferred by the user. The calorie meter, activity detection,
activity detail, and personalized recommendations are also shared with the users.

The data acquired from accelerometer and GPS followed by the detected activity
against this data are shown in Fig. 3. Due to space limit the visibility of raw data
has been restricted with fewer rows only followed by their transformation into useful
information of activity on Health Fog. Depending upon the activity detection, the
burned calories are calculated and logged. The final data for activity detection and
calories are then deposited on the cloud and shared with the Hospital and nutritionist.
The authorized entities can monitor the selected data as required. Figure 4 shows
the total activities performed during a day to the user along with recommendations
by the doctor and the nutritionist. The total amount of calory intake is shown as
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Fig. 3 Raw data for accelerometer and GPS along with activity recognition data
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Fig. 5 Calories’ consumption

2200, whereas calorie consumption by each activity is shown separately. The number
of times an activity is performed during a day is shown from (T1, T2, . . . , Tn). The
activities performed along with the food intake are then shared with the doctor on
regular basis for appropriate advice and cure. The data input resources can be selected
as per user’s own preferences. Likewise, the control of sharing user’s personal data
(without disclosing her identity) with other entities is also under the discretion of user.
The daily breakup of information comprising calories’ break down, activity detection,
duration, and recommendations by the doctors and nutritionist is shown to the user as
appearing in Fig. 5.
The information which is uploaded from the Health Fog to the cloud is evaluated
on local machine and Google App Engine [17] as cloud server. The local machine
specification comprises on Intel(R) Core(TM) i3 processor and 4GB of RAM,whereas
Microsoft(R) Windows7(TM) X 64bit is the OS installed.
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Fig. 7 Data reduction

The performance gain with respect to execution time on the information which is
preprocessed through Health Fog and without its preprocessing is shown in Fig. 6.
Here different selection parameters like user age, gender, BMI index have been used
for the test purpose. This performance gain is achieved due to the transformation of
raw data into required information thus eliminating unnecessary communication. The
data reduction is shown in Fig. 7 where 4000 raw data entries occupying 95 Kb of
space are replaced with only 1 Kb of actual information. Similarly, 147 Kb of space
for 6000 Kb raw data entries is again transformed into 1 Kb of actual information thus
saving notable communication overhead due to unnecessary movement of raw data.

7 Discussion

The ever-growing demand for ubiquitous healthcare systems to improve human health
andwell-being has suitably engaged advanced technologies, namely cloud computing,
IoT, sensory devices, and wearables. With this adoption, the opportunity of including
multivariate data in healthcare applications has been made possible for personalized
and patient centric services. For real-time provisioning of data from this technology,
their omnipresence has been made available through smart phones and wearables for
continuous monitoring. With the development of internet of things (IoT) and smart
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devices the data nodes are increasing at an exponential rate inviting big data to be
stored and processed on cloud [18] due to certain reasons. These reasons primarily
address the issues for central storage, complex computation, and information shar-
ing. In an effort to optimize the whole process, Fog computing, which is an evolving
paradigm shift, can facilitate such systems as a gateway between the end user and
cloud. The constructive control of Fog computing effectively minimize the unneces-
sary communication from data generating nodes to cloud. In addition, certain policies
and rules can be integrated within the Fog to ensure data privacy and security. In
conventional applications that are solely dependent on cloud, the latency increases
and required quality of services degrades. For this purpose, Fog computing as an
intermediary layer between the cloud and end user plays its pivotal role for low
latency, better visualization, and context awareness [8,19]. Fog computing can also
increase the security in the public cloud. A trustworthy cloud provider is necessary
but accidents still tend to happen and information gets lost. The exposure risk for
information leakage can be limited which is sent to the cloud by initial processing
on the fog [20]. Complex security challenges are being faced by big data and cloud
computing. The most promising way to deal with these challenges is fog computing
[21].

In recent years Cloud and Fog computing have drawn profound attention in e-health
related systems and applications. In [24], authors present a cloud computing solution
for patient data collection in health care institutions. The proposed system uses sensors
attached to medical equipment to collect patient data and sends the data to cloud for
providing ubiquitous access. Introducing smart gateways Chen et al. [25] introduce
a smart gateway for health care system using wireless sensor network. The proposed
gateway acting as a bridge between wireless sensor network and public communica-
tion networks has a data decision system. In [26], authors propose a mobile gateway
for ubiquitous health care system using ZigBee and Bluetooth. The gateway presents
various services such as alarms and analysis of medical data. Yang et al. present a per-
sonal health monitoring gateway based on smartphone [27]. The proposed gateway
uses a Bluetooth interface to upload gathered data to remote servers. In [28]mobile fog
is introduced for future internet applications which will be geographically distributed
and are latency sensitive. Mobile fog consists of different devices like smartphones,
smart watches, tablets, and even drones. A case study given by Tuan et al. [29] high-
lights the feasibility of IoT to monitor human health in real-time using ubiquitous
health monitoring systems. Their proposed health monitoring system exploit the con-
cept of Fog computing at smart gateways providing advanced techniques and services
such as embedded data mining, distributed storage, and notification service at the edge
of network.

8 Conclusion and future work

In this paper we have proposed a framework of Health Fog for sharing and processing
health-related information based on data acquired from multiple resources. We have
used Fog computing features as an intermediary layer between the cloud server and end
user to avoid unnecessary flow of information and better control over data privacy and
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security while processing and sharing the information. In future extension to Health
Fog, we will incorporate the social media as an input data resource and also we will
build the knowledge reservoir accrued over single instances of Health Fog users. With
this addition the feature scale of Health Fog will be equipped with more usability and
shareability.
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1. Only ICL requires to Inference , ICL can host an 

ontology natively
2.     Triples will be stored in Intermediate DB; however 

KCL and SCL will read data via Interface (XML,    
JSON, etc.)

{

14

Life Representation and Mapping

V1. Object Model No Inference (No High Level Context in ICL)

Benefit Limitation

Performanceà à

V1.5 Object Model Performance No Inference (No High Level Context in ICL)à à

V2.x Object Oriented Life-log + 
Ontology for High Level
Context at ICL

Performance + Inferenceà
1. Only ICL requires to Inference , ICL can host an 

ontology natively
2.     Triples will be stored in Intermediate DB; however 

KCL and SCL will read data via Interface (XML,    
JSON, etc.)

{
V3 Object Oriented Life-log + 

Physical & 
Nutrition Assessment

Performance + Inference +
Assessment

à 1. Critical diseases like hypertension, diabetes 
assessment are not handled{
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15

Lifelog Monitoring

V1. NA No trigger/situation based recommendations

Benefit Limitation

NAà à

16

Lifelog Monitoring

V1. NA No trigger/situation based recommendations

Benefit Limitation

NAà à

V1.5 Life-log Monitoring (LLM) Trigger-based 
recommendation 
generation

Design-time static situationsà à
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17

Lifelog Monitoring

V1. NA No trigger/situation based recommendations

Benefit Limitation

NAà à

V1.5 Life-log Monitoring (LLM) Trigger-based 
recommendation 
generation

Design-time static situationsà à

V2.x Life-log Monitoring (LLM) à Dynamic situations with
runtime-invocation

1. A configuration utility will be created for situation
generation by KCL 

2.     LLM will load the new situation at runtime for
invocation

{

18

Lifelog Monitoring

V1. NA No trigger/situation based recommendations

Benefit Limitation

NAà à

V1.5 Life-log Monitoring (LLM) Trigger-based 
recommendation 
generation

Design-time static situationsà à

V2.x Life-log Monitoring (LLM) à Dynamic situations with
runtime-invocation

1. A configuration utility will be created for situation
generation by KCL 

2.     LLM will load the new situation at runtime for
invocation

{
Dynamic situations with
runtime-invocation on 
the basis of nutrition intake

àV3 Life-log Monitoring (LLM)
1. Critical disease monitoring situation are not handled.
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Information Curation 
Layer 3.0

Features EvolutionMining Minds Version 3

Principal Investigator:
Professor Sungyoung Lee

Challenges and solutions (MMV3.0-ICL) 
Information Curation Layer of MMV3.0

High Level Context-Awareness

Low Level Context-Awareness

Sensory Data Router

Activity Unifier Emotion Unifier Location Unifier

Context Ontology Manager High-Level Context Reasoner

High-Level Context Builder

Physiological 
Emotion

Recognizer

Audio 
Emotion

Recognizer

Inertial                    
Location 
Detector

Video
Location 
Detector

Geopositioning
Location 
Detector

Context 
Ontology
Storage

High-Level Context  Notifier

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

InertialNavigation 
Tracking
Feature 

Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Video 
Tracking
Feature 

Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

GPS Tracking

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Activity Notifier Emotion Notifier Location Notifier

Context Synchronizer

Context Instantiator

Context Mapper

Context Verifier

Context Classifier

Context Query Manager

Context Handler

Ontology Model Manager

Input Source

Smartphone
Inertial Sensor

Smart Watch
Inertial Sensor

Smartphone
Camera

KINNECT
Camera

Physiological
Sensor 

(Glucometer)

Smart Cup
Wearable

Sensor

Video 
Emotion

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Image based 
Food 

Recognizer

Classification

Feature Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Food Unifier

Tag based 
Food 

Recognizer

DB Mapping

Tag Parser

Input Adapter

Output Adapter

Food Notifier

Google Glass

Position Dep. 
Inertial Activity

Recognizer

Video
Activity

Recognizer

Position Indep. 
Inertial Activity

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

150



11

Challenges and solutions (MMV3.0-ICL) 
1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

Benefit Limitation

High accuracyà à

Activity RecognizerInput Adapter

3D-ACC + GPS 
Data Acquisition Segmentation

Feature 
Extraction

Output 
AdapterClassification

Challenges and solutions (MMV3.0-ICL) 
1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

Benefit Limitation

High accuracyà

à

à

à Poor recognition performance

Activity RecognizerInput Adapter

3D-ACC + 3D-GYR
Data Acquisition Segmentation

Feature 
Extraction

3D-ACC + 3D-GYR
Data Acquisition Segmentation Feature 

Extraction Fe
at

ur
e 

Fu
si

on

Cl
as

si
fi

ca
ti

on

O
ut

pu
t 

Ad
ap

te
r
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1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

V2 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

High accuracy with 
the support of 
different sensor Confidence level: Medium

Benefit Limitation

High accuracyà

à

à

à

à Poor recognition performance

Activity RecognizerInput Adapter

3D-ACC + 3D-GYR + 
3D-MAG

Data Acquisition
Segmentation

Feature 
Extraction

3D-ACC + 3D-GYR + 
3D-MAG

Data Acquisition
Segmentation Feature 

Extraction

D
ec

is
io

n 
Fu

si
on

O
ut

pu
t 

Ad
ap

te
r

3D-POS Skeleton 
Data Acquisition

Classification

Classification

Segmentation Feature 
Extraction Classification

Challenges and solutions (MMV3.0-ICL) 

1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

V2 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

High accuracy with 
the support of 
different sensor

Confidence level: Medium

Benefit Limitation

High accuracyà

à

à

à

à Poor recognition performance

Challenges and solutions (MMV3.0-ICL) 

Refining AR Model for
high accuracy & detailed 
eating motions

àV2.5 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

Poor recognition performance for 
some activities (e.g., “eating”)

à
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1. Human activity recognition (AR)

V1. Smartphone-based AR Only 5 activities

V1.5 Smartphone and Wearable-based AR More activities (up to 15)

V2 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

High accuracy with 
the support of 
different sensor

Confidence level: Medium

Benefit Limitation

High accuracyà

à

à

à

à Poor recognition performance

Challenges and solutions (MMV3.0-ICL) 

Refining AR Model for
high accuracy & detailed 
eating motions

àV2.5 Smartphone, Wearable and Video-based AR 
(multisensor fusion)

Poor recognition performance for
some activities (e.g., “eating”)

à

V3.0 Smartphone, Wearable and Video-based AR 
(multisensor fusion) à High accuracy with multiple

Activity Recognition Framework
For commuting and office work accuracy

Poor recognition performance for 
office work and commuting 
activities (e.g., “reading book”, 
“Bus”)

à

2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking Confidence level: High

à

( )

( )

Benefit Limitation

( )à

à

à

à ( )

Location DetectionInput Adapter

GPS
Data Acquisition

Coordinates 
Extraction

Geo-mapping
Output 
AdapterPOI detection

Challenges and solutions (MMV3.0-ICL) 
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2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking

Confidence level: High

à

( )

( )

Benefit Limitation

( )à

à

à

à ( )

Challenges and solutions (MMV3.0-ICL) 

V2.5 Outdoor location detection New location can 
be added anytime

à

à Location can only be set at 
the stage of user registration

2. Location detection (LD)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Outdoor location detection Identification of the 
user geoposition for 
behavior tracking

Confidence level: High

à

( )

( )

Benefit Limitation

( )à

à

à

à ( )

Challenges and solutions (MMV3.0-ICL) 

V2.5 Outdoor location detection New location can 
be added anytime

à

à Location can only be set at 
the stage of user registration

à User should to register location
oneself

V3.0 Outdoor location detection Semi auto location 
registration with 
behavior tracking

à
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3. Emotion Recognition (ER)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Audio-based ER Identification of the 
user emotional 
states for a holistic 
description of the 
people behavior

Confidence level: 
Low-Medium

à

( )

( )

Benefit Limitation

( )à

à

à

à ( )

Emotion RecognizerInput Adapter

Audio (phone-calls)  
Data Acquisition Segmentation

Feature 
Extraction

Output 
AdapterClassification

Challenges and solutions (MMV3.0-ICL) 

à Poor recognition performance, 
only 3 emotions

3. Emotion Recognition (ER)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Audio-based ER Identification of the 
user emotional 
states for a holistic 
description of the 
people behavior

à

( )

( )

Benefit Limitation

( )à

à

à

à ( )

Emotion RecognizerInput Adapter

Audio (phone-calls)  
Data Acquisition Segmentation

Feature 
Extraction

Output 
AdapterClassification

Challenges and solutions (MMV3.0-ICL) 

à Poor recognition performance, 
only 3 emotions

Confidence level: 
Low-Medium

V2.5 Audio-based ER Refining ER Model for
high accuracy

à à Poor recognition performance
for Neutral emotion
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3. Emotion Recognition (ER)

V1.    (Not implemented) 

V1.5 (Not implemented)

V2 Audio-based ER Identification of the 
user emotional 
states for a holistic 
description of the 
people behavior

à

( )

( )

Benefit Limitation

( )à

à

à

à ( )

Challenges and solutions (MMV3.0-ICL) 

à Poor recognition performance, 
only 3 emotions

Confidence level: 
Low-Medium

V2.5 Audio-based ER (Phone call) Refining ER Model for
high accuracy

à à Poor recognition performance
For Neutral emotion

V3 Video and Audio based ER (Video Phone call) More emotions (up to 4)à

Challenges and solutions (MMV3.0-ICL) 
4. High-Level Context Awareness (HLCA)

V1 & 1.5    (Not considered) 
V2 High-Level Context Inference Enrichment of the user behavior description. 

Physical Activity based services.
à

Benefit

( )à ( )

Limitation

à

à Nutrition, important for Personal Health & Wellness, also  
directly related with behavior being not considered

156



17

Challenges and solutions (MMV3.0-ICL) 
4. High-Level Context Awareness (HLCA)

V1 & 1.5    (Not considered) 
V2 High-Level Context Inference Enrichment of the user behavior description. 

Physical Activity based services.
à

Benefit

( )à

V2.5 High-Level Context Inference à Enrichment of the user behavior description. 
Nutrient based services.

( )

Limitation

à

à Nutrition, important for Personal Health & Wellness, also  
directly related with behavior being not considered

à
Lack of clinical information and water intake for context 
awareness in wellness domain

Challenges and solutions (MMV3.0-ICL) 
4. High-Level Context Awareness (HLCA)

V1 & 1.5    (Not considered) 
V2 High-Level Context Inference Enrichment of the user behavior description. 

Physical Activity based services.
à

( )

Benefit Limitation

( )à à

V2.5 High-Level Context Inference à

à

Enrichment of the user behavior description. 
Nutrient based services.

V3.0 High-Level Context Inference à Enrichment of the user behavior description. 
• Diabetes Tracking & Water Intake 

Monitoring Services.
• Inclusion of SWRL Rules

Confidence level: 
• High
• Medium

Nutrition, important for Personal Health & Wellness, also  
directly related with behavior being not considered

à
Lack of clinical information and water intake for context 
awareness in wellness domain
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Knowledge Curation 
Layer 3.0

Features EvolutionMining Minds Version 3

Principal Investigator:
Professor Sungyoung Lee

Knowledge Maintenance
(MCRDR)

36

Scope of Knowledge Curation Layer: Rule 
Creation Paths

Knowledge Acquisition

Knowledge Resources

Data-Driven Expert Knowledge-
DrivenAlgorithm Selection

Knowledge 
Acquisition Editor

Case Base Probabilistic Model

Rule Base Cornerstone
Case Base

Guidelines Structured 
Knowledge 

1 2 3 4

1

2 3 4

1 Direct Rules Creation
2 Rules creation from Guidelines

4 Rules creation from unstructured resources

3 Rules creation from domain data

Descriptive Unstructured 
Knowledge (CNL)
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37

Knowledge Curation Layer Architecture

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler Relationship 
Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

Rule Creator

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Data-Driven
Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector
New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
achine Learning 

Algorithm
s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring Probabilistic 
Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Classification
ModelKnowledgebase Case Base

Prob. 
Models Rule Base

Cornerstone
Case Base 

Model Translator

Model 
Conformance

Challenges and solutions (MMV1.5-KCL) 
1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KAà à

V1.    (Not considered) ( )( )à à

Knowledge Curation Layer
Expert-Driven

Wellness 
Model

Domain 
Expert SCL

KB

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

MM Version

RulesRules
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1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KAà à

V1.    (Not considered) ( )( )à à

V2.0: Rule Editor(Path-I) •Facilitate expert for knowledge 
creation

à • Creation without 
validation

à

Confidence level: 
Low-Medium

Challenges

Knowledge Curation Layer
Expert-Driven

Domain 
Expert

SCL

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

Guideline 
Manager

Knowledge Transformation Bridge

Knowledge Maintenance

Knowledge Builder Case InferencingInput Case Loader

Knowledgebase

MM Version

( )à

( )à

( )à

Production RulesProduction Rules

DCL

Challenges and solutions (MMV1.5-KCL) 

1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I)
• No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KAà à

V1.    (Not considered) ( )( )à à

V2.0: Rule Editor(Path-I) •Facilitate expert for knowledge 
creation

à • Creation without 
validation

à

Confidence level: 
Low-Medium

Challenges

Knowledge Curation Layer
Expert-Driven

Domain 
Expert

SCL

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

Guideline 
Manager

Knowledge Transformation Bridge

Knowledge Maintenance

Knowledge Builder Case InferencingInput Case Loader

Knowledgebase

MM Version

( )à

( )à

( )à

Production RulesProduction Rules

V2.5: Rule Editor with (Path-I)
Domain Model Manager

•Facilitate expert for knowledge 
creation for nutrition domain

•Facilitate expert to create domain 
model

à • Domain model 
Creation without 
validation

à( )à

Challenges and solutions (MMV1.5-KCL) 
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1. Expert Driven Knowledge Acquisition

V1.5: Expert base knowledge (Path-I) • No Validation
• No SCL direct Integration

Benefits Limitations

Rule base KAà
à

V1.    (Not considered) ( )( )à à

V2.0: Rule Editor(Path-I) •Facilitate expert for knowledge 
creation

à • Creation without 
validation

à

ChallengesMM Version

( )à

( )à

( )à

V2.5: Rule Editor with (Path-I)
Domain Model Manager

•Facilitate expert for knowledge 
creation for nutrition domain

•Facilitate expert to create domain 
model

à
• Domain model 

Creation without 
validation

à
( )à

V3.0: Rule Editor with support of Rules and
Situation Validation process (Path-I)

•To ensure consistency of knowledge
•Enhance confidence and trust of 

domain expert on created knowledge
à

• Achieving 
validation with 
optimal 
generated test 
case 

à( )à

Rule Validator 
Automatic Test Cases-based Validator

Conditions Extractor

Rules Fetcher Rule Splitter

Conditions Fetcher

Conditions 
Cashe

Domain Model 
Manager

Logical Operators 
Identifier

Type IdentifierValues set Loader

Test Cases Generation

Non-interval Case Generator Interval Case Generator

Test Case AccumulatorRule Evaluator

Challenges and solutions (MMV1.5-KCL) 

2. Expert Driven Knowledge Acquisition (Domain Model Manager)

V1.5: (Not considered) 

Benefits Limitations

( )à
à

V1.    (Not considered) ( )( )à à

V2.0: (Not considered) ( )à ( )à

ChallengesMM Version

( )à

( )à

( )à

V2.5: Rule Editor with (Path-I)
Domain Model Manager

•Facilitate expert for knowledge 
creation for nutrition domain

•Facilitate expert to create domain 
model

à
• Domain model 

Creation without 
validation

à( )à

( )

Knowledge Curation Layer
Expert-Driven

Domain 
Expert

SCL

Knowledge Acquisition Tool

Domain Model 
Manager

Rule 
Editor

Guideline 
Manager

Knowledge Transformation Bridge

Knowledge Maintenance

Knowledge Builder Case InferencingInput Case Loader

Knowledgebase

Production RulesProduction Rules

Challenges and solutions (MMV1.5-KCL) 
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2. Expert Driven Knowledge Acquisition (Domain Model Manager)

V1.5: (Not considered) 

Benefits Limitations

( )à
à

V1.    (Not considered) ( )( )à à

V2.0: (Not considered) ( )à ( )à

ChallengesMM Version

( )à

( )à

( )à

V2.5: Rule Editor with (Path-I)
Domain Model Manager

•Facilitate expert for knowledge 
creation for nutrition domain

•Facilitate expert to create domain 
model

à

• Domain model 
Creation without 
validation

à( )à

( )

V3.0: Domain Model Manager Toolkit •Creation, Updation, and 
maintenance of Wellness model

•Supporting knowledge acquisition 
with validated Wellness model

à
• Wellness model 

representation 
and validation

à( Wellness model simple
GUI support)

à

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Domain Model Manager

Model Creator

Model Updation

Model Loader

Challenges and solutions (MMV1.5-KCL) 

2. Data Driven Knowledge Acquisition

V1.5: (Not considered) 
( )à à

V1:    (Not considered) ( )( )à à

( )

V2.0: Creating classification model using 
life log data (Path-III)

à • DTs from lifelog data à
• Overall accuracy depends

on available data
• Big data handling

Confidence level: 
Low-Medium

Knowledge Creation & Evolution 
Data-Driven Knowledge Acquisition

Feature Model 
Manager

Dynamic Algorithm Selection 
Model Creator

Preprocessor Algorithm Selector

Machine Learning Algorithms

Model Learner

Expert-Driven
Knowledge Acquisition Knowledge Acquisition Tool

DCL

Benefits Limitations ChallengesMM Version

à ( )

à ( )

à ( )

Challenges and solutions (MMV1.5-KCL) 
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Challenges and solutions (MMV2-KCL) 
2. Data Driven Knowledge Acquisition

V1.5: (Not considered) ( )à à

V1:    (Not considered) ( )( )à à

( )

V2.0: Creating classification model using 
life log data (Path-III) à • DTs from lifelog data à

• Overall accuracy depends
on available data

• Big data handling

Confidence level: 
Low-Medium

Knowledge Creation & Evolution 
Data-Driven Knowledge Acquisition

Feature Model 
Manager

Automatic Algorithm Selection 
Model Creator

Preprocessor Algorithm Selector

Machine Learning Algorithms

Model Learner

Expert-Driven
Knowledge Acquisition Knowledge Acquisition Tool

DCL

Benefits Limitations ChallengesMM Version

à ( )

à ( )

à ( )

V2.5: Creating classification model using 
automatic algorithm selection (Path-III) à

• Accurate Algorithm Selection
• DTs conformance with domain expert à • Algorithm selection accuracy

• Rule extraction from model
à ( )

Service Curation Layer 
3.0

Features EvolutionMining Minds Version 3

Principal Investigator:
Professor Sungyoung Lee
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MMV2-SCL Architecture

Service Curation Layer
Service 

Orchestrator
Recommendation Manager

Input/output 
Adapter

Event Handler

Recommendation Interpreter

Context Interpreter Content Interpreter

Explanation Manager

Content Filterer

SNS Trends Identifier

Context Selector

Context Interpreter

Explanation Generator

Education Support

Data Manager

Data Fetcher

Data Preparation

Recommendation Builder
Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern Matcher

Conflict Resolver Result Generator

Utility Library

Data Fetcher

Rules Loader

Challenges and solutions (MMV2-SCL) 
1. Reasoning

Benefit Limitation

V1. Rule-based Reasoning
(Reasoner and Predictor)

1. Less flexible
2. Service and Data Management
3. No Automatic Rules Retrieval
4. Handcrafted Rules (not scalable)

à à

Recommendation 
Manager

KB

Reasoner and 
Predictor

Rules
SOAP Web-

service

DCL
• Profile 
• Activity

Service 
Curation Layer

SL

Request

Multi-level RBR

1. Granular 
personalization
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Challenges and solutions (MMV2-SCL) 
1. Reasoning

Benefit Limitation

V1. Rule-based Reasoning
(Reasoner and Predictor)

à à

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL
• Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

V1.5. Rule-based Reasoning
(Recommendation Builder)

1. Partial Automatic Rules (authoring tool)
2. No Unified Interface with KCL
3. Low precision

1. Flexibility 
2. Improved data & 

service communication
à à

• Preferences
• Interests

Request

SL

Re
co

m
m

en
da

tio
n

1. Less flexible
2. Service and Data Management
3. Handcrafted Rules (not scalable)
4. No Automatic Rules Retrieval

1. Granular 
personalization

RBR Framework

KB

Rules

Data Loading Interface

Challenges and solutions (MMV2-SCL) 
1. Reasoning

Benefit Limitation

V1. Rule-based Reasoning
(Reasoner and Predictor)

à à

Recommendation 
Interpreter

Recommendation 
Builder

Rules

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer
Service 

Orchestrator

V1.5. Rule-based Reasoning
(Recommendation Builder)

à à

Rule-based Reasoner

V2. RBR
(Recommendation Builder) Challenges:

1. Interfacing with KCL 
2. Design & development of extensible reasoning 

framework

1. Preciseness
2. Scalability
3. Unified knowledge interface

à à

• Preferences
• Interests

KCL

Request

SL

Re
co

m
m

en
da

tio
n

1. Partial Automatic Rules (authoring tool)
2. No Unified Interface with KCL

1. Flexibility 
2. Improved data & service 

communication

1. Less flexible
2. Service and Data Management
3. Handcrafted Rules (not scalable)
4. No Automatic Rules Retrieval

1. Granular 
personalization

Knowledge loading 
Interface

Data Loading Interface

V2.5 RBR forward chaining & 
conflict resolution
(Recommendation Builder) Challenges:

1. Rules Conflicts resolution

1. Accuracy
2. Non-conflicting 

recommendation
à

à
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Challenges and solutions (MMV2-SCL) 
1. Recommendation Builder: Reasoning

Benefit
V1. Rule-based Reasoning
(Reasoner and Predictor)

à

Recommendation 
Interpreter

Recommendation 
Builder

Rules

Restful Web-
service

DCL

Service Curation Layer
Service 

Orchestrator

V1.5. Rule-based Reasoning
(Recommendation Builder) à

Rule-based Reasoner

V2. RBR
(Recommendation Builder) Challenges:

1. Interfacing with KCL 
2. Design & development of extensible reasoning framework

1. Preciseness
2. Scalability
3. Unified knowledge interface

à à

KCL

Request

SL
Recommendation

1. Flexibility 
2. Improved data & service 

communication

1. Granular 
personalization

Knowledge loading 
Interface

Data Loading Interface

V2.5 RBR forward chaining & 
conflict resolution
(Recommendation Builder)

Challenges:
1. Rules Conflicts resolution

1. Accuracy
2. Non-conflictingà à

V3.0 RBR forward chaining & conflict 
resolution enhancement with
à Dynamic data integration
à Utility Library
à Operator parsing (conditional)

Challenges:
1. Data elements finding for smooth 

integration

1. Efficient data preparing
2. Performance gainà à

Recommendation Builder V3 Plan

Life-log data loading Interface
Data integration for efficient data preparation

KCL

DCL

Situation 
Based 
Rules

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge 
Loading Interface

Data Transformer Utility Library

Rules Loader

Patterns Matcher

Conflict Resolver Results Generator

Rule-based reasoning
Enhancement Pattern Matcher algorithm to cover

new attributes/operators if any.

Utility Library Extension
Adding new functions of data preparation for 
clinical and water intake data
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Challenges and solutions (MMV2-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1. Content Filtration
(Recommendation Manager)

1. Lack of understandability 
2. No context interpretation
3. No explanation

• Preference-based 
Personalization

à à

Recommendation 
Manager

KB

Reasoner and 
Predictor

Rules
SOAP Web-

service

DCL
• Profile 
• Activity

Service 
Curation Layer

SL

Request

Multi-level RBR Content 
Filtration

• Preferences
• Interests

Challenges and solutions (MMV2-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1. Content Filtration
(Recommendation Manager)

à à

• User context
• Schedule

V1.5. Context Interpretation
(Recommendation Interpreter) 1. Limited and static explanation

1. Understandable
2. Contextually (time-

based) interpreted reco
à à

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL
• Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

• Preferences
• Interests

Request

SL

Re
co

m
m

en
da

tio
n

KB

Rules

Content Filtration

Context 
Interpretation

Flexible RBR Framework

Data Loading Interface

1. Lack of understandability 
2. No context interpretation
3. No explanation

1. Preference-based 
Personalization
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Challenges and solutions (MMV2-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1.0 Content Filtration
(Recommendation Manager)

à à

V1.5. Context Interpretation
(Recommendation Interpreter)

à à

V2.0 Explanation
Challenges:  
1. Cross-Context Interpretations
2. Dynamic Explanations

1. Situation-aware 
Explanation

2. Education Support

à à

• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Rules/Cases

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer
Service 

Orchestrator

Hybrid Reasoner

• Preferences
• Interests

KCL

Request

SL

Re
co

m
m

en
da

tio
n

Unified Knowledge 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

1. Limited explanation
2. Static explanation

1. Understandable
2. Contextually (time-based) 

interpreted rec

1. Lack of understandability 
2. No context interpretation
3. No explanation

1. Preference-based 
Personalization

Challenges and solutions (MMV2-SCL) 
2. Interpretation and Explanation

Benefit Limitation

V1.0 Content Filtration
(Recommendation Manager)

à à

V1.5. Context Interpretation
(Recommendation Interpreter)

à à

V2.0 Explanation
Challenges:  
1. Cross-Context Interpretations
2. Dynamic Explanations

1. Situation-aware 
Explanation

2. Education Support
3. Social Trends

à à

• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Rules/Cases

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer
Service 

Orchestrator

Hybrid Reasoner

• Preferences
• Interests

KCL

Request

SL

Re
co

m
m

en
da

tio
n

Unified Knowledge 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

1. Limited explanation
2. Static explanation

1. Understandable
2. Contextually (time-based) 

interpreted rec

1. Lack of understandability 
2. No context interpretation
3. No explanation

1. Preference-based 
Personalization

V2.5  Social Trends
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Challenges and solutions (MMV2-SCL) 
2. Interpretation and Explanation

Benefit
V1.0 Content Filtration
(Recommendation Manager)

à

V1.5. Context Interpretation
(Recommendation Interpreter)

à
V2.0 Explanation

Challenges:  
1. Cross-Context Interpretations
2. Dynamic Explanations
3. Correlation among new contexts 

with existing contexts

1. Situation-aware 
Explanation

2. Social Trends
3. Enrich recommendation

à à

• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Rules/Cases

Restful Web-
service

DCL • Profile 
• Activity

Service Curation Layer
Service 

Orchestrator

Hybrid Reasoner

• Preferences
• Interests

KCL

Request

SL

Re
co

m
m

en
da

tio
n

Unified Knowledge 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

1. Understandable
2. Contextually (time-based) 

interpreted rec

1. Preference-based 
Personalization

V2.5  Social Trends

V3.0  Contextual Matrix Updating 
& Extended explanation with clinical 
information

Recommendation Interpreter V3 Plan
Relearning of Contextual Matrix

Conducting survey to acquire preference knowledge
for new low and high level contexts.

Explanation Enhancements
• Recommendation enhancements with additional

description of clinical/water information.
• Research for finding more videos

Social Trends Refinements
• Enhancements regarding filtration of social

trends (if changed/added)
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Challenges and solutions (MMV2-SCL) 
3. Services Scope and Types

Benefit Limitation

Recommendation 
Manager

Reasoner and 
Predictor

Rules
SOAP Web-

service

DCL
• Profile 
• Activity

Service 
Curation Layer

SL

Request

Multi-level RBR Content 
Filtration

• Preferences
• Interests

Services

Benefit Limitation
• V1. Physical Activity Recommendations

(Calories Based)
1. Less practical in 

terms of user 
understandability

1. User encouragement 
for phy. activity rec. 
using goal and award-
based services

à à

Personalized Exercise Encouragement 
Recommendation

Goal Recommendations

Weight Status Recommendation

Awards-based Motivations

Services

KB

Challenges and solutions (MMV2-SCL) 
3. Services Scope and Types

Benefit Limitation

• User context
• Schedule

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL
• Profile 
• Activity

Service Curation Layer

Service 
Orchestrator

• Preferences
• Interests

Request

SL

Re
co

m
m

en
da

tio
n

Content Filtration

Context 
Interpretation

RBR Framework

Data Loading Interface

Services

• V1.5 Physical Activity Recommendations
and Educational Facts

1. Static situation handling
2. Limited context-awareness

1. Physical actv. rec
2. Avoiding abnormal 

sedentary behaviors

à à

Personalized Exercise 
Encouragement Recommendation

Healthy Habits Induction 

User Education

Daily Achievements

à à
• V1. Physical Activity Recommendations

(Calories Based)
1. Less practical in 

terms of user 
understandability

1. User encouragement for 
phy. activity rec. using goal 
and award-based services

KB
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Challenges and solutions (MMV2-SCL) 
3. Services Scope and Types

Benefit Limitation

• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL • Profile 
• Lifelog

Service Curation Layer
Service 

Orchestrator

Rule-based Reasoner

• Preferences
• Interests

KCL

Request

SL

Re
co

m
m

en
da

tio
n

Knowledge Loading 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

Services

• V2.0 Physical Activity Recommendations
and Educational Facts

• V2.5 Nutrition Recommendations

Challenges:
1. Increased Service 

dependencies management
2. Integration of food and 

physical activity services

1. Avoiding abnormal sedentary 
behaviors

2. User education
3. Food-integrated phy. act. 

Recommendations
4. Social Trends

à à

1. Avoiding abnormal 
sedentary behaviors

2. User education

à à

• V1. Physical Activity Recommendations
(Calories Based) à à

1. Less practical in 
terms of user 
understandability

1. User encouragement for phy. 
activity rec. using goal and 
award-based services

• V1.5 Physical Activity Recommendations
and Educational Facts

1. Static situation handling
2. Limited context-awareness

Personalized Exercise Encouragement 
Recommendation

Healthy Habits Induction 

User Education

Nutrition Services with Social Trends

Challenges and solutions (MMV2-SCL) 
3. Services Scope and Types

Benefit

• Schedule
• Context

Recommendation 
Interpreter

Recommendation 
Builder

Restful Web-
service

DCL • Profile 
• Lifelog

Service Curation Layer
Service 

Orchestrator

Rule-based Reasoner

• Preferences
• Interests

KCL

Request

SL

Re
co

m
m

en
da

tio
n

Knowledge Loading 
Interface

Data Loading Interface

Explanation 
Manager

Content Filtration

Context 
Interpretation

Services

• V2.0 Physical Activity Recommendations
and Educational Facts

• V2.5 Nutrition Recommendations
Challenges:
1. Increased Service 

dependencies management
2. Integration of food and 

physical activity services
3. Delivery mode and format of 

services

1. Avoiding abnormal sedentary 
behaviors

2. User education
3. Food Recommendations
4. Social Trends
5. Avoiding abnormal patterns in 

water intake

à à

1. Avoiding abnormal 
sedentary behaviors

2. User education
à

• V1. Physical Activity Recommendations
(Calories Based) à

1. User encouragement for phy. 
activity rec. using goal and 
award-based services• V1.5 Physical Activity Recommendations

and Educational Facts

Personalized Exercise Encouragement 
Recommendation

Healthy Habits Induction 

User Education

Nutrition Services with Social Trends

Water Intake Services

• V3.0 Water intake recommendations
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New Service Requirements Fulfillment Tasks

Service Orchestrator
• New web service method implementation for water

intake
• New clients for acquiring clinical data/smart cup

from DCL

Recommendation Interpreter
• Identifying special condition relevant to clinical data for

recommendation filtration
• Survey conduction for updating contextual matrices.

Recommendation Builder
• Dynamic data integration function implementation
• Data preparation utility enhancements

Supporting Layer 3.0
Features EvolutionMining Minds Version 3

Principal Investigator:
Professor Sungyoung Lee
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DCL

Challenges and solutions (MMV2.5-SL) 
1. User Interface and User Experience

SOAP Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

V1. User Interfaces Static UI

Benefit Limitation

Services User Interfaceà à

• User interfaces for 
Calories based Weight 
Management Scenario

• Admin view for 
monitoring the 
activities of the users 
and system

Supporting Layer

User Interface 

Application Layer

GUI

Life-log,user profile,
recommendations

user authentication,
update profile

Challenges and solutions (MMV2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces 

Benefit Limitation

Services User Interfaceà à

V1.5 User Interfaces + Feedback Services User Interfaceà à

Static UI
Static UI

• User interfaces for 
educational and facts 
based Weight 
Management Scenario

• Expert view for 
monitoring user 
behavior and feedback 
provision

DCL

Restful Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

Supporting Layer

User Interface 

Application Layer

GUI

Life-log,user profile,
recommendations

user authentication,
user feedback, 
update profile

Feedback 
collector
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Challenges and solutions (MMV2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces Static UI

Benefit Limitation

Services User Interfaceà à

V1.5 User Interfaces + Feedback Services User Interface Static UIà à

V2 Adaptive UI + User Experience Adaptive UI based on UXà

• User interfaces for 
weight management 
scenario

• Adaptive User Interface 
based on user profile, 
device and 

Supporting Layer
Adaptive UI User Experience 

Application Layer

Adaptation Layer

Modeling Layer

UX Measurement

Performance Metrics

DCL
Restful Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

Life-log,user profile,
recommendations

update profile

Challenges and solutions (MMV2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces Static UI

Benefit Limitation

Services User Interfaceà à

V1.5 User Interfaces + Feedback Services User Interface Static UIà à

V2 Adaptive UI + User behavior analytics Adaptive UI based on UXà

• User experience 
quantification based on 
user behavior data along 
with self-reported data

• User feedback collection 
and its data analysis

• Evaluation of user 
experience

Supporting Layer
Adaptive UI User Experience 

Application Layer

Adaptation Layer

Modeling Layer

UX Measurement

User Satisfaction Model

Personalized Info Evolution

DCL
Restful Web Service

Intermediate Database
Life-log Data User 

Profiles

Life-log,user profile,
recommendations update profile

V2.5 Adaptive UI + User Experience User Experience Quantificationsà

User Experience Quantificationà

174



35

Challenges and solutions (MMV2.5-SL) 
1. User Interface and User Experience

V1. User Interfaces Static

Benefit Limitation

Services User Interfaceà à

V1.5 User Interfaces + Feedback Services User Interface Staticà à

V2 Adaptive UI + User Experience Adaptive UI based on UXà

UI/UX Authoring Tool

Feedback Manager

Adaptive UI User Experience

Feedback Collector Feedback Analyzer

Security and Privacy

Access Validator Data Anonymizer

Oblivious Evaluator
Information Modification 

& Reply Detection

Credentials & 
Authorized Storage

Analytics

Visualization Adapter

Descriptive Analytics

Query Creation 
Interface

Data 
Transformation

Trend Analyzer Data Store Interface

Application Layer

Intermediate Data

MM V 1.0 & V 1.5

Adaptation Layer

UX Measurement

MM V 2.0

Adaptive UI

Modeling Layer

User Experience

User Satisfaction

Personalized Info 
Evolution

User Experience 
Quantification

à

V2.5 Adaptive UI + User Experience User Experience Quantificationsà MM V 2.5

Challenges and solutions (MMV3.0 -SL) 
1. User Interface and User Experience

V1. User Interfaces Static

Benefit Limitation

Services User Interfaceà à

V1.5 User Interfaces + Feedback Services User Interface Staticà à

V2 Adaptive UI + User Experience Adaptive UI based on UXà

UI/UX Authoring Tool

Feedback Manager

Adaptive UI User Experience

Feedback Collector Feedback Analyzer

Security and Privacy

Access Validator Data Anonymizer

Oblivious Evaluator
Information Modification 

& Reply Detection

Credentials & 
Authorized Storage

Analytics

Visualization Adapter

Descriptive Analytics

Query Creation 
Interface

Data 
Transformation

Trend Analyzer Data Store Interface

Application Layer

Intermediate Data

MM V 1.0 & V 1.5

Adaptation Layer

UX Measurement

MM V 2.0 & 2.5

Adaptive UI

Modeling Layer

User Experience

User Satisfaction

Personalized Info 
Evolution

User Experience 
Quantification

à

V2.5 Adaptive UI + User Experience User Experience
Quantificationsà MM V 3.0

V3.0  (1) Development of UX engine Automatic User Experience Assessment 
based on user behavioral data 

à

No automation,
No Authoring Tool

à

(2) UI/UX Authoring Tool To develop the UI/UX Authoring Tool that 
facilitate the UX expert to write the 
adaption rules and questions based on user 
model and interaction data analysis for 
adaptive user interface 

à
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Challenges and solutions (MMV3.0 -SL) 
1a. UX Engine

User Experience Model Creation 
from User experience narration and 
existing Models

User Experience Assessment

User Feedback Manager for UX 
assessment

Challenges and solutions (MMV3.0 -SL) 
1b. UI/UX Authoring Tool

UI/UX Rule Authoring, Questionnaire
for UX assessment. 
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Challenges and solutions (MMV2.5-SL) 

DCL

Soap Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

2. Analytics Benefit Limitation
V1. Admin View Not intuitive and performance inefficient 

due to high volume in Intermediate DB
System usage visualization 
and data correlation 
between layers

• Admin view for monitoring work 
flow and trigger points of the 
sensory data

• System Usage only from 
intermediate data base

Supporting Layer
Visualization

System Usage flow, Real time view

request data

Data Query 
Manager

Query Creation Interface

Query 
Library

Data Store Interface

IDB Interface

Visualization 
Enabler

Challenges and solutions (MMV2.5-SL) 
2. Analytics

V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities 
and system usage 
visualization

Limited features due to intermediate 
data schema and size

Benefit Limitation
System usage visualization 
and data correlation 
between layers

à

à

à

à

• Expert view for visualizing user 
activities and feedback for 
recommendations

• System Usage only from intermediate 
data base

DCL

Restful Web Service

Intermediate Database

Life-log 
Data

User 
Profiles

Supporting Layer
Visualization

activities, lifelog, user profile

request data

Data Query 
Manager

Query Creation Interface

Query 
Library

Data Store Interface

IDB Interface

Visualization 
Enabler
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Challenges and solutions (MMV2.5-SL) 

V2 Big data analytics Users feedback, activities  and 
facts analytics.
Insights into big data from 
sensory data from system 
usage perspective.

à

V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities 
and system usage 
visualization

Limited features due to intermediate 
data schema and size

Benefit Limitation
System usage visualization 
and data correlation 
between layers

à

à

à

à

• Analytics based on statistics, clustering 
and association

• Insights from the big data repository and 
communication between both 
repositories

• Query library for the big data repository

2. Analytics

Supporting Layer
Analytics

Trend Analyzer

Data View 
Model

Query Creation Interface

Data Store Interface

Visualization 
Enabler

Model Transformation 

Challenges and solutions (MMV2.5-SL) 

V2 Big data analytics Users feedback, activities  and facts 
analytics.
Insights into big data from sensory data 
from system usage perspective.

à

V1. Admin View Not intuitive and performance inefficient due to high 
volume in Intermediate DB

V1.5 Expert View Users feedback, activities and 
system usage visualization

Limited features due to intermediate data schema 
and size

Benefit Limitation
System usage visualization and data 
correlation between layers

à

à

à

à

2. Analytics

No SNS for experts and for users and analytics limited to activity dataà

V2.5 Big data/SNS analytics
SNS trends for food, Users nutrition 
trends, activities  and facts analytics. 
SNS trends for users and experts.

à

• Nutrition trends and analytics for expert panel and user 
through service curation layer

• SNS gateway for SNS trends
• Analytics based on statistics, clustering and association

• Insights from the big data repository and communication 
between both repositories

• Query library for the big data repository
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Challenges and solutions (MMV2.5-SL) 

UI/UX Authoring Tool

Feedback Manager

Adaptive UI User Experience

Feedback Collector Feedback Analyzer

Security and Privacy

Access Validator Data Anonymizer

Oblivious Evaluator
Information Modification 

& Reply Detection

Credentials & 
Authorized Storage

Analytics

Visualization Adapter

Descriptive Analytics

Query Creation 
Interface

Data 
Transformation

Trend Analyzer Data Store Interface

V2 Big data analytics Users feedback, activities  and facts 
analytics.
Insights into big data from sensory data 
from system usage perspective.

à

V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities and system 
usage visualization

Limited features due to intermediate data 
schema and size

Benefit Limitation
System usage visualization and data 
correlation between layers

à

à

à

à

2. Analytics

Visualization Enabler

Query Creation 
Interface

Data Store Interface

Intermediate Data

MM V 1.0 & V 1.5
Trend Analyzer

Model 
Transformation

Big Data

MM V 2.0

V2.5 Big data analytics SNS trends for food, Users nutrition trends, activities  and 
facts analytics. SNS trends for users and experts.

No SNS for experts and for users and 
analytics limited to activity data

à

à
MM V 2.5

SNS Connector

Challenges and solutions (MMV3.0-SL) 

UI/UX Authoring Tool

Feedback Manager

Adaptive UI User Experience

Feedback Collector Feedback Analyzer

Security and Privacy

Access Validator Data Anonymizer

Oblivious Evaluator
Information Modification 

& Reply Detection

Credentials & 
Authorized Storage

Analytics

Visualization Adapter

Descriptive Analytics

Query Creation 
Interface

Data 
Transformation

Trend Analyzer Data Store Interface

V2 Big data analytics Users feedback, activities  and facts 
analytics.
Insights into big data from sensory data 
from system usage perspective.

à

V1. Admin View Not intuitive and performance inefficient 
due to high volume in Intermediate DB

V1.5 Expert View Users feedback, activities and system 
usage visualization

Limited features due to intermediate data 
schema and size

Benefit Limitation
System usage visualization and data 
correlation between layers

à

à

à

à

2. Analytics

Visualization Enabler

Query Creation 
Interface

Data Store Interface

Intermediate Data

MM V 2.0 & V 2.5
Trend Analyzer

Visualization Enabler

Big Data

MM V 3.0

V2.5 Big data analytics SNS trends for food, Users nutrition 
trends, activities  and facts analytics. SNS 
trends for users and experts.

No SNS for experts and for users and 
analytics limited to activity data

à

à
MM V 3.0

SNS Connector

V3.0 Big data analytics

Analytics limited to wellness data and lack 
of clinical data trends and analytics

à

Clinical and smart cup visualization,  
analytics and SNS trends for clinical and 
wellness data for expert view

à
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Challenges and solutions (MMV3.0-SL) 
2. Analytics

Analytics, trends and correlation 
analysis for clinical and wellness data 
for expert view

SNS keywords and trends for clinical 
and wellness data for expert view

Clinical data and smart cup visualization and LLM push 
notifications

Challenges and solutions (MMV2-SL) 

3. Security

V1.5 Expert View Authentication
User Authentication 
based on access layer 
protocol for expert panel
Data encryption and 
decryption for databases

No secure 
communication 
between databases 
and mobile 
application

Benefit Limitation

à à

Supporting Layer

Restful Web Service

DCL

Authentication ResponseUser Authentication
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Challenges and solutions (MMV2-SL) 
3. Security

V1.5 Expert View Authentication User Authentication based on access layer 
protocol for expert panel data encryption 
and decryption for databases

No secure communication between 
databases and mobile application

Benefit Limitation

à à

Supporting Layer

Restful Web Service

DCL

Activities, Lifelog ProfileUser Authentication

V2 Communication between 
user application and data 
repositories

Replay Detection implementation for secure communication.
Data encryption and decryption for databases

à

Replay Detection
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Section 3.1 
 

Open Source Plan and 
Release Process 
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Mining Minds

M. Bilal Amin (PhD)

m.b.amin@ieee.org

Open Source Plan and 
Release process

v3.0

/Agenda

• Timeline
• Open Source Process
• Timelines
• Implementation Examples
• Build & Release Process
• License
• Benefits

2
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/Timelines 3

Mining Minds Open source 
Process
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/Open Source Release Process 5

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6

/Task 1: Library Functions

• Goal : Identification of Reusable Methods as high-level abstraction for 
Layer API

• Example: [DCL]
• Add new Sensory Data Acquisition Device
• Use LLM on historic data for Behavior Modeling
• Use ADR for Descriptive and Predictive Analytics

6
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/Open Source Release Process 7

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6

/Task 2: Code Review

• Code Review Team: Dr. Bilal, Dr. Ali, Dr. Maqbool, Mr. Taqdir, Component Expert

• Goal: Determine the Quality of the Code Following implementation standards
• Defect-free, well-documented software
• Software that complies with enterprise coding standards
• Teaching and sharing knowledge between team members

8
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/Open Source Release Process 9

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6

/Task 3: Code Re-factoring (1/4)

• Goal: Re-organization of code for Increased Re-usability, Extensibility, and 
Maintainability

• When the System's source code is easily understandable, the system is more 
maintainable

• Improving the design of existing code without changing its observable behavior
• Coding Standards

• Java: https://www.securecoding.cert.org/confluence/display/java/Java+Coding+Guidelines

• Javascript: http://javascript.crockford.com/code.html

• Commenting Guidelines: 
• http://www.hongkiat.com/blog/source-code-comment-styling-tips/

• http://www.devtopics.com/13-tips-to-comment-your-code/

10
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/Task 3: Code Re-factoring (2/4)

• Refactoring includes:
• Rename attributes
• Move Class / Structures
• Create Abstraction / Extract Interface
• Extract method for Re-usability
• Extract Superclass
• Encapsulation / Properties generation
• Replace Conditions with Polymorphism
• http://www.methodsandtools.com/archive/archive.php?id=4

11

/Task 3: Code Re-factoring (3/4) 12

Module 1

Function 1

Function 2

Module 2

Function 1

Function 2

Function 3

Main.code
Abstraction 1

Abstraction 2

Factory

Abstraction 2 Abstraction 3

Static Workflow

V
e
rt
ic

a
l G

ro
w

th
 o

f 
th

e
 C

o
d
e

Horizontal Growth of the Code

• Inclusion of Object Oriented Design Patterns
• A way to solve issues related to software development using a proven solution
• Facilitates the development of highly cohesive modules with minimal coupling
• Isolate the variability that may exist, making the overall system easier to understand 

and maintain.
• Increases communication efficiency between developers 

• Software professionals can immediately picture the high-level design in their heads when 
they refer the name of the pattern used to solve a particular issue.
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/Task 3  Code Re-factoring (4/4) 13

Inclusion of Object Oriented 
Design Patterns

/Open Source Release Process 14

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6
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/Task 5: Unit Testing

• The smallest testable parts of an application, called units, are individually and 
independently scrutinized for proper operation.

• Goal: Isolate each part of the program and show that the individual parts are correct
• Automated Unit Testing Frameworks available

• JUnit is a unit testing framework for the Java programming language. http://junit.org/junit4/
• QUnit is a JavaSript unit testing framework. https://qunitjs.com/intro/

15

/Open Source Release Process 16

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6
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/Task 5: API Design

• Goal : Ease of Use for the developer
• API design should reflect:

• Easy to learn
• Easy to use, even without documentation
• Hard to misuse
• Easy to read and maintain code that uses it
• Sufficiently powerful to satisfy requirements
• Easy to extend
• Appropriate to audience

• http://static.googleusercontent.com/media/research.google.com/en//pubs/archive/32713.pdf

17

/Open Source Release Process 18

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6
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/Task 6: Integration Testing

• Goal: Integrated execution of a layer 
as a composite entity

• Individual software modules are 
combined and tested as a group. 

• It occurs after unit testing and before 
validation

19

/Open Source Release Process 20

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing

6
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/Task 7: Build Creation

• Goal : Integrated compilation of a 
layer as a composite entity

• Component-wise build and Layer-
wise build

• Rule of thumb : Build must never 
break (Never ever!!!)

• Nightly builds, weekly builds etc.
• ANT : http://ant.apache.org
• Every layer will nominate a Build 

Engineer. (Mao for DCL)

21

/Open Source Release Process 22

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
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/Task 8: API Documentation

• Goal: Documentation of implemented library 
functions in a standard hierarchical 
format

• Easy to understand
• Available in downloadable and browse-able form
• Must provide traceability between versions
• Automated API Document generation tools

• Example : http://api.jquery.com
• You are making a developer focused 

product, the documentation is as core to the 
user experience as the endpoints themselves.

• http://blog.parse.com/learn/engineering/designing-
great-api-docs/

23

/Open Source Release Process 24

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing
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/Task 9: Demo Harness

• Goal : Demo to the API, 
illustrating its usage

• Realistic problem with solution
• Mostly utilized as tutorials
• Must execute from end-to-end to 

illustrate complete execution
• Not a trivial one

25

/Open Source Release Process 26

Library 
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build 
Creation

API DocumentationDemo Harness

Open Source 
ReleaseE

1 2 3 4

5

789

10

Integration 
Testing
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/Task 10: Open Source Release 

• Goal : Availability of the Code for Open source community to 
download and contribute

• Web-based repositories such as github or sourceforge will be used

• After release all the Ming Minds code will be fork or commit from the 
web-based repository

• Familiarize yourself with code repository terms

27

Mining Minds Process 
Implementation

V3.0
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/DCL Gantt Chart 29

# Title

Jul
17

Jul 
23

Jul
24

Jul
30

Jul
31

Aug
6

Aug
7

Aug
13

Aug
14

Aug 
20

Aug
21

Aug
27

Aug 
28

Sep
3 

Sep
4

Sep
10

Sep
11

Sep
17

Sep
18

Sep
24

Sep
25

Oct
1

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 DAS & LLM Library 
Functions Identification
(Mao & Bilal Ali)

3w

2 LLRM Library Functions 
Identification (Taqdir) 3w

3 ADR & PDR Library 
Functions Identification
(Usman & Cho)

3w

4 DAS & LLM Code Review 
(Mao & Bilal Ali)

1w

5 LLRM, ADR, & PDR, Code 
Review (Taqdir, Usman 
& Cho)

1w

6 Code Refactoring & Unit
Testing (Mao, Usman, 
Bilal Ali, Taqdir, & Cho)

10w

7 API Design &
Documentation
(Mao, Usman, Bilal Ali, 
Taqdir, & Cho)

3w

8 Demo Harness
(Mao, Usman, Bilal Ali, 
Taqdir, & Cho)

4w

9 Build Creation
(Mao & Usman)

2w

10 Open Source Release
(TEAM DCL) 0h

/ICL Gantt Chart 30
No Title Effort

Jul 
17-
Jul 
23

Jul
24-
Jul 
30

Jul 
31-

Aug 6

Aug 
7-Aug 

13

Aug 
14-
Aug 
20

Aug
21-
Aug 
27

Aug 
28-

Sep 3 

Sep 
4-

Sep
10

Sep 
11-
Sep
17

Sep 
18-

Sep2
4

Sep 
25-

Oct 1

Oct 
2-

Oct 8

Oct 
9-

Oct. 
15

Oct 
16 –
Oct 
22

Oct 
23 –
Oct 
29

Oct. 
30 –

Nov 5

Nov 6 
–

Nov 
12

Nov 
13 –
Nov 
19

Nov 
20-
Nov 
26

Nov 
27-

Dec 3

Dec 4 
– Dec

10

1 Smartphone based 
AR Library Functions 
Identification
-Tae Ho, Dong Uk, 
Jaehun

3w

2 HLCA Library 
Functions 
Identification
-Asif

3

3 Code Review for ICL
- Dong Uk, Jaehun

4w

4 Code Re-factoring
- Dong Uk

3w

5 API Design
- Jaehun, Asif, Dong 
Uk

3w

6 Unit Testing
- Dong Uk, Jaehun, 
Asif

2w

7 Build Creation
- Dong Uk, Jaehun, 
Asif

2w

8 API Documentation
- Jaehun, Dong Uk, 
Asif

4w

9 Demo Harness
- Jaehun, Asif

1w

10 Open Source Release
-TEAM ICL

0h
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/KCL Gantt Chart 31

# Title

Jul
31

Aug
6

Aug
7

Aug
13

Aug
14

Aug 
20

Aug
21

Aug
27

Aug 28
Sep

3 

Sep
4

Sep
10

Sep
11

Sep
17

Sep
18

Sep
24

Sep
25

Oct
1

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Rules Meta Information API
• Function Identification
• API Design
• Code Refactoring 

(Taqdir)

4w

2 Rules Fetching API
• Function Identification
• API Design
• Code Refactoring 

(Taqdir)

4w

3 Rules Persistence API
• Function Identification
• API Design
• Code Refactoring 

(Taqdir)

4w

4 Situation Sharing API
• Function Identification
• API Design
• Code Refactoring 

(Dr. Maqbool)

3w

5 Rule Sharing API
• Function Identification
• API Design
• Code Refactoring 

(Dr. Maqbool)

3w

6 I-KAT Toolkit
• Rules Dashboard GUI
• Rule Editor GUI

(Taqdir)

4w

7 Code Review
• Unit testing & documentation
• Creating Build

(Dr. Maqbool, Taqdir)

5w

/SCL Gantt Chart 1

# Title

SEP 
18

OCT 
3

OCT 
4

OCT
9

OCT
10

OCT
12

OCT
13

OCT
19

OCT
20

OCT 
28

OCT
29

NOV
3

NOV
4

NOV
10 

NOV
11

NOV
17

NOV
18

NOV
30

DEC
1

DEC
6

DEC
7
DEC

7

1 Rebuilding RI on Design Pattern
(Imran)

16d

2 Library Functions Identification
(Afzal, Imran & Sadiq) 7d

3 Code Review
(Afzal, Imran & Sadiq) 3d

4 Code Refactoring
(Afzal, Imran & Sadiq) 7d

5 Unit Testing
(Afzal, Imran & Sadiq) 9d

6 API Design
(Afzal, Imran & Sadiq) 5d

7 Integration Testing
(Imran & Sadiq) 7d

8 Demo
(Sadiq & Imran) 7d

9 API Documentation
(Imran & Sadiq)

17d

10 Build Creation
(Sadiq)

6d

11 Open Source Release
(SCL Team) 1d

199



17

/SL Gantt Chart 33

# Title

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Descriptive Analytics Library Functions 
Identification
(Shujaat Hussain)

2w

2 UI/UX Functions Identification 
(Jamil Hussain) 2w

4 Descriptive Analytics Code Review 
(Shujaat Hussain) 1w

5 UI/UX Code Review
(Jamil Hussain)

1w

6 Code Refactoring & Unit Testing
(Shujaat and Jamil) 6w

7 API Design & Documentation
(Shujaat and Jamil) 4w

8 Demo Harness
(Shujaat and Jamil) 3w

9 Build Creation
(Shujaat and Jamil) 3w

10 Open Source Release
(Shujaat and Jamil) 2w

/Code Redesign : Object Oriented Design Patterns 34

• For complex rules handling
o composite design pattern: A 

composite rule is triggered if all 
conditions of its composing rules are 
satisfied. 

• Scheduling a rules engine
o Java scheduler Quartz : This will 

schedule the rules engine to start 
based on specified time-based

• Handling runtime event condition 
handling
o Observer Design pattern: It detect 

the runtime change in any event 
condition and change the adaptation 
rule engine behavior after that 
change

SL : UI/UX
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/Object Oriented Design Patterns 35

DCL : LLM

Strategy pattern gives flexibility to change monitoring
algorithm at run time.
The behavior pattern to represent various monitoring
strategies that changes the executing algorithm of the context
object.

Before

After

/Object Oriented Design Patterns 36

DCL : LLM

Data Model

Monitoring 
& Evaluation

Communication
& Access
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/Object Oriented Design Patterns 37

ICL : High Level Context awareness

Before After
Singleton 
Pattern

Bridge Pattern

/Code Refactoring Examples (Code Commenting) 38
Class Level CommentsFunction Level Comments

KCL : Expert-Driven Knowledge Acquisition 
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/Refactoring Examples (Commenting & Logging) 39

DCL : Lifelog Mapping & Representation

Logging Exception
Code comments for 

understandability

Before Refactoring
Before Refactoring

After Refactoring
After Refactoring

/Refactoring Examples (Logging) 40

ICL : High Level Context awareness

Before Refactoring After Refactoring
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/Refactoring Examples (Code Cleansing) 41

KCL : Expert-Driven Knowledge Acquisition

After RefactoringBefore Refactoring

/ 42Refactoring Examples (Code Duplication)

ICL : Audio-based Emotion recognizer

AERPreprocessing.javaFilterBankPreProcessing.java

Delete
Delete

AERFeatureExtraction.java

StatisticalFeatureExtraction.java
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/Refactoring Examples (Exception Handling) 43

KCL : Expert-Driven Knowledge Acquisition

After RefactoringBefore Refactoring

/ 44Refactoring Examples (Polymorphism - Dynamic Typing)

Utilized Polymorphism + Enum for Plug & play recognizers

As-is: Hard-coded recognition process
Every time new recognizer introduced 
-> need to modify below code

Current: Registration based, plug & play

Too add recognizer, just 
1. inherit the interface,
2. implement abstract functions, and 
3. register the recognizer
No need to modify below main process

ICL : Router
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/Refactoring Examples (Inline Queries à Stored Procedures) 45

DCL : Lifelog Monitoring

Before Refactoring After Refactoring

/Refactoring Examples (Inline Queries à Stored Procedures) 46

DCL : Lifelog Monitoring

After Refactoring

1 3 5 7 10
FactoredCode 7 15.4 19.8 32.8 40.4
UnfactoredCode 10.8 31.6 46.4 56 81

7
15.4

19.8

32.8
40.4

10.8

31.6

46.4
56

81

0
10
20
30
40
50
60
70
80
90

TI
M

E 
(M

S)

NUMBER OF USERS

Process Time Comparison

FactoredCode UnfactoredCode

• Multiple Time Execute
• No. of users group : 5
• Draw Average processing time
• Average Improvement: 48.89%

Performance Improvement
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/Unit Testing Examples 47

SCL : Recommendation Builder

Mining Minds Open source 
License

v3.0
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/Copyright VS Copyleft 49

• Protect the authors software from 
unauthorized copying or selling of 
their work

• The authors permission is needed 
to take place these activities

• Provides a method for software to 
be modified, distributed back to 
community

• Gives rights to every one to use, 
modify, and redistribute the code 
but the distribution terms remain 
unchanged

/Open Source 50

Software

• The term "open source" refers to 
something that can be modified because 
its design is publicly accessible.

• Open source software is software whose 
source code is available for modification
or enhancement by anyone.
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/ 51Mining Minds as Open Source

• MM will open source code using 
standard licenses on OSI 
organization

• For open source of Mining 
Minds the Apache license is 
selected

• Each component of MM should 
develop as an separate API

• Each component should 
granted separate license

Mining Minds Open source Build 
& Release

v3.0
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/Build & Release Background 53

Code Compilation Build Creation

• Integrated compilation of 
several code components 
into deployable artifacts

• Mainly performed by writing 
scripts and shell files

• Contributing S/W: Ant, 
Maven, Cons etc.

Project Release
• Availability of integrated build 

as a product to consumers

• Public availability over web

• Open source release over open 
source communities

• Often complimented with API-
class documentation for 
evolution of the product

• Performed by the individual 
developer

• Code is compiled from high-
level to Intermediate- and 
binary level

• Current high level languages 
use hybrid compilation

• Contributing S/W: Compiler

/Build Strategy I – Single step release 54

Pros

• Faster commit with 
most recent code 
availability

• Efficient strategy for 
smaller projects and 
smaller teams

• No dedicated build 
engineers required

• Support for 
prototyping and quick 
to release projects

Cons

• Always periodic 
compilation

• Community dependent 
integration

• No local compilation
• No support for test 

harness VM
• Lesser control on build 

customization and 
formalization

Layer 1

Component A

Component B

Remote Code Repository
(sourceforge.net)

Layer 2

Component A

Component B

Layer 3

Component A

Component B

Commit

Commit

Commit

Na
tiv

e 
Bu

ild
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/Build Strategy II – Dual step release 55
Pros

• Slower commit with most non-recent 
code availability

• Requires dedicated build engineers 
required

Cons

• Support for Large-scale heterogeneous codebase systems
• Supports continuous and periodic build generation
• Community Independent integration with a local copy of most 

latest code commit
• Support for test harness VM
• Fully customizable builds with formalization

Local Code Repository
(Central Version Control)

Layer 1

Component A

Component B

Layer 2

Component A

Component B

Layer N

Component A

Component B

Commit

Commit

Commit

Na
tiv

e 
Bu

ild

Remote Code Repository
(sourceforge.net)

Push

Pull

:
:

/Mining Minds Build Requirements 56

• Mining Minds is arguably a medium to large scale project with not only research incentive but 
also Product realization

• Development of Mining Minds is a continuous activity requiring continuous local builds; however, 
due to twice-a-year release cycle it requires period build support

• Mining Minds is a large development team with control over code and build

• For Mining Minds demo purposes, team regularly generates scenario-based Demo Harnesses

• For the evolution of Mining Minds platform, customizable builds are required for deployment in 
other application areas

“Build Strategy II with Dual Step release satisfies the priority requirements of Mining Minds platform”
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/Mining Minds Release as Build Strategy II 57

Mining Minds
Dev. Team

Layer
Build
Engineer

Local Code Repository
(Apache Subversion)

Native Build

LN
Build Engineer

RL
Build Engineer

Remote Code Repository
(sourceforge.net)

/Build Structure 58

212



30

/Roles & Responsibilities 59

Team Members

Layer Build Engineers

• Generation of source code
• Compilation of source 

code
• Unit testing of source code
• Documentation of their 

respective components

• Assurance of reliable build
• Aggregation of compiled 

source code
• Implementation of local 

build strategy

NàL Build Engineer

• Design of local build strategy
• Execution of continuous 

integration process
• Administration of local build 

server

LàR Build Engineer

• Periodic mirroring of local build 
server to remote open source 
repository

• Administration of remote open 
source repository

• Creation and delivery of demo 
harness Virtual Machine

Team Leads
• Creation and compilation of Wiki 

content including API 
Specification

• Compilation of specification 
documents

• Management of Mining Minds 
Wiki

Project Lead

• Overall execution of project 
release

• Reliable and quality production 
build

• Delivery of the project as per 
timeline

60

https://github.com/ubiquitous-computing-lab
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Mining Minds Benefits of Open 
Source Release

V3.0

/Benefits of Open Source Release

1. Implementation Benefits

62

Coding  Skill set Continuous Feedback
(Peer reviews)

Software Engineering
Experience

Global Community
of developers

project continuation
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/Benefits of Open Source Release

2. Research Benefits

63

Code Availability
for Feedback

&
Evaluation

Code Re-use
for other 
research 
domains

Collaboration Initiatives

/Benefits of Open Source Release

3. Community Benefits

64

Free High-quality 
software distribution 
among researchers 

and developers

Support for Software 
commercialization

Support for Startups 
with high quality off 
the shelf software 

components
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Mining Minds Version 3.0 Layers 
Open Source Detail
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Mining Minds

Open Source V3.0

DCL

Mining Minds Active Data 
Reader

Open Source MMV3.0
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/Introduction – Open Source Detail (ADR) 3
Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

Hive

• Active Data Reader (ADR):

• For Analytics and Visualization, SL required 
real-time data read based on provided 
parameters.

• Support for Visualization and Analytics

/Active Data Reader (ADR) – Conceptual View 4

Online Data Request for Data Visualization 
and Analytics
1. Data read request is generated by 

Visualization and Analytics Components 

of SL

2. Active data reader selects the particular 

query depending upon the query 

parameters

3. Selected Query is sent to Hive for execution

4. Required data is returned as a result set to 

Data exporter

5. Result-set is converted into data message 

per defined data format

Big Data Storage

Hive 

Intermediate 
DatabaseMultimodal Data Sources

Data 
Persistence

Message 
Model

Data Writer

Create

Physical Data 
Store
Hive

MetaStore

HDFS
HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 
Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 
Authoring Query Deployer

1

[life-log

data] Create
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Storage 
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[Sensory data, env. variables]
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22
[Query]

DCL Service Request / Response Request / Response Send Send 

33

[Result Set]

[query]

[query]

44
[Result Set]

Supporting Layer 44

Knowledge Curation Layer 44
[Result Set]

11

11

22
22

33 44

Send Send 
Supporting Layer 44

[Result Set]
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/Outline 5

• Open Source Roadmap
• Library Function
• Class Diagram
• Refactoring
• Unit Testing
• Integration Testing
• API Design
• Build Creation
• API Documentation
• Demo Harness
• Open Source Release

/ 6Open Source Release Process - Roadmap

Library
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build
Creation

API DocumentationDemo Harness

Open Source
ReleaseE

1 2 3 4

5

789

10

Integration
Testing

6
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/Task :1 Open Source - Libraries Summary 7

Testing Libraries Service LibrariesPlatform Libraries
Apache Hive 2.1.1 
Apache Hadoop 2.5.2

Spring MVC

Categorization of Libraries in our Component – Active Data Reader (ADR)

/Task :1  Open Source Libraries - Detail 8

Library API Details License
Hive Thrift Server 
API

Provide a JDBC based Connections to connect the Hive and 
Hadoop

Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Gson API Used to convert Java Objects into their JSON representation and 
JSON to Java Objects

Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Spring MVC Used as a Library to Provider a REST based services on the top of
the Hadoop. 

Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

log4j Track the logging to the Hive Connection Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Apache Hive Provides the SQL based operations on the top of the Hadoop Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Hadoop Common 
Logging

Provide the logging support to the Apache Hive. Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Junit API JUnit has been important in the development of test-driven 
development, and is one of a family of unit testing frameworks

Eclipse Public License 1.0
http://www.eclipse.org/legal/epl-v10.html

REST ASSURED Provide the REST based end points testing. Eclipse Public License  - v 1.0
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/Task :1 Open Source Libraries – Features 9

☺ For the Eclipse / Apache Public License there is no restriction to use the Junit. But the restriction applies while using it commercial purposes.

Comparison Apache v
2.0

Eclipse 
Public 

License

Distribute: Must distribute licence with binary or source √ ☺ √ ☺

Modify: There has to be A notification to changed files √ ☺ √ ☺

Source Code: Any change must distributed in source form √ ☺ √ ☺

Sublicense: All derivate work must be under the same license √ ☺ √ ☺

Private use: Must show license when run from command line √ ☺ √ ☺

Open Source: Non derivate works can have different license √ ☺ √ ☺

Any Country: May exclude countries where there is A contradiction with patent in 
that country

√ ☺ √ ☺

/Task :1 Open Source - Library Function

• Library Function Identification
• Packages Categorization

• mm.DCL.ADR.Controller
• Code to accept the request from the REST

• mm.DCL.ADR.Model
• Create a pattern with respect to the tables

• mm.DCL.ADR.Database
• Connect to the Apache Hive

10

Identification of Library Functions
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/Task :2 Code Review- Active Data Reader (ADR) 11

• Class Diagram
• Packages Categorization

• mm.DCL.ADR.Controller
• Code to accept the request 

from the REST
• mm.DCL.ADR.Model

• Create a pattern with respect to 
the tables

• mm.DCL.ADR.Database
• Connect to the Apache Hive

• Some modification in Code 
pattern needed.

• Spring (Model – View –
Controller)

/Task :3 Open Source - Code Refactoring 12

Active Data Reader

REST Service

Analytics and Visualization

D
at

a 
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t 
&
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ra
ge

D
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a 
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&
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Code Refactoring

1. Implementation of Spring 
Model View Controller 
(MVC)

2. Code Comments

3. Rest Services Testing
Query 
Loader

Data 
Exporter 

Data 
Format

Request

Receive
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/Task :3 Active Data Reader - Architecture 13

Query Loader

Request Handler

Map Reduce 
Queries

Data exporter

Hive Queries

Storage Connector

Result Set

Data Format 

Destination 
Format 

Big Data Storage 

Raw and Sensory 
data

An
al

yt
ic

s 
an

d 
Vi

su
al

iz
at

io
n

ADRController.java

HiveConnector.java

BigDataConnector
(Function)

ADRDataModel.java

Json Format 
(Function)

Send User ID

Send the requested data Send Json Format

Component: Active data Reader

Use Hive 
Interface

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

/Task :3 Refactored Model 14

Package mm.DCL.ADR.Model

Class Summary

Class Description

DataModel This class will handles the request from the rest services

CreateTables This class will create a tables and stored raw sensory data. 

Create a pattern with respect to the Hive. 

Example Code

public DataModel(String data_id, String data_name, ArrayList<Object> data_attributes,
LinkedHashMap<String, String> data_values

String line = "incoming userid = " + userid;

System.out.println(line);

return new SCLDataModel(data_id, data_name, data_attributes, 
data_array);

/**
* Get the userid and return the data from Hive Table 
*/
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/Task :3 Refactored Model 15

Package mm.DCL.ADR.Model

Class Summary

Class Description

DataModel This class will handles the request from the rest services

CreateTables This class will create a tables and stored raw sensory data. 

Create a pattern with respect to the Hive. 

Example Code

public DataModel(String data_id, String data_name, ArrayList<Object> data_attributes,
LinkedHashMap<String, String> data_values

String line = "incoming userid = " + userid;

System.out.println(line);

return new SCLDataModel(data_id, data_name, data_attributes, 
data_array);

/**
* Get the userid and return the data from Hive Table 
*/

/Task :3 Refactored Controller 16

Package mm.DCL.ADR.Controller

Class Summary

Class Description

ADRController This class will handles the request from the rest services

Hive Connector This class will connect to the Hive to query 

Handles the request coming from the REST Services

Example Code

/**
* Handles requests for data Visualization.
*/
@Controller

public class ADRController {

private static final Logger logger = LoggerFactory.getLogger(HomeController.class);
private static String driverName = "org.apache.hive.jdbc.HiveDriver";
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/Task :3 Refactored Controller 17

Package mm.DCL.ADR.Controller

Class Summary

Class Description

ADRController This class will handles the request from the rest services

Hive Connector This class will connect to the Hive to query 

Handles the request coming from the REST Services

Example Code

/**
* Handles requests for data Visualization.
*/
@Controller

public class ADRController {

private static final Logger logger = LoggerFactory.getLogger(HomeController.class);
private static String driverName = "org.apache.hive.jdbc.HiveDriver";

/Task :4 Unit Testing – Active Data Reader 

• Unit Test 
• Assured REST API Communication

• Unit Test Goal: 
• The aim of the test is to check the REST 

communication between the Supporting Layer 
(SL) and Active Data Reader (ADR). 

• Example of the Unit Test Code: 

• Result: Test Pass

18

Open Source Test Suite

Getting and parsing a response body:
// Example with JsonPath String json =
get("/ActiveDataReader").asString() List<String> UserIds =
from(json).get(“getuserId"); // Example with XmlPath String xml =
post("/Analytics").andReturn().body().asString() Node category =
from(json).get(“getAllUserID[0]");

https://github.com/rest-assured/rest-assured

Active Data Reader

Mapreduce Queries

Hive Queries

Data Exporter

Data Format

Unit Test
Input

Output

Successful / Unsuccessful
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/Task :5 API Design 19

1. Api Address: http://localhost:8080/analytics/

2. Use HTTP Rest Client to send the Request towards Active Data Reader (ADR)

3. Successfully send the json response

/Task :6 Integration Testing 20

Upon completion of unit testing,
the units or modules are
integrated which gives raise to
integration testing. The purpose of
this, is to verify the functional,
performance, and reliability
between the modules that are
integrated.

Successful

Successful
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/Task :7 Active Data Reader - Build Creation 21

A Build Lifecycle is Made Up of Phases
• Component: Active Data Reader 

• Environment: Maven & Jax-Rs

Build Creation: https://maven.apache.org/
Resources

Rest API: https://jax-rs-spec.java.net/
Version: https://subversion.apache.org/

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

/Task :7 Active Data Reader - Build Creation 22

A Build Lifecycle is Made Up of Phases
• Component: Active Data Reader 

• Environment: Maven & Jax-Rs

Build Creation: https://maven.apache.org/
Resources

Rest API: https://jax-rs-spec.java.net/
Version: https://subversion.apache.org/

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

Successful
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/Task :8 API Documentation 23

The Java Platform API Specification is
defined by the documentation
comments in the source code and any
documents marked as specifications
reachable from those comments.

Javadoc Available at: https://ubiquitous-computing-lab.github.io/Mining-Minds/doc/dcl-doc/ative-data-reader/doc/index.html

/Task :9 Demo Harness 24

Demo Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

The installation and usage information
available as demo harness on GitHub.

Demo Harness
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/Task :10 Open Source Release 25

The source code is released under the
following License:
• The Apache License, Version 2.0 (the

"License")
• The copy of License may be obtained

at
http://www.apache.org/licenses/LIC
ENSE-2.0

Source Code Folder 
Available at GitHub

/Code Refactoring - Summary

• Code Refactoring Summary
• Packages Categorization

• Code style: Follows Google Code Style 
https://google.github.io/styleguide/javaguide.html

• Modified the methods and the classes
• Design Pattern: Model View Controller (MVC)

• Maven for Dependencies

26

Active Data Reader API:
Java API for RESTful Web Services (JAX-RS)
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/Active Data Reader Implementation - Summary 27

Active Data Reader

REST Service

Analytics and Visualization
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Provide Data for Visualization

1. Built for REST Services 
(request handle).

2. Support for Visualization and 
Analytics

3. Highly scalable and 
interactive Query 

Loader
Data 

Exporter 
Data 

Format

Request

Receive

/Active Data Reader – Version Control. 28

Master
Codebase residing in the master branch is 
considered to be production-ready.

Develop
Codebase residing in the develop branch is used 
in your team's day to day development.

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader
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/MMv3.0 Active Data Reader – Summary 29

• Output
ü User Location from the Big data 

(Give the SL on label counts after 
searching the records the Big Storage)
ü Using REST SERVICES 

• Input
ü User ID to calculate the Location

• Implementation Module
ü Active Data Reader

Active Data Reader

Mapreduce Queries

Hive Queries

Data Exporter

Data Format

SL send userid
Input

Output

Location Count from Big Data Storage  
and Send the output To SL

Big Data 
Storage

Processing

Mining Minds

Open Source V3.0

Life-log 
Monitoring
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/Agenda 31

• Conceptual View
• Architecture
• Open Source

• Library Function
• Class Diagram
• Refactoring

• Code Refactoring
• Inline Query Conversion
• Log Maintenance

• Refactoring Impact
• Unit Testing

/

Intermediate

database

Life-log Monitoring – Conceptual View 32

Life-log Monitor

Configuration: Monitoring Events & Constraints

Notify:
Alarming User
Situation

Life-log

1

2

6

5

Monitoring Events 
& Constraints

Filtered Events:
Satisfied User
Events 

Data 
Acquisition & 

Synchronization

Life-log 
Representation 

& Mapping

Offline Process

Online Process

Configuration Data

1

2

3

4

Low Level 
Data

High Level 
Context

User, 
Event
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/

Data Curation Layer

33

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation 
Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Life-log Monitor –Architecture

Event Classifier

Life-log Data 

JSON : Monitoring Events ,
Constraint Conditions 

Constraint 
Conditions 

Monitoring
Events 

Constraint Conditions 

UserID,
Age,
Gender

Constraint 
Conditions 

Monitoring
Events 

UserID,
Activity,
Duration

Monitoring Event,
Conditions

JSON : UserID, Event , Conditions 

/

Data Curation Layer

34

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Offline Process: Register Monitoring Condition 

Event Classifier

Life-log Data 

@Post: Input

2
3

5a

4a

5b

4b

1

JSON : Monitoring Events ,
Constraint Conditions 

Monitoring Events
Constraint 
Conditions 

Constraint Conditions 

Monitoring Events

• Monitoring conditions are provided through
I–Kat tool in KCL and shared with DCL in
JSON format.

• JSON is parsed into constitute units.
• Parsed units are classified into monitoring

events and stored in configuration Data

1
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/

Data Curation Layer

35

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Offline Process: Register Monitoring Condition 

Event Classifier

Life-log Data 

@Post: Input

2
3

5a

4a

5b

4b

1

JSON : Monitoring Events ,
Constraint Conditions 

Monitoring Events
Constraint 
Conditions 

Constraint Conditions 

Monitoring Events

• Classified constraint conditions are provided
to store into configuration data .

• Constraint Conditions are converted into
Key-value pair format and stored in
configuration data.

2

/

Data Curation Layer

36

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints Configurator

Situation Event Manager

User Situation Verifier

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

Online Process: Situation Monitoring

Service Curation 
Layer 

Service 
Orchestrator

@Post: Output

{
"EventsAlert":

[
{

"User_ID":100,
"Activity":"Sitting",
“Duration“:60

}
]

}

@Post: Output

RESTful Web Services

Data 
Acquisition &

Synchronization

Data 
Representation 

& 
Mapping

Information Curation 
Layer 

Data Router

1

2

3

4

5
6 7

10

11

12 13

9
8

Recognized Activity,
UserID, 
TimeStamp

Constraint Conditions

Monitoring Event 

Constraint Conditions
Monitoring Event 

UserID

UserID, Activity ID, Duration

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

• Data Representation and Mapping update recognized activity in lifelog.
• Database update trigger activate Active Log Manager to get verified the activity and

condition for monitoring.

3
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/

Data Curation Layer

37

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints Configurator

Situation Event Manager

User Situation Verifier

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

Online Process: Situation Monitoring

Service Curation 
Layer 

Service 
Orchestrator

@Post: Output

{
"EventsAlert":

[
{

"User_ID":100,
"Activity":"Sitting",
“Duration“:60

}
]

}

@Post: Output

RESTful Web Services

Data 
Acquisition &

Synchronization

Data 
Representation 

& 
Mapping

Information Curation 
Layer 

Data Router

1

2

3

4

5
6 7

10

11

12 13

9
8

Recognized Activity,
UserID, 
TimeStamp

Constraint Conditions

Monitoring Event 

Constraint Conditions
Monitoring Event 

UserID

UserID, Activity ID, Duration

Step-1 | Step-2 | Step-3 | Step-4 | Step-5 

• Active Log Manager update the monitoring situation after getting verified of constraints
and monitoring events.

• Monitoring event and constraint conditions are verified against a user id to keep the
context.

4

/

Data Curation Layer

38

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints Configurator

Situation Event Manager

User Situation Verifier

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

Online Process: Situation Monitoring

Service Curation 
Layer 

Service 
Orchestrator

@Post: Output

{
"EventsAlert":

[
{

"User_ID":100,
"Activity":"Sitting",
“Duration“:60

}
]

}

@Post: Output

RESTful Web Services

Data 
Acquisition &

Synchronization

Data 
Representation 

& 
Mapping

Information Curation 
Layer 

Data Router

1

2

3

4

5
6 7

10

11

12 13

9
8

Recognized Activity,
UserID, 
TimeStamp

Constraint Conditions

Monitoring Event 

Constraint Conditions
Monitoring Event 

UserID

UserID, Activity ID, Duration

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

• Alarming situation Evaluator continuously monitor the ActiveLog to find out the user’s
activities to filter out abnormal one.

• Alarming Situation Notifier build the JSON and send it to service curation layer to notify
about user and abnormal situation.

5
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/Open Source Task 1- Library Function 39

RESTful-API

MM V3.0_DCL_OpenSource_V0.2_20160815_Bilal

Identification of Library Functions

/Code Review- Lifelog Monitoring 40

Packages: 04

Classes: 19

236



21

/

• Code Issues
• Vertical Expansion of code
• Inline query

• Change in data query required change in code
• Absence of design Pattern

• Code Management and alteration
• Absence of Log Management
• Absence of proper comments

41Open Source Task 6- Code Review

MM V3.0_DCL_OpenSource_V0.2_20160905_Bilal

/

• Code Refactoring
• Implementation of Design Pattern
• Inline query conversion to Database Procedure
• Code comments
• Log Maintenance
• Evaluation

42Open Source Task 8- Code Refactoring

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal
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/Life-log Monitor –Architecture 43

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation 
Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

org.uclab.dcl.llm.objectmodel.SituationConditions

org.uclab.dcl.llm.objectmodel.SituationEvents

org.uclab.dcl.llm.objectmodel.SituationNotification

org.uclab.dcl.llm.Monitoring.MonitoringContext

org.uclab.dcl.llm.Monitoring.LifeLogMonitoring

org.uclab.dcl.llm.dataaccess.SituationEventDAOImp

org.uclab.dcl.llm.communication.ServiceCommunicator

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal

/ 44

Packages: 05

Classes: 25

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal

Refactored Class Diagram

238



23

/Refactored Class Diagram 45

Database Linkage

Data Model

Monitoring 
& Evaluation

Communication
& Access

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal

/Singleton Pattern – Database Access 46

Singleton pattern concise for a single instance to
access the database. Avoid the burden of making
multiple connection with database and handling them
properly for efficient use.
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/Strategy Pattern – Monitoring & Evaluation 47

Strategy pattern gives flexibility to change monitoring
algorithm at run time. The behavior pattern to
represent various monitoring strategies that changes
the executing algorithm of the context object.

Unfactored Code

Factored Code

/Bridge Pattern – Monitoring Notification 48

Bridge pattern gives flexibility to change
communication way of notification according to the
requirements. It decouples the abstraction of
communication from its real technique
implementation so that the both can vary
independently.

Unfactored Code

Factored Code
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/Object Model 49

/Code Refactoring- Inline Query to Stored Procedure 

• Conversion of Inline queries to stored procedures

50

Inline query in java code

Procedure call in java code

Unfactored Code

Factored Code

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal
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/Code Refactoring- Maintaining Log

• Apache Log4j for Errors and Debugging
• Convenient and flexible logging mechanism as well as fast performance.

51

Unfactored Code Factored Code

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal

/Impact of Code Refactoring 52

1 3 5 7 10
FactoredCode 7 15.4 19.8 32.8 40.4
UnfactoredCode 10.8 31.6 46.4 56 81

7

15.4
19.8

32.8
40.4

10.8

31.6

46.4

56

81

0

10

20

30

40

50

60

70

80

90

TI
M

E 
(M

S)

NUMBER OF USERS

Process Time Comparison

FactoredCode UnfactoredCode

• Multiple Time Execute: 500 times
• No. of users group : 5
• Draw Average processing time
• Comparison : Factored vs Unfactored
• Average Improvement: 48.89%

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal
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/

MM V3.0_DCL_OpenSource_V0.2_20161022_Bilal

53MMv2.5 Lifelog Monitoring

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation 
Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

• Output
ü Physical Activity Monitoring
ü Nutrition Monitoring
ü Combination of Physical and Nutrition 

Monitoring 
ü Sedentary behavior  +  Nutrition 

• Input
ü Recognized Activities
ü Recognized Food 

• Implementation Module
ü Monitoring Situation parsing 
ü Alarming Situation Evaluator
ü Alarming Situation Notifier

/Open Source-Current Tasks: Unit Testing

• Unit Testing
• JUnit
• Testing for 

• Public Functions
• Data Range Values {Test Classes}

• Exceptions

54
MM V3.0_DCL_OpenSource_V0.2_20161104_Bilal
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/ 55

Junit Test ReportJunit Test Class Junit Output

Connection for Data Manipulation

MM V3.0_DCL_OpenSource_V0.2_20161104_Bilal

Database Connection:
• Test is performed for the connection development
• To assure that existed connection should be used

/Data Retrieval & Persistence 56

Junit Test ReportJunit Test Class Junit Output

MM V3.0_DCL_OpenSource_V0.2_20161104_Bilal

Database Retrieval & Persistence :
• Test is performed to validate the data retrieved from

service
• Test is performed to persist the data into data base.
• Test is performed to validate the exception handling for

invalid data.
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/Physical Activities Monitoring 57

Junit Test ReportJunit Test Class Junit Output

MM V3.0_DCL_OpenSource_V0.2_20161104_Bilal

Physical Activity Monitoring: 
• Test is performed to identify the valid condition

based on duration.
• Test is performed with multiple users with

multiple situation.
• Test is performed to validate the exception

handling for service availability and data
connection.

/Nutrition Monitoring 58

Junit Test ReportJunit Test Class Junit Output

MM V3.0_DCL_OpenSource_V0.2_20161104_Bilal

Nutrition Monitoring: 
• Test is performed to generate intimation on

valid value of Fats consumption from different
foods/ duration.

• Test is performed to validate the exception
handling.
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Mining Minds
Lifelog Mapping 
and Representation

(LLMR)
Data Curation Layer MMV-3.0

/Agenda 60

• Open Source Roadmap
• Library Function
• Class Diagram
• Refactoring

• Code Refactoring
• Inline Query Conversion
• Refactoring Impact

• Unit Testing
• Integration Testing
• API Design
• Build Creation
• API Documentation
• Demo Harness
• Open Source Release
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/ 61Open Source Release Process - Roadmap

Library
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build
Creation

API DocumentationDemo Harness

Open Source
ReleaseE

1 2 3 4

5

789

10

Integration
Testing

6

/LLMR- Conceptual View

• Representation of Lifelog: Daily Activities, Goals, Recommendations and 
feedback have Continuous Semantics.

62

Heterogeneous 
Data

Stream Data Processing

Activities

Goals

TDB RDB

Total 9 representation models in 
literature
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/LLMR - Architecture 63

Lifelog 
Database

Schema Class 
Mapper

Instances
Mapper

Mapper

Storage Verifier
Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation
Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Mapping and Representation

Retrieval Handler

Persistence Handler

Information I/O Handler
Retrieval Handler

Persistence Handler

Data I/O Handler
Retrieval Handler

Persistence Handler

Persistence
Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

Data Curation Services

1

1

1

Supporting 
Layer

1

User Profile
Preferences

Low level Context
High level context

User profile, High
Level context, 
Recommendations

User activity trends
Context trends
Feedback

2

2

2

2

Selected schema
Data Instances

Selected schema
Data Instances

Selected schema
Data Instances

Mapped schema and instances3

4
Verified schema 

and instances

5
Desired data 

instance Tables

6

Retrieved data in 
requested 

format

/ 64

Life-log Mapping and Representation

DCL Services ICL Services SL Services

q Packages = 3
q Number of classes = 17
q Public Functions = 22
q Private Function = 44 

SCL Services

q Packages = 3
q Number of classes = 25
q Public Functions = 28
q Private Functions = 56 

q Packages = 3
q Number of classes = 29
q Public Functions = 43
q Private Functions = 86 

q Packages = 3
q Number of classes = 15
q Public Functions = 16 
q Private Functions = 32

q Total Packages = 12
q Total classes = 86
q Public Functions = 109
q Private Functions = 218 

LLMR: Function Identification

Task-1 : Library Functions
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/ 65

Identification of Public Functions

DCL Services:
22 Functions

ICL Services:
28 Functions

Task-1 : Library Functions

/ 66

SCL Services:
43 Functions

Identification of Public Functions

SL Services:
16 Functions

Task-1 : Library Functions
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/ 67

Lifelog 
Database

Schema Class 
Mapper

Instances
Mapper

Mapper

Storage Verifier
Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation
Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler
Retrieval Handler

Persistence Handler

Data I/O Handler
Retrieval Handler

Persistence Handler

Persistence
Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

Data Curation Services

1

1

1

Supporting 
Layer

1

2

2

2

2

3

4

5

6

org.uclab.mm.rs.servicecuration

org.uclab.mm.datamodel.sc
org.uclab.mm.datamodel.sc.dataadapter

org.uclab.mm.rs.informationcuration

org.uclab.mm.datamodel.ic
org.uclab.mm.datamodel.ic.dataadapter

org.uclab.mm.datamodel.dc
org.uclab.mm.datamodel.dc.dataadapterorg.uclab.mm.rs.datacuration

org.uclab.mm.rs.supportinglayer
org.uclab.mm.datamodel.dc

org.uclab.mm.datamodel.dc.dataadapter

Task-1 : Library Functions

/ 68

Façade Design Pattern Bridge Design Pattern

• Provides a unified interface to multiple 
inner interfaces

• Software Library easy to use, 
understand and test

• Library become more readable
• Reduce the dependencies of outer code 

on inner library classes
• Encapsulate the inner objects and 

methods of library
• Wrap a complicated sub systems with 

unified interface

• Scalability for data storage
• Decouple the abstraction from its 

implementations
• Divide the responsibilities among 

different classes
• Hide details from client

Task-2 : Code Review

LLMR: Design Pattern
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/ 69

Data Access Object Design Pattern Wrapper Design Pattern

• Separates low level data accessing API 
or operations from high level business 
services

• The goal is to abstract and encapsulate 
all access to the data and provide an 
interface.

• The DAO is usually able to create an 
instance of a data object ("to read 
data") and also to persist data ("to save 
data") to the data source

• A wrapper converts the interface of a 
class into another interface clients 
expect

• Wrappers let classes work together that 
couldn't otherwise because of 
incompatible interfaces

• Provides multiple objects of multiple 
classes in a single glance

Task-2 : Code Review

LLMR: Design Pattern

/ 70

Data Curation Façade
§ Users
§ Users’ schedules
§ Users’ physiological Factors
§ Users’ Address
§ Users’ Disabilities
§ Users’ Facilities
§ Users’ Risk Factors

Model Coverage

Task-2 : Code Review

LLMR: DCL façade
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/ 71

Data Curation Façade Data Access Object 
Design Pattern

Bridge Design Pattern

Task-2 : Code Review

LLMR: DCL Representation

/ 72

Information Curation Façade
§ Device
§ User Device
§ User Recognized Activity
§ User Detected Location
§ User Preferred Location
§ User Recognized Activity
§ User Recognized Emotion
§ User Recognized HLC
§ Food Log
§ User GPS Data
§ User Accelerometer Data

Model Coverage

Task-2 : Code Review

LLMR: ICL façade
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/ 73

Data Access Object 
Design Pattern

Wrapper Design Pattern

Bridge Design Pattern

Task-2 : Code Review

LLMR: ICL Representation

/ 74

Service Curation Façade

§ Users’ Achievement
§ Activity Plan
§ Recommendations
§ Facts
§ Recommendation Exception
§ Recommendation Explanation
§ Users’ goal
§ Users’ Preferred Activities
§ Users’ Rewards

Model Coverage

Task-2 : Code Review

LLMR: SCL façade
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/ 75

Data Access Object 
Design Pattern

Bridge Design Pattern

Task-2 : Code Review

LLMR: SCL Representation

/ 76

§ Activity Feedback
§ Expert Review
§ Facts Feedback
§ Recommendation Feedback
§ Accelerometer Data 

Visualization
§ GPS Data Visualization
§ Users’ Active Session

Model Coverage
Supporting Façade

Task-2 : Code Review

LLMR: SL façade
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/ 77

Data Access Object 
Design Pattern

Bridge Design Pattern

Task-2 : Code Review

LLMR: SL Representation

/ 78

I want to Save Risk Factors to Database I want to Retrieve Recognized HLC from Database

What to operate?  Ans. Risk Factor
Where to/from operate?   Ans. To Database
What is operation?   Ans. Save

What to operate?  Ans. Recognized HLC
Where to/from operate?   Ans. From Database
What is operation?   Ans. Retrieve

Task-2 : Code Review
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/ 79Task-2 : Code Review

/ 80

Component 
API

Function 
Identification API Design Code 

Refactoring

• Refactoring, as originally defined by Martin Fowler and Kent Beck

“A change made to the internal structure of software to make it easier to understand and 
cheaper to modify without changing its observable behavior… It is a disciplined way to clean 
up code that minimizes the chances of introducing bugs”

https://www.javacodegeeks.com/2012/04/what-refactoring-is-and-what-it-isnt.html

Is not immune to introducing errors
(Chance of Errors) Tedious and time consuming

Code 
Refactoring

An emerging software development activity

Task-3 : Code Refactoring
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/ 81

Who needs refactoring?

Passage of time

Number of Errors
(Bugs creep in)

Software Production Life Cycle

M
at

ur
ity

 Le
ve

l

To avoid

Task-3 : Code Refactoring

/ 82
DCL: Code Refactoring

Refactoring Examples
q Rename: Changing name of misleading

and confusing method, variable, class, or 
any other item

q Scalable and flexible Design Pattern: 
Using a design pattern for scalability and 
flexibility.

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

q Rename: Changing name of misleading
and confusing method, variable, class, or 
any other item

q Scalable and flexible Design Pattern: 
Using a design pattern for scalability and 
flexibility.

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

Already Implemented 
maximum good practices of 

Software Engineering

Identified Problems

90% Implemented

(100% Implemented)

Logging Exception

1

Code comments for 
understandability

2

Task-3 : Code Refactoring
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/ 83

Logging Exception

1

Detect a problem

Characterize the problem

Design a solution

Modify the code

Is there a problem? Yes.
What is the problem? Exceptions are handled but not logged.

What are the benefits? It will provide exception details in a 
logged file when it occurs.
Are there any risk? Yes code crash risk is high.

What should be the “goal state” of the code? Log all types of 
exceptions in a log file.
Which code transformation(s) will move the code towards the 
desired state? Update the code of exception handling.

Steps that will carry out the code transformation(s) that leave 
the code functioning the same way as it did before? Put the 
logger code in try-catch, it will not disturb the external behavior.

DCL: Code Refactoring

Life-log Mapping and Representation: Open Source Progress

/ 84

Logging Exception

1

DCL: Code Refactoring

Task-3 : Code Refactoring
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/ 85

Detect a problem

Characterize the problem

Design a solution

Modify the code

Is there a problem? Yes.
What is the problem? Some functional comments are needed on 
each function.

What are the benefits? Enhance understandability of the code.
Are there any risk? No, there is no risk.

What should be the “goal state” of the code? To easily 
understand the code by other developers.
Which code transformation(s) will move the code towards the 
desired state? All functions of each class need comments.

Steps that will carry out the code transformation(s) that leave 
the code functioning the same way as it did before? We will put 
the functional comments on each function and it will not disturb 
the behavior of the functions.

DCL: Code Refactoring

Code comments for 
understandability

2

Life-log Mapping and Representation: Open Source Progress

/ 86

Code comments for 
understandability

2

DCL: Code Refactoring

Task-3 : Code Refactoring
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/ 87

Using Fiddler Using JUnit Testing
q Web debugging
q Web session manipulation
q Performance Testing
q HTTP/HTTPS Traffic Recording
q Security Testing

q significantly faster than human resources
q Less investment in human resources
q Precise and reliable
q Programmable

Tested all functions by fiddler during development Will test all functions by JUnit Testing for 
precision and reliability  

Junit Testing

Task-4 : Unit Testing

/ 88
Junit Testing

Task-4 : Unit Testing

Service 
Curation

Information 
Curation

Data Curation

Supporting 
Layer

260
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/ 89
Junit Testing for Physiological Factor 

Task-4 : Unit Testing

/ 90
Junit Testing Recognized Activity Adapter

Task-4 : Unit Testing
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/ 91
Junit Testing for Recommendation Adapter

Task-4 : Unit Testing

/ 92
Junit Testing for Expert Review Adapter

Task-4 : Unit Testing
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/ 93

Service 
Curation

Information 
Curation

Data Curation

Supporting 
Layer

RESTful-APIs

End Points

Task-5 : API Design

/ 94

Service 
Curation

Information 
Curation

Data Curation

Supporting 
Layer

Data Model
Packages

Data Adapter 
Packages

Task-5 : API Design
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/ 95Task-6 : Integration Test

Integration testing Using Fiddler

Input URL

Input Parameters

Output Json

/ 96Task-7 : Build Creation

• Maven lets us get our package
dependencies easily

• Maven forces us to have a
standard directory structure

Maven install and start

Build creation through Maven
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/ 97Task-8 : API Documentation

The Java Platform API Specification is
defined by the documentation
comments in the source code and any
documents marked as specifications
reachable from those comments.

/Task :9 Demo Harness 98

Demo Harness

The installation and usage information
available as demo harness on GitHub.
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/Task :10 Open Source Release 99

The source code is released under the
following License:
• The Apache License, Version 2.0 (the

"License")
• The copy of License may be obtained

at
http://www.apache.org/licenses/LIC
ENSE-2.0

Mining Minds Data Synchronization
Open source
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/Agenda

• Sync component
• Sync architecture
• Open Source release process – roadmap
• Task 1 - Library function
• Task 2 – Code review
• Task 3 – Code refactoring
• Task 4 – Unit testing
• Task 5 – API design pattern
• Task 6+7 – Integration testing + Build creation
• Task 8 – API Documentation
• Task 9 – Demo Harness
• Task 10 – Open Source release

10
1

/Synchronization component 10
2
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/
10
3

Data Curation Layer

Data Acquisition and Communication

Data Acquisition 
Service

socket.io
DCL Server

DCL Video 
Acquisition 

Server

RAW Data Buffer

Sensory Data 
Buffer

Video Data 
Buffer

ICL 
Data Buffer

Data Buffer 
Synchronizer DCL to ICL Communication

ICL Client: Write Thread

DCL Server: 
Read Thread

RAW Data to Big Data Communication

Big Data Client

Data Buffer 
Purge Routines

Context Writer

Message Write Thread 

Information Curation Layer

Life-log 
Representation 
and Mapping

Big Data Storage

HDFS
HDFS HDFS

Life-log Data

1

1

2

2

3

3

4

5

6

6

1

1

MessageWrite Thread

1

2

3

raw sensory 
data,

environment 
variables

3D Video 
data

raw sensory 
data,

environment 
variables

3D Video 
data

raw sensory 
data,

environment 
variables

raw sensory 
data,

environment 
variables,
3D video

3D Video 
data

raw sensory 
data,

environment 
variables,
3D video

raw sensory data,
environment variables,

3D video

raw sensory data,
environment variables,

3D video

context

context

context

<< purge command >>

Asynchronous Non-Blocking communication

• This is data synchronization component in DCL 3.0

Synchronization architecture

/
10
4

Open Source Release Process - Roadmap

Library
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build
Creation

API DocumentationDemo Harness

Open Source
ReleaseE

1 2 3 4

5

789

10

Integration
Testing

6
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/

• Identification of Library Functions: how to write API 
for the synchronization?

• Thinking: what users do?
• Add/remove sensors.
• Change the content of data sent.
• Change the destination of data sent.
• Change the deadline for waiting.
• Some common functions

• Thinking: what user don’t?
• The working mechanism of the source code

10
5

Task: 1 - Open Source - Library function

/Task: 2 - Code Review

• Code Issues
• Vertical Expansion of code.
• Standardize the code according to well-known convention.

• Change in data query required change in code.
• Absence of design pattern.

• Code Management and alteration .
• Absence of exception handling.
• Absence of proper comments.

10
6
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/Task: 3 - Code refactoring 10
7

• Code refactoring progress: 100%.
• Code style: follow Google JS code style (https://google.github.io/styleguide/javascriptguide.xml).
• Code convention: follow JS code convention (http://javascript.crockford.com/code.html).
• Decoupling the configuration and the running code.

/Task: 4 - Unit Test 10
8

• Scenario
• 4 sensors sending data to Synchronization 

Server
• Initial sending period: randomly inside 

a window size.
• Window size: 3 seconds.
• Data size: randomly.
• File attached: yes, 1KB.

• Procedure
• Synchronization Server syncs data 

before sending to 2 different receiving 
servers.

• Receiving server
• Implemented in nodeJS.
• Receive synced json data, then parse it.

• Purspose: check that whether the 
synchronization works properly after 
refractoring or not.
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/Task 5 - API design pattern 10
9

• Module design pattern
• Divide source code into three modules

• Sync core: responsible of doing mandatory part of synchronization.
• Configuration: keeping all configuration records.
• API: let user adjust sync mechanism.

• Purpose
• Make the source code easier to maintain.
• Increase the transparency.
• Enable plug ‘n’ play feature.

• Singleton design pattern
• Make Nodejs server unique based on process id.
• Increase the stability by preventing the server conflict.

• Progress: 100%

/Task 6+7: Integration testing + Build creation

• DAS component is successfully integrated with DCL 2.5 layer.
• The integration testing and benchmarking have been done according to 

the published paper [1].
• The built creation has been uploaded into Github [2].

11
0

[1] Amin, Muhammad Bilal, Oresti Banos, Wajahat Ali Khan, Hafiz Syed Muhammad Bilal, Jinhyuk Gong, Dinh-Mao 
Bui, Soung Ho Cho et al. "On curating multimodal sensory data for health and wellness platforms." Sensors 16, no. 
7 (2016): 980.
[2] https://github.com/usmanakhtar/MiningMinds/tree/master/DCL/Data_Acquisition_and_Synchronization
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/Task 8 - API implementation 11
1

Progress
• API implementation: 100%
• Exception handling: 100%
• Module export: 100%

/Task 8 – API Documentation 11
2

API name Explanation Input Output
sensorQtyAdjust (sensorNumber, 
jsonConfig)

This function is used to 
adjust the number of sensors 
that the system has to 
handle.

int sensorNumber: number of sensors would be add to the 
synchronization process.
json jsonConfig: current configuration.

The result of sensors adjustment execution.

deadlineAdjust (dueDate, 
jsonConfig)

This function is used to 
adjust the deadline of 
synchronization window.

int dueDate: synchronization window.
json jsonConfig: current configuration.

The result of deadline adjustment execution.

destAdjust (jsonUrl, jsonConfig) This function is used to 
adjust the list of url 
destinations. The synced 
data would be sent to every 
member of this list.

json jsonUrl: list of url destinations in json format that the 
synced data would be sent to.
json jsonConfig: current configuration.

The result of destination adjustment execution.

coreSync (objLoki, mUserId, 
history, nDataSource, 
jsonConfig, badMerge, 
historyRecord, syncType)

This function is used sync 
the data.

lokijs objLoki: the reference to the buffer collection.
int mUserId: the id of the user.
lokijs history: the reference to the history collection.
int nDataSource: number of current sensors.
json jsonConfig: current configuration.
int badMerge: flag for syncing data when exceeding the 
deadline.
associated_array historyRecord: the record that is used to cover 
the missing data.
int syncType: type of sync.

The result of synchronization execution.
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/Task 8 – API Documentation (cont’d) 11
3

API name Explanation Input Output
serverPortAdjust (port, 
jsonConfig)

This function is used to 
adjust the port for starting 
the synchronization service.

int port: the port number to start the synchronization service.
json jsonConfig: current configuration.

The result of port adjustment execution.

boolean isJson (item) This function is used to 
verify a string is json or not.

string item: the item that needs to check for the json format. True/false.

boolean isURL (str) This function is used to 
verify a string is URL or not.

string str: the item that needs to check for the URL validation. True/false.

syncStart (mergeDataBody, 
jsonConfig)

This function is used to send 
the synced data to the list of 
predefined destinations 
(URLs).

associated_array mergeDataBody: synced data.
json jsonConfig: current configuration.

The result of sending synced data.

/Task 9 – Demo Harness

• Installation Guide
• Install Node JS (minimum version: 5.8.0)
• Install following packages using npm command (npm install ):

• 'express' (minimum version: 4.14)
• 'lokijs' (minimum version: 1.4.1)
• 'body-parser' (minimum version: 1.15.2)
• 'requestify' (minimum version: 0.2.3)
• 'fs' (minimum version: 0.0.1)
• 'util' (minimum version: 0.10.3)
• 'process' (minimum version: 0.11.9)
• 'jsonfile' (minimum version: 2.3.1)
• ‘request’ (minimum version: 2.76.0)
• ‘multer’ (minimum version: 1.2.0)

• Put the source files all together in the same folder.
• Start synchronization server by using this command: node sync_code.js

11
4
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/Task 9 – Demo Harness (cont’d)

• Working Test

• There are two kinds of tests for demonstration. The first one is the normal test for raw sensors data. The procedure for this
test is described as follows:

• For testing purpose, start two more sink services, namely ‘rev_server.js’ and ‘rev_server2.js’. These services are used to 
receive the synced data from synchronization services. The received data would be print out for confirmation purpose.

• Start the ‘simulation.html’ from your browser. This html file sends a number of simulated sensors data to the 
synchronization service (sync_code.js). 

• If everything goes right, you can see the synced data coming to sink services (‘rev_server.js’ and ‘rev_server2.js’).

•
• The second test is multimedia test. This test is used to check whether the synchronization services can well handle the 

image/audio/video resources or not. The procedure for this test is described as follows:

• Create ‘uploads’ folder in the same level with the file ‘sync_code.js’. This step can be skipped if the aforementioned 
folder is existed.

• Start ‘fileUpload.html’ from your browser.

• In ‘fileUpload.html’ page, choose an arbitrary image/audio/video to upload.

• If everything goes right, you can see the synced data coming to sink services (‘rev_server.js’ and ‘rev_server2.js’).

11
5

/Task :10 - Open Source Release - License 11
6

q Component and utilized open source library
• 'express' (minimum version: 4.14): for receiving requests and creating routes.
• 'lokijs' (minimum version: 1.4.1): for storing/buffering the data and maintaining the 

history records.
• 'body-parser' (minimum version: 1.15.2): for getting the parameter in each request.
• 'fs' (minimum version: 0.0.1): for dealing with file system.
• 'util' (minimum version: 0.10.3): for inspecting the structure of complex 

variables/arrays.
• 'process' (minimum version: 0.11.9): for checking the existence of process.
• 'jsonfile' (minimum version: 2.3.1): for dealing with json file.
• ‘request’ (minimum version: 2.76.0): for sending data to the destinations.
• ‘multer’ (minimum version: 1.2.0): for receiving the video/audio/image.

q Utilization of library
• All of open source libraries are kept as external source code.
• No need to update the library as long as satisfying the minimum version.
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/Task :10 Open Source Release - License 11
7

q Open source license of the library, with key features of 
the license

• MIT
• Feature: the rights to use, copy, modify, merge, publish, distribute, 

sublicense, and/or sell copies of the software.
• Affected libraries: Node JS, ‘express’, ’lokijs’, ’body-parser’, ‘util’, 

‘process’, ‘jsonfile’, ‘multer’.
• ISC

• Feature: similar to MIT, but without “Berne convention”.
• Affected library: ‘fs’.

• Apache 2.0
• Feature: in every licensed file changed, a notification must be added 

stating that changes have been made to that file.
• Affected library: ‘request’.

/

Question and issue report
please send to mao.bui@khu.ac.kr.

11
8
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Mining Minds Active Data 
Reader

Open Source MMV3.0

/Introduction – Open Source Detail (ADR) 12
0

Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

Hive

• Active Data Reader (ADR):

• For Analytics and Visualization, SL required 
real-time data read based on provided 
parameters.

• Support for Visualization and Analytics
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/Active Data Reader (ADR) – Conceptual View 12
1

Online Data Request for Data Visualization 
and Analytics
1. Data read request is generated by 

Visualization and Analytics Components 

of SL

2. Active data reader selects the particular 

query depending upon the query 

parameters

3. Selected Query is sent to Hive for execution

4. Required data is returned as a result set to 

Data exporter

5. Result-set is converted into data message 

per defined data format

Big Data Storage

Hive 

Intermediate 
DatabaseMultimodal Data Sources

Data 
Persistence

Message 
Model

Data Writer

Create

Physical Data 
Store
Hive

MetaStore

HDFS
HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 
Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 
Authoring Query Deployer

1

[life-log

data] Create

[life-log data]

Raw 
Data 

Storage 
Service

[Sensory data, env. variables]

[S
en

so
ry

 d
at

a,
 

en
v.

 v
ar

ia
bl

es
]

11

22
[Query]

DCL Service Request / Response Request / Response Send Send 

33

[Result Set]

[query]

[query]

44
[Result Set]

Supporting Layer 44

Knowledge Curation Layer 44
[Result Set]

11

11

22
22

33 44

Send Send 
Supporting Layer 44

[Result Set]

/Outline 12
2

• Open Source Roadmap
• Library Function
• Class Diagram
• Refactoring
• Unit Testing
• Integration Testing
• API Design
• Build Creation
• API Documentation
• Demo Harness
• Open Source Release
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/
12
3

Open Source Release Process - Roadmap

Library
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build
Creation

API DocumentationDemo Harness

Open Source
ReleaseE

1 2 3 4

5

789

10

Integration
Testing

6

/Task :1 Open Source - Libraries Summary 12
4

Testing Libraries Service LibrariesPlatform Libraries
Apache Hive 2.1.1 
Apache Hadoop 2.5.2

Spring MVC

Categorization of Libraries in our Component – Active Data Reader (ADR)
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/Task :1  Open Source Libraries - Detail 12
5

Library API Details License
Hive Thrift Server 
API

Provide a JDBC based Connections to connect the Hive and 
Hadoop

Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Gson API Used to convert Java Objects into their JSON representation and 
JSON to Java Objects

Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Spring MVC Used as a Library to Provider a REST based services on the top of
the Hadoop. 

Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

log4j Track the logging to the Hive Connection Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Apache Hive Provides the SQL based operations on the top of the Hadoop Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Hadoop Common 
Logging

Provide the logging support to the Apache Hive. Apache 2.0
http://www.apache.org/licenses/LICENSE-2.0.txt

Junit API JUnit has been important in the development of test-driven 
development, and is one of a family of unit testing frameworks

Eclipse Public License 1.0
http://www.eclipse.org/legal/epl-v10.html

REST ASSURED Provide the REST based end points testing. Eclipse Public License  - v 1.0

/Task :1 Open Source Libraries – Features 12
6

☺ For the Eclipse / Apache Public License there is no restriction to use the Junit. But the restriction applies while using it commercial purposes.

Comparison Apache v
2.0

Eclipse 
Public 

License

Distribute: Must distribute licence with binary or source √ ☺ √ ☺

Modify: There has to be A notification to changed files √ ☺ √ ☺

Source Code: Any change must distributed in source form √ ☺ √ ☺

Sublicense: All derivate work must be under the same license √ ☺ √ ☺

Private use: Must show license when run from command line √ ☺ √ ☺

Open Source: Non derivate works can have different license √ ☺ √ ☺

Any Country: May exclude countries where there is A contradiction with patent in 
that country

√ ☺ √ ☺
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/Task :1 Open Source - Library Function

• Library Function Identification
• Packages Categorization

• mm.DCL.ADR.Controller
• Code to accept the request from the REST

• mm.DCL.ADR.Model
• Create a pattern with respect to the tables

• mm.DCL.ADR.Database
• Connect to the Apache Hive

12
7

Identification of Library Functions

/Task :2 Code Review- Active Data Reader (ADR) 12
8

• Class Diagram
• Packages Categorization

• mm.DCL.ADR.Controller
• Code to accept the request 

from the REST
• mm.DCL.ADR.Model

• Create a pattern with respect to 
the tables

• mm.DCL.ADR.Database
• Connect to the Apache Hive

• Some modification in Code 
pattern needed.

• Spring (Model – View –
Controller)
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/Task :3 Open Source - Code Refactoring 12
9

Active Data Reader

REST Service

Analytics and Visualization

D
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Code Refactoring

1. Implementation of Spring 
Model View Controller 
(MVC)

2. Code Comments

3. Rest Services Testing
Query 
Loader

Data 
Exporter 

Data 
Format

Request

Receive

/Task :3 Active Data Reader - Architecture 13
0

Query Loader

Request Handler

Map Reduce 
Queries

Data exporter

Hive Queries

Storage Connector

Result Set

Data Format 

Destination 
Format 

Big Data Storage 

Raw and Sensory 
data

An
al

yt
ic

s 
an

d 
Vi

su
al

iz
at

io
n

ADRController.java

HiveConnector.java

BigDataConnector
(Function)

ADRDataModel.java

Json Format 
(Function)

Send User ID

Send the requested data Send Json Format

Component: Active data Reader

Use Hive 
Interface

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader
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/Task :3 Refactored Model 13
1

Package mm.DCL.ADR.Model

Class Summary

Class Description

DataModel This class will handles the request from the rest services

CreateTables This class will create a tables and stored raw sensory data. 

Create a pattern with respect to the Hive. 

Example Code

public DataModel(String data_id, String data_name, ArrayList<Object> data_attributes,
LinkedHashMap<String, String> data_values

String line = "incoming userid = " + userid;

System.out.println(line);

return new SCLDataModel(data_id, data_name, data_attributes, 
data_array);

/**
* Get the userid and return the data from Hive Table 
*/

/Task :3 Refactored Model 13
2

Package mm.DCL.ADR.Model

Class Summary

Class Description

DataModel This class will handles the request from the rest services

CreateTables This class will create a tables and stored raw sensory data. 

Create a pattern with respect to the Hive. 

Example Code

public DataModel(String data_id, String data_name, ArrayList<Object> data_attributes,
LinkedHashMap<String, String> data_values

String line = "incoming userid = " + userid;

System.out.println(line);

return new SCLDataModel(data_id, data_name, data_attributes, 
data_array);

/**
* Get the userid and return the data from Hive Table 
*/
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/Task :3 Refactored Controller 13
3

Package mm.DCL.ADR.Controller

Class Summary

Class Description

ADRController This class will handles the request from the rest services

Hive Connector This class will connect to the Hive to query 

Handles the request coming from the REST Services

Example Code

/**
* Handles requests for data Visualization.
*/
@Controller

public class ADRController {

private static final Logger logger = LoggerFactory.getLogger(HomeController.class);
private static String driverName = "org.apache.hive.jdbc.HiveDriver";

/Task :3 Refactored Controller 13
4

Package mm.DCL.ADR.Controller

Class Summary

Class Description

ADRController This class will handles the request from the rest services

Hive Connector This class will connect to the Hive to query 

Handles the request coming from the REST Services

Example Code

/**
* Handles requests for data Visualization.
*/
@Controller

public class ADRController {

private static final Logger logger = LoggerFactory.getLogger(HomeController.class);
private static String driverName = "org.apache.hive.jdbc.HiveDriver";
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/Task :4 Unit Testing – Active Data Reader 

• Unit Test 
• Assured REST API Communication

• Unit Test Goal: 
• The aim of the test is to check the REST 

communication between the Supporting Layer 
(SL) and Active Data Reader (ADR). 

• Example of the Unit Test Code: 

• Result: Test Pass

13
5

Open Source Test Suite

Getting and parsing a response body:
// Example with JsonPath String json =
get("/ActiveDataReader").asString() List<String> UserIds =
from(json).get(“getuserId"); // Example with XmlPath String xml =
post("/Analytics").andReturn().body().asString() Node category =
from(json).get(“getAllUserID[0]");

https://github.com/rest-assured/rest-assured

Active Data Reader

Mapreduce Queries

Hive Queries

Data Exporter

Data Format

Unit Test
Input

Output

Successful / Unsuccessful

/Task :5 API Design 13
6

1. Api Address: http://localhost:8080/analytics/

2. Use HTTP Rest Client to send the Request towards Active Data Reader (ADR)

3. Successfully send the json response
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/Task :6 Integration Testing 13
7

Upon completion of unit testing,
the units or modules are
integrated which gives raise to
integration testing. The purpose of
this, is to verify the functional,
performance, and reliability
between the modules that are
integrated.

Successful

Successful

/Task :7 Active Data Reader - Build Creation 13
8

A Build Lifecycle is Made Up of Phases
• Component: Active Data Reader 

• Environment: Maven & Jax-Rs

Build Creation: https://maven.apache.org/
Resources

Rest API: https://jax-rs-spec.java.net/
Version: https://subversion.apache.org/

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader
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/Task :7 Active Data Reader - Build Creation 13
9

A Build Lifecycle is Made Up of Phases
• Component: Active Data Reader 

• Environment: Maven & Jax-Rs

Build Creation: https://maven.apache.org/
Resources

Rest API: https://jax-rs-spec.java.net/
Version: https://subversion.apache.org/

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

Successful

/Task :8 API Documentation 14
0

The Java Platform API Specification is
defined by the documentation
comments in the source code and any
documents marked as specifications
reachable from those comments.

Javadoc Available at: https://ubiquitous-computing-lab.github.io/Mining-Minds/doc/dcl-doc/ative-data-reader/doc/index.html
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/Task :9 Demo Harness 14
1

Demo Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

The installation and usage information
available as demo harness on GitHub.

Demo Harness

/Task :10 Open Source Release 14
2

The source code is released under the
following License:
• The Apache License, Version 2.0 (the

"License")
• The copy of License may be obtained

at
http://www.apache.org/licenses/LIC
ENSE-2.0

Source Code Folder 
Available at GitHub
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/Code Refactoring - Summary

• Code Refactoring Summary
• Packages Categorization

• Code style: Follows Google Code Style 
https://google.github.io/styleguide/javaguide.html

• Modified the methods and the classes
• Design Pattern: Model View Controller (MVC)

• Maven for Dependencies

14
3

Active Data Reader API:
Java API for RESTful Web Services (JAX-RS)

/Active Data Reader Implementation - Summary 14
4

Active Data Reader

REST Service

Analytics and Visualization
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Provide Data for Visualization

1. Built for REST Services 
(request handle).

2. Support for Visualization and 
Analytics

3. Highly scalable and 
interactive Query 

Loader
Data 

Exporter 
Data 

Format

Request

Receive
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/Active Data Reader – Version Control. 14
5

Master
Codebase residing in the master branch is 
considered to be production-ready.

Develop
Codebase residing in the develop branch is used 
in your team's day to day development.

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

/MMv3.0 Active Data Reader – Summary 14
6

• Output
ü User Location from the Big data 

(Give the SL on label counts after 
searching the records the Big Storage)
ü Using REST SERVICES 

• Input
ü User ID to calculate the Location

• Implementation Module
ü Active Data Reader

Active Data Reader

Mapreduce Queries

Hive Queries

Data Exporter

Data Format

SL send userid
Input

Output

Location Count from Big Data Storage  
and Send the output To SL

Big Data 
Storage

Processing
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Mining Minds ICL
Open Source MMV3.0

Mining Minds LLCA Open Source

Information Curation Layer MMV-3.0
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2LLCA Libraries

LLCA libraries

- 10 libraries

List of libraries
- Javax.servlet, com.sun.jersey, org.json, Apache Commons, Hamcrest, RestAssured, Log4j, 
slf4jAPI, Weka, Xerces2

List of licences
- CDDL, GPL 2.0, BSD, EPL, Apach 2.0, MIT

3Compatibility issues against Apache 2.0

http://www.apache.org/legal/resolved.html#category-a

1. Apache 2.0 licensed project cannot use GPL 2.0
- however, GPL 2.0 licensed library in ICL_LLCA (javax.servlet, jersey)
can select also CDDL license (We need to label the inclusion of CDDL licenses though)

2. Compatible licenses – EPL, MIT, BSD
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Mining Minds

Dong Uk Kang

ICL Server &
Android Data
Collection App

Things done – Plug and play Recognizers 5

2

Iterate through
data type

No need to hardcode main code when adding a new recognizer
LLCA main flow

User35

1

DCL Data 
Router

DataTypes

Buffer

3 User36…

4

5
For each recognizer types, 
Periodically checks buffer

Recognizer 
Types

6
Recognize LLCA,
based on the method
Defined for each recognizer

Unifier LLC
Noti 
fier

DCL

HLCA

7 8

8

Note that, ‘DataTypes’ and ‘RecognizerTypes’ are in outside of the LLCA main flow
- Inherit ‘Recognizer interface’ properly, and register it on “RecognizerTypes”,
then new recognizer will begin to work on ICL, without touching the main code

Iterate through 
Recognizer type
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6Plug and play Interface With OOP principle

To add a new recognizer,

1. Inherit LLCRecognizer interface

2. Implement abstract methods, which will be 
functioning on LLCA main flow
Otherwise new recognizer can’t be instantiated

3. Implements Runnable, which will be on a thread 
of the LLCA main flow to recognize LLC

4. Register your recognizer to RecognizerType(Enum)

If finished, new recognizer will work on ICL, without 
touching the main code

Example - Activity
Recognizer (SangBeom’s)

7Recognizers Interface – Cont

And while adding a new recognizer,

User can reuse the Segmentation / Feature 
extraction / Classification classes
used by previous classifiers

Utilized Singleton pattern for the configuration 
class, since configurations do not have to be m
ade many times

FeatureExtraction part (Reusable)

Classification p
art (Reusable)
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8Code refactoring 1 – Plug & play recognizer

Utilized Polymorphism + Enum for Plug & play recognizers

As-is: Hard-coded recognition process 
Every time new recognizer introduced
-> need to modify below code

Current: Registration based, plug & play

Too add recognizer, just
1. inherit the interface,
2. implement abstract functions, and
3. register the recognizer
No need to modify below main process

9Code refactoring 2 – Exception handling

Utilized log4j, and proper exception handling

We need to stop HLC server when this error
occurs, but we can’t do it on this level
-> we pass it to “upper level”

Comments for every public functions, and for crucial private function

Using log4j, provides crucial information for
debugging

294



79

10Code refactoring 3 – Design patterns

Utilized Factory pattern for classes with polymorphism,
Singleton pattern to prevent memory wasting

Calls factory function to get instance

Singleton Pattern, to prevent the
initialization of two HLC server

11API Design

LLCA

Update 
HLC

Update
LLC

Update
Sensor
Data

Update
Kinect
Data

HLCA

uses

uses

Rest APIs required for co-operation of LLCA and HLCA

API Name Input Param return Side-effect

UpdateHLC userID, Tim
estamp, HL
C

Update 
status

LLCA
Receives 
HLC

UpdateLLC userID, Tim
estamp, HL
C

Update
status

HLCA stores 
LLC in the c
ontext DB

Update Se
nsorData

Sensor Data 
(JSON form)

Update 
status

Update Sen
sor data Of 
LLCA

Update Kin
ectData

Kinect Data 
(JSON form)

Update 
status

Insert Kinect 
Data into Da
ta buffer
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12Automated Unit testing

Utilized RestAssured and Junit for the automated testing of 4 endpoints

Junit tests all successful 
(Each function includes 
several test cases)

Used RestAssured 
to validate
rest endpoints

1. Collected
real sensory 
data

2. More than 10
00+ test cases i
n files

3. Automated Test

13Build Creation

Removed all absolute path dependency, created WAR distribution of ICL

ICL running tested
on our laptop

- Only require Java 8 and Tomcat server to run ICL in any machines, 
without any development environment
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14Introducing SVN

Based on Open source plan, tested SVN locally

When provided SVN server, will switch to that one immediately

Local SVN Repository

15Future plan for Open source - Documentation

Documentation (95%)
Documentation for Javadoc, for the open source
participants
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Mining Minds
Information Curation Layer
Inertial based Recognizer
Open Source Progress

Taeho Hur

Inertial based AR Open Source Code Progress – Task 1 17

• Library Function Identification
• Packages Categorization

• AR_DecisionFusion
• Decision fusion based on each classifier result

• AR_FeatureExtractor
• Extract features from inertial sensory data

• AR_makeARFF
• Make ARFF file for classification

• AR_Reasoning
• Classifies activity based on smartphone, smartwatch and

integrated individually
• InertialActivityRecognizer

• Activity Recognition execution code
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Architecture 18

Time series 
feature

Classification

Smartphone

ARFF Maker

Time series 
feature

Activity 
label

Walking

AR_FeatureExtractor.java AR_Reasoning.java IARRecognizer.java

Inertial sensor data 
(ACC, Gyro)

& Segment
ation (3 sec)

Smartwatch

Integrated

AR_makeARFF.java

Decision Fusion

Weighted 
Voting

Recognizer

Recognizer

AR_DecisionFusion.java

Feature 
Extraction

Inertial based AR Open Source Code Progress – Task 2 19

Feature Extractor
RecognizerDecision Fusioner

ARFF Maker

Classifier
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Inertial based AR Open Source Code Progress – Task 3 20

Inertial based AR Open Source Code Progress – Task 3 21

Example CodeInertialActivityRecognizer
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Inertial based AR Open Source Code Progress – Task 3 22

Example CodeFeatureExtractor

Inertial based AR Open Source Code Progress – Task 3 23

Example CodeARFFMaker
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Inertial based AR Open Source Code Progress – Task 3 24

Example CodeClassification

Inertial based AR Open Source Code Progress – Task 3 25

Example CodeDecisionFusion
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Inertial based AR Open Source Code Progress – Task 3 26

Delete unused codes:
Multiple feature extraction functions for testing Rename variables for intuitiveness

Inertial based AR Open Source Code Progress – Task 3 27

Comments for class, functions,
and each paragraph for better
understanding
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Inertial based AR Open Source Code Progress – Task 4, 7 28

Make API document 
under unified format

Mining Minds
Video-based Activity
Recognition (VAR)
Open Source Progress

Thien Huynh-The
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VAR - Open Source Code Progress – Task 1&2 30

VAR – Operation

• Offline training:
• Feature selection: perform in Matlab to export the 

index numbers of selective features.
• Model training: perform using Weka tool

• Online recognition (figure):
• All components are written in Java
• The output is the activity label recognized from

Kinect.

Sensory Data Router

Input Adapter

Segmentation

Feature Extraction

Classification

Output Adapter

Activity Unifier

1

2

3

4

5

6
Sweeping, user_9876, 11:05:12
Standing, user_9876, 11:05:15
Sweeping, user_9876, 11:05:18

The skeleton data is separated from the
metadata (userID, timestamp) for further 
processing

The skeleton data with default setting of 30
fps is reduced to 10 fps for boosting processi
ng speed

The skeleton data with default setting of 30
fps is reduced to 10 fps for boosting processi
ng speed

The spatial features, Euclidean distance and v
ector angle, are extracted from skeleton point
data for each frame. Then the temporal featur
es of mean and standard deviation are extract
ed in multi-frame for activity representation

The classification model, generated by Weka
tool, is used to real-time recognition and deli
ver the activity label

The metadata is attached to the recognized
activity label

1

2

3

4

5

6

VAR - Open Source Code Progress – Task 1&2

• Library Function Identification
• Packages Categorization

• mm.icl.llc.MachineLearningTools. featureextraction
Ø Provide general functions for feature extraction (used for both skeleton and inertial data)

• mm.icl.llc.MachineLearningTools.classification
Ø Provide classification classes (SVM, J48, kNN) used for AR

• mm.icl.llc.LLRecognizer
Ø Provide execution recognizers

• mm.icl.llc.LLC
Ø Output activity and LLC label

31
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VAR - Open Source Code Progress – Task 1&2 32

VAR - Open Source Code Progress – Task 1&2 33

Package mm.icl.llc.LLCRecognizer

ActivityRecognizer indicates a appropriate
recognizer module for new coming data.
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VAR - Open Source Code Progress – Task 1&2

Package mm.icl.llc.MachineLearningTools. featureextraction

34

Spatial Feature Temporal Feature

VAR - Open Source Code Progress – Task 1&2 35

Package mm.icl.llc.MachineLearningTools.classification
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VAR - Open Source Code Progress – Task 1&2 36

Package mm.icl.llc.LLC

Goal & Objective – Task 3

• Code Re-factoring – Task 3
• Task Goal

- Shaping VAR source code with defined packages and classes in Task 1 & 2
• Objective

- Modify source code of the VAR component for readable and understandable
- Optimizing source code for execution

37
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VAR - Open Source Code Progress – Task 3

Import code comments

38

VAR - Open Source Code Progress – Task 3 39

Optimize code for execution

Before After
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VAR - Open Source Code Progress – Task 4-7

Package VAR code to a Web Archive file that is to test, publish, deploy the resources.

• Offline test the API function as a Web 
application with local host

40

• API function for VAR is defined with one
input as the skeleton data

VAR - Open Source Code Progress – Task 4-7 41

[[x1,y1,z1,…,x25,y25,z25],
[x1,y1,z1,…,x25,y25,z25],

…
[x1,y1,z1,…,x25,y25,z25]]

Skeleton data of 
one body frame

Input data for 
3-second window 
recognition

The VAR code is further tested using Junit by Donguk 
on ICL server
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VAR - Open Source Code Progress – Task 4-7

API Document
• Video based Activity Recognizer

• Introduction
• Overall WorkFlow
• API Description

42

1

Sensory Data Router

Input Adapter

Segmentation

Feature Extraction

Classification

Output Adapter

Activity Unifier

2

3

4

5

6
Sw eeping, user_9876, 11:05:12
Standing, user_9876, 11:05:15 S
weeping, user_9876, 11:05:18

1      The skeleton data is separated from the m
etadata (userID, timestamp) for further pr
ocessing

2      The skeleton data with default setting of 30 f
ps is reduced to 10 fps for boosting processing
speed

3      The skeleton data with default setting of 30 f
ps is reduced to 10 fps for boosting processin
g speed

4 The spatial features, Euclidean distance and ve
ctor angle, are extracted from skeleton point d
ata for each frame. Then the temporal features
of mean and standard deviation are extracted i
n multi-frame for activity representation

5 The classification model, generated by Weka t
ool, is used to real-time recognition and delive
r the activity label

6      The metadata is attached to the recognized a
ctivity label

Mining Minds
Information Curation Layer
Audio Emotion Recognizer
Open Source Progress

Jaehun Bang
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Audio based ER Open Source Code Progress – Task1

• Library Function Identification
• Packages Categorization

• mm.icl.llc.AER.Recognizer
• Audio Emotion Recognizer execution code

• mm.icl.llc.AER.FeatureExtractions
• Feature Extraction Functions for AER

• mm.icl.llc.AER.filemanager
• Load audio file and writing arff file (weka)

• mm.icl.llc.AER.Segmentation
• Segmentation function for audio file

• mm.icl.llc.AER.Preprocessing
• Preprocessing function for audio file

• mm.icl.llc.AER.Utilities
• Utility function for processing of audio file

44

Audio based ER Open Source Code Progress – Task1 45

Preprocessing

Silent Remover

Audio Data Buffer 
Management

Feature Extraction

Filter Bank
Time Domain Features

Statistic Functions

Segmentation

Window based 
Segmentation

Classifying

Classification

Classification 
Models

Create Model

Single 
Segment

[f1, f2, …, fN]

Feature Vector
Speech 
Content

Audio stream

Emotion 
label

StatisticalFeatureExtraction.java
HAPPY

SilentRemoverPreprocessing.java

AudioBufferManagement.java

WindowBasedSegmentation.java

FilterBankPreProcessing.java

TimeDomainFeatureExtraction.java

ExtClassification.java

AudioEmotionRecognizer.java
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Audio based ER Open Source Code Progress – Task2 46

Feature Ex
tractions

File Manager

Utilities

Preprocessing

Segmentation

Recognizer

Audio based ER Open Source Code Progress – Task2

• Core component for execution of audio based emotion recognizer

47

Example Code
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Audio based ER Open Source Code Progress – Task2 48

Audio based ER Open Source Code Progress – Task2 49

FileLoader
Example Code
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Audio based ER Open Source Code Progress – Task2 50

Audio based ER Open Source Code Progress – Task2 51

WindowBasedSegmentation Example Code EventBasedSegmentation Example Code
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Audio based ER Open Source Code Progress – Task2 52

Audio based ER Open Source Code Progress – Task3

• Deletion of Duplicated Code

53

AERPreprocessing.javaFilterBankPreProcessing.java

Delete
Delete

AERFeatureExtraction.java

StatisticalFeatureExtraction.java
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Audio based ER Open Source Code Progress – Task3

• Dividing Long Methods

54

Example: AudioEmotionRecognizer.java - Recognize Method

Audio based ER Open Source Code Progress – Task3

• Comment in Code
• Describe summarized method

and detailed processing
• Show current working 

situation by console

55

Detailed pr
ocessing D
escription

Summarized methods Description
Printout current situation

Example: AudioEmotionRecognizer.java

by console screen
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Audio based ER Open Source Code Progress – Task4 56

• Minimization class for running Audio Emotion Recognizer

Diagram of API Class Structures

Audio based ER Open Source Code Progress – Task4 57

• API example code
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Mining Minds High Level Context 
Awareness (HLCA)

Open Source MMV3.0

/Agenda 20
6

• Open Source Roadmap
• Library Function
• Class Diagram
• Refactoring

• Code Refactoring
• Log Maintenance
• Refactoring Impact

• Unit Testing
• API Design
• Build Creation
• API Documentation
• Demo Harness
• Open Source Release
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/
20
7

Open Source Release Process - RoadMap

Library
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build
Creation

API DocumentationDemo Harness

Open Source
ReleaseE

1 2 3 4

5

789

10

Integration
Testing

6

shared by Dr. Bilal Amin

/HLCA Open Source Code – Task 1&2

• High Level Context Library Functions Identification – Task 1
• Task Goal

- Identification of High Level Context Functions through reviewing implemented code V2.5

• Objective
- Relating High Level, Low Level Context based classes with Mining Minds HLCA V2.5 architecture
- Categorizing packages based on functionalities of classes.

• Code Review for ICL – Task 2
• Task Goal

- Review HLCA V2.5 source code for determining Quality code.

• Objective
- Analysis all of the HLCA source code
- Finalize classes structure with HLCA architecture

20
8
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/HLCA Open Source Code – Task 1&2

• Library Function Identification
• Packages Categorization

• mm.icl.hlc.HLCBuilder
• Maps, Synchronizes, & Instantiates

• mm.icl.hlc.HLCReasoner
• Verifies and Classifies UC-HLC

• mm.icl.hlc.HLCNotifier
• Notifies recognized HLC

• mm.icl.hlc.OntologyTools
• Parent Classes, methods for PA, Nut, HLC, 

LLC & Context. 
• mm.icl.hlc.ContextOntologyManager

• Loads OntModel, Manages SPARQL
• mm.icl.hlc.HLCA

• To Execute HLCA Offline
• mm.icl.hlc.HLC

• Time Utility for proper time format

20
9

/
21
0

HLCA Open Source Code – Task 1&2
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/
21
1

HLCA Open Source Code – Task 1&2

/HLCA Open Source Code  – Task 3

• Code Re-factoring – Task 3
• Task Goal

- Refining HLCA source code with defined classes and structures with designed by Task 1 and Task 2

• Objective
- Modify source code for consistency maintenance with other codes of ICL components.
- Optimizing source code for execution for its Horizontal Growth
- Introduction of Design Patterns
- Introduction of Maintenance Logs

21
2
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/
21
3

Class Diagram before Refactoring

/
21
4

Refactored Class Diagram
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/
21
5

Refactored Class Diagram

5

4

3

1 12

11

9

10

8

7

6

1

3 4

5

6

7

8 9

10

11

2
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/
21
6

Refactored Class Diagram – Supporting Classes 

5

4

3

1 12

11

9

10

8

7

6

1

3 4

5

6

7

8 9

10

11

2
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Refactoring resulted in Increase in the number of Classes
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/
21
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Bridge Pattern – Context

Bridge Pattern Provides flexibility and decouples the abstraction of communication from its  real technique 
implementation so that the both can vary independently.

/
21
8

Bridge Pattern – Context Handler 

Bridge Pattern Provides flexibility and decouples the abstraction of communication from its  real technique 
implementation so that the both can vary independently.
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/
21
9

Bridge Pattern – Context Handler 

Bridge Pattern Un-factored Code

Factored Code

/
22
0

Bridge Pattern – Context Handler 

Bridge Pattern Un-factored Code with Static Queries

Factored Code with removal static nature of queries – User can Add more 
Queries in addition to already provided 

326



111

/
22
1

Bridge Pattern – Context Ontology

Bridge Pattern Provides flexibility and decouples the abstraction of communication from its  real technique 
implementation so that the both can vary independently.

/
22
2

Bridge Pattern – HLC Reasoner

Bridge Pattern Provides flexibility and decouples the abstraction of communication from its  real technique 
implementation so that the both can vary independently.
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/
22
3

Singleton Pattern – Context Query Generator

restricts the instantiation of a class to one object i.e.  single instance object responsible for 
creation, initialization, access, and enforcement

Singleton 
Pattern

/
22
4

Singleton Pattern – Context Handler

restricts the instantiation of a class to one object i.e.  single instance object responsible for 
creation, initialization, access, and enforcement.

Singleton 
Pattern

328
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/Code Refactoring- Maintaining Log

• Apache Log4j for Errors and Debugging
• Convenient and flexible logging mechanism as well as fast performance.

22
5

Before Refactoring

After Refactoring 
using Log4j

/HLCA Open Source Code Progress – Task 4-8

• Design API – Task 4-5
• Task Goal

- Unit Testing using Junit & Build Creation
- Designing API for the ease of Developers

• Objective
- Designing API Structures which are extendable and understandable
- Making draft of API document

• Build Creation – Task 7
• API Document– Task 8

• Task Goal
- Compose the document for API explanation

• Objective
- Making draft of API document based on Javadoc Style code comments

22
6
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/HLCA Open Source Code Progress – Task 4-7 22
7

• JAVADoc Style Code Comments
• API Documentation 

/Unit Testing – Task 4-7 22
8

• Unit Testing

• JUnit

• Testing for 
• Public Functions
• Exceptions
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/
22
9

API 
Documentation

API 
Documentation

Library Functions in APILibrary Functions in API

API Design – Task 4-7

/Task :7 Build Creation 23
0

Maven Clean and Install

Build creation through
Maven

331
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/Task :8 API Documentation 23
1

The Java Platform API Specification is defined by the
documentation comments in the source code and any documents
marked as specifications reachable from those comments.

/Task :9 Demo Harness 23
2

Installation and usage information available as demo harness:
https://github.com/ubiquitous-computing-lab/Mining-Minds/blob/master/information-curation-
layer/high-level-context-awareness/README.md.

332



117

/Task :10 Open Source Release 23
3

https://github.com/ubiquitous-computing-lab/Mining-Minds/blob/master/information-curation-layer/high-level-context-awareness

Mining Minds Thank you
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Mining Minds KCL

Knowledge Curation Layer MMV-3.0

Mining Minds
Knowledge Curation Layer
Expert-Driven Knowledge 
Acquisition

Knowledge Curation Layer MMV-3.0

334



119

/Agenda 23
7

• Open Source Roadmap
• Library Function
• Code Review
• Refactoring
• Unit Testing
• Integration Testing
• API Design
• Build Creation
• API Documentation
• Demo Harness
• Open Source Release

/
23
8

Open Source Release Process - Roadmap

Library
Functions

Code 
Review

Code 
Refactoring Unit TestingS

API Design

Build
Creation

API DocumentationDemo Harness

Open Source
ReleaseE

1 2 3 4

5

789

10

Integration
Testing

6
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/
23
9

Knowledge base

Model Loader

Expert-Driven KA – Conceptual View

Rule ValidatorRule Creator

Artifacts LoaderIntelli-sense Manager

Expert
Knowledge Transformation 

Bridge

Situation Event

/
24
0

KCL: Function Identification

Task-1 : Library Functions

Rule Base

Wellness Model

Users

Rule Conclusions Situations

1 2

3

q getAllRules()
q addRule()
q updateRule()
q getRuleByID()
q removeRule()
q validateRule()

q getAllConclusions()
q addConclusion()
q updateConclusion()
q getConclusionByID()
q removeConclusion()

Conditions

q getAllConditions()
q addCondition()
q updateCondition()
q getConditionByID()
q removeCondition()
q getConditionByFields()

q getAllSituations()
q addSituation()
q updateSituation()
q getSituationByID()
q removeSituation()

q getAllWellnessConcepts()
q getWellnessConceptsByKey()
q addWellnessConcept()
q upateWellnessConcept()
q getWellnessConceptByID()
q removeWellnessConcept()

q validateUser()
q getUserByID()
q addUser()
q updateUser()
q getAllUsers()
q removeUser()

Public Functions

Total Public Functions:  34
Total Private Functions: 68
Total number of classes: 36
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/

• Library Function Identification
• Packages Categorization

• org.uclab.mm.kcl.edkat.controller
• Controller classes to process user request and building 

appropriate model to render on views 
• org.uclab.mm.kcl.edkat.dao

• Categorized classes for data access objects interfaces 
and their implementation

• org.uclab.mm.kcl.edkat.datamodel
• Provides data model classes to use in communication 

among different components
• org.uclab.mm.kcl.edkat.service

• Categorized classes of local services as interfaces and 
their implementations.

• org.uclab.mm.kcl.edkat.datamodel.dclcommunication
• Categorized classes of communication with DCL and SCL

24
1

• Spring : provides 
Dispatcher Servlet to 
handle requests and 
responses

• Views: is responsible for 
rendering the model 
data and in general it 
generates HTML

Task-1 : Library Functions

KCL: Packages Identification

/
24
2

Servlet-context.xml

HTTP ResponseHTTP Request

1 2 4

Configuration File

http://www.tutorialspoint.com/spring/spring_web_mvc_framework.htm

Controllers

3

View Resolver Views

Java Hibernate Framework
Object Models

Rule RuleConditions Situation

SituationCondition Conclusion

Users

RuleDAO
DAO Interfaces

ConditionDAO

ConclusionDAO
SituationDAO

WellnessConceptsModelDAO

UserDAO

RuleDAOImp
DAO Implementation

ConditionDAOImp

ConclusionDAOImp
SituationDAOImp

WellnessConceptsModelDAOImp

UserDAOImp

WellnessConceptsModel

Advantages:
provides model-view-controller architecture
§ To develop flexible applications
§ To develop loosely coupled applications
§ To provide separation in

§ Input logic
§ Business logic
§ UI logic 

Task-2 : Code Review

KCL: Design Pattern
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/
24
3

Login

User Controller Wellness Model 
ControllerRule Controller

Dashboard Rule Editor

Spring MVC Local Service Interfaces

Rule Service 
Interface

Condition Service 
Interface

Situation Service 
Interface

User Service 
Interface

Wellness Model 
Service Interface

Spring MVC Local Service Implementations

Rule Service 
Implementation

Condition Service 
Implementation

Situation Service 
Implementation

User Service 
Implementation

Wellness Service 
Implementation

Hibernate DAO Interfaces

Rule DAO 
Interface

Condition DAO 
Interface

Situation DAO 
Interface

User DAO 
Interface

Wellness Model 
DAO Interface

Hibernate DAO Implementations

Rule DAO 
Implementation

Condition DAO 
Implementation

Situation DAO 
Implementation

User DAO 
Implementation

Wellness Model 
DAO 

Implementation

Rule Base KB

Advantages:
1) Open source and Lightweight: Hibernate framework is open source under the LGPL license 

and lightweight
2) Fast performance: due to two types of internal cache 
3) Database Independent query: HQL (Hibernate Query Language) is the object-oriented 

version of SQL
4) Automatic table creation
5) Simplifies complex join
6) Provides query statistics and database status

http://www.javatpoint.com/hibernate-tutorial

Task-2 : Code Review

KCL: Design Pattern

/
24
4

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler Relationship 
Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

Rule Creator

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

RulesController.java
ConclusionDAO.java
ConclusionDAOImpl.java
ConditionDAO.java
ConditionDAOImpl.java
RuleDAO.java
RuleDAOImpl.java
Conclusion.java
Condition.java
Rule.java
ConditionService.java
ConditionServiceImpl.java
ConclusionService.java
ConclusionServiceImpl.java
RuleService.java
RuleServiceImpl.java

WellnessModelController.java
WellnessConceptsModelDAO.java
WellnessConceptsModelDAOImpl.java
WellnessConceptsModel.java
WellnessConceptsModelService.java
WellnessConceptsModelServiceImpl.ja
va

SituationDAO.java
SituationDAOImpl.java
SituationRuleWrapper.java
Situations.java
SituationService.java
SituationServiceImpl.java

SituationCondition.java
SituationEvent.java
SituationEvents.java

Task-2 : Code Review

KCL: Component packages implementation
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/
24
5

Controllers:
are responsible for processing user requests 
and building appropriate model and passes it to 
the view for rendering.

1) Rules Controller
1) Controls Rule
2) Controls Conditions
3) Controls Conclusion
4) Control Situations

2) Wellness Model Controller
1) Controls Wellness Concepts Model 

3) User Controller
1) Controls users

Task-2 : Code Review

KCL: Controller Implementation

/
24
6

Local Services:
are using to 
communicate with 
java hibernate frame 
with DAO classes.

1) Rules Service
2) Condition Service
3) Situation Service
4) User Service
5) Wellness Concepts Service

Task-2 : Code Review

KCL: Local Services Implementation
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/
24
7

Data Access Object:
1) Rule Data Access Object

1) Rule DAO Interface
2) Rule DAO Implementation
3) Condition DAO Interface
4) Condition DAO Implementation
5) Conclusion DAO Interface
6) Conclusion DAO Implementation

2) Wellness Concepts Data Access Object
1) Wellness Concepts Model DAO 

Interface
2) Wellness Concepts Model DAO 

Implementation 
3) Situation Data Access Objects

1) Situation DAO Interface
2) Situation DAO Implementation

4) User Data Access Objects
1) User DAO Interface
2) User DAO Implementation

Task-2 : Code Review

KCL: DAO Pattern

/
24
8

Task-2 : Code Review

KCL: Data Model
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/
24
9

Task-2 : Code Review

KCL: MVC Pattern

/

• Core class of Rule that contains situations and conditions

25
0

Task-2 : Code Review
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/
25
1

Task-2 : Code Review

/
25
2

Task-2 : Code Review
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/
25
3

Component 
API

Function 
Identification API Design Code 

Refactoring

• Refactoring, as originally defined by Martin Fowler and Kent Beck

“A change made to the internal structure of software to make it easier to understand and 
cheaper to modify without changing its observable behavior… It is a disciplined way to clean 
up code that minimizes the chances of introducing bugs”

https://www.javacodegeeks.com/2012/04/what-refactoring-is-and-what-it-isnt.html

Is not immune to introducing errors
(Chance of Errors) Tedious and time consuming

Code 
Refactoring

An emerging software development activity

Task-3 : Code Refactoring

/
25
4

Who needs refactoring?

Passage of time

Number of Errors
(Bugs creep in)

Software Production Life Cycle

M
at

ur
ity

 Le
ve

l

To avoid

Task-3 : Code Refactoring
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/
25
5

Refactoring Process

Detect a problem

Characterize the problem

Design a solution

Modify the code

Is there a problem?
What is the problem?

Why is it necessary to change something?
What are the benefits?
Are there any risk?

What should be the “goal state” of the code?
Which code transformation(s) will move the 
code towards the desired state?

Steps that will carry out the code 
transformation(s) that leave the code 
functioning the same way as it did before?

Task-3 : Code Refactoring

/
25
6

Refactoring Examples
q Rename: Changing name of misleading

and confusing method, variable, class, or 
any other item

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

q Rename: Changing name of misleading
and confusing method, variable, class, or 
any other item

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

Refactoring Benefits
q Easier to spot the bug location
q Time saving due to easy finding of bug 

location
q Enhance quality of code
q Well-structured code is less error-prone
q Martin Fowler [Fowler, p.60] states that

q Hard to read à Hard to modify
q Duplicate Logic à Hard to modify
q Changing running code à Hard to 

modify
q Complex conditional logic à Hard 

to modify

q Easier to spot the bug location
q Time saving due to easy finding of bug 

location
q Enhance quality of code
q Well-structured code is less error-prone
q Martin Fowler [Fowler, p.60] states that

q Hard to read à Hard to modify
q Duplicate Logic à Hard to modify
q Changing running code à Hard to 

modify
q Complex conditional logic à Hard 

to modify

RefactoringRefactoring

Task-3 : Code Refactoring
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/
25
7

KCL: API Design

Servlet-context.xml

HTTP ResponseHTTP Request

1 2 4

Configuration File Controllers

3

View Resolver Views

Java Hibernate Framework
Object Models

Rule RuleConditions Situation

SituationCondition Conclusion

Users

RuleDAO
DAO Interfaces

ConditionDAO

ConclusionDAO
SituationDAO

WellnessConceptsModelDAO

UserDAO

RuleDAOImp
DAO Implementation

ConditionDAOImp

ConclusionDAOImp
SituationDAOImp

WellnessConceptsModelDAOImp

UserDAOImp

WellnessConceptsModel

§ MVC Pattern
§ Hibernate 

Framework

MVC Advantages:
provides model-view-controller architecture
§ To develop flexible applications
§ To develop loosely coupled applications
§ To provide separation in

§ Input logic
§ Business logic
§ UI logic 

Hibernate Advantages:
1) Open source and Lightweight: Hibernate 

framework is open source under the LGPL 
license and lightweight

2) Fast performance: due to two types of 
internal cache 

3) Database Independent query: HQL 
(Hibernate Query Language) is the object-
oriented version of SQL

4) Automatic table creation
5) Simplifies complex join
6) Provides query statistics and database 

status

Task-3 : Code Refactoring

/
25
8

Technical workflow: Adding Rule

DispatcherServlet (Servlet-context.xml)

Request: Add New Rule 1

2
Handler Mapping: Find 
appropriate controller

Configuration File

Rule Controller
3

Call Function: Add New 
Rule

4 Render HTML: Open Rule 
Editor in Adding Mode

Task-3 : Code Refactoring
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/
25
9

Technical workflow: Adding Rule

4 Render HTML: Open Rule 
Editor in Adding Mode

5 Expert Writes the rule and 
save the rule

Rule Editor

DispatcherServlet (Servlet-context.xml)
6

Tells to call the appropriate 
function of controller

Rule Editor HTML

7 Call appropriate function 
AddRule() of Rule 

Controller

Task-3 : Code Refactoring

/
26
0

Rule Controller

7

Call appropriate function 
AddRule() of Rule 

Controller

Technical workflow: Adding Rule

Rule Service

Condition Service

Situation Service

8a Call function AddRule 
of Rule Service

8b
Call function 

AddCondition of 
Condition Service

8c
Call function 

AddSituation of 
Situation Service

Java Hibernate
Rule DAO Interface

Condition DAO Interface

Situation DAO Interface

9a

9b

9c

10a

10b

10c

Task-3 : Code Refactoring
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/
26
1

Technical workflow: Adding Rule
10a 10b 10c

Rule DAO Implementation Condition DAO Implementation Situations DAO Implementation

Rule Table Rule Condition Tables Situation Tables
11a 11b 11c

Task-3 : Code Refactoring

/
26
2

KCL: Identified Problems

Refactoring Examples
q Rename: Changing name of misleading

and confusing method, variable, class, or 
any other item

q Scalable and flexible Design Pattern: 
Using a design pattern for scalability and 
flexibility.

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

q Rename: Changing name of misleading
and confusing method, variable, class, or 
any other item

q Scalable and flexible Design Pattern: 
Using a design pattern for scalability and 
flexibility.

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

Already Implemented 
maximum good practices of 

Software Engineering

Identified Problems

65% Implemented

(100% Implemented)

Exception Handling

1

Remove unnecessary 
Comments and spaces

2

Put functional comments

3

Task-3 : Code Refactoring
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/
26
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Exception Handling

1

Detect a problem

Characterize the problem

Design a solution

Modify the code

Is there a problem? Yes.
What is the problem? 35% of exceptions are not handled.

What are the benefits? It will handle all type of exception when 
it occurs.
Are there any risk? Yes code crash risk is high.

What should be the “goal state” of the code? Catch all types of 
exception.
Which code transformation(s) will move the code towards the 
desired state? All the interface level code will be change.

Steps that will carry out the code transformation(s) that leave 
the code functioning the same way as it did before? The 
functions at interface level will be put in try-catch, it will not 
disturb the external behavior.

KCL: Code Refactoring

Task-3 : Code Refactoring

/
26
4

KCL: Code Refactoring

After RefactoringBefore Refactoring

Task-3 : Code Refactoring
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/
26
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Remove unnecessary 
Comments and spaces

2

Detect a problem

Characterize the problem

Design a solution

Modify the code

Is there a problem? Yes.
What is the problem? There are some unnecessary committed 
lines.

What are the benefits? Enhance cleanliness of the code.
Are there any risk? No, there is no risk.

What should be the “goal state” of the code? To get the clean 
and clear code for open source.
Which code transformation(s) will move the code towards the 
desired state? All the classes, they have unnecessary comments.

Steps that will carry out the code transformation(s) that leave 
the code functioning the same way as it did before? We will 
remove all the committed lines and it will not disturb the 
behavior of the functions.

KCL: Code Refactoring

Task-3 : Code Refactoring

/
26
6

After RefactoringBefore Refactoring

Task-3 : Code Refactoring
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/
26
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Put functional comments

3

Detect a problem

Characterize the problem

Design a solution

Modify the code

Is there a problem? Yes.
What is the problem? Some functional comments are needed on 
each function.

What are the benefits? Enhance understandability of the code.
Are there any risk? No, there is no risk.

What should be the “goal state” of the code? To easily 
understand the code by other developers.
Which code transformation(s) will move the code towards the 
desired state? All functions of each class need comments.

Steps that will carry out the code transformation(s) that leave 
the code functioning the same way as it did before? We will put 
the functional comments on each function and it will not disturb 
the behavior of the functions.

KCL: Code Refactoring

Task-3 : Code Refactoring

/
26
8

Class Level CommentsFunction Level Comments

Task-3 : Code Refactoring
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/
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Junit Testing

Servlet-context.xml

1 2 4

Configuration File Controllers

3

View Resolver Views

Java Hibernate Framework
Object ModelsDAO InterfacesDAO Implementation

Knowledge 
base

(RDBMS)

§ Used Technologies
§ Spring MVC
§ Hibernate
§ RDBM (SQL Server)

§ Required for Unit Testing
§ Controllers are not able to test on 

Junit testing (Due to URI calls)
§ Only DAO classes (Hibernate) can 

test
§ Need in-memory database

§ HSQLDB

Task-4 : Unit Testing

/
27
0

Task-4 : Unit Testing

• Unit Testing
• JUnit
• Testing for 

• Public Functions
• Data Range Values {Test Classes}

• Exceptions
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/
27
1

Junit Testing – Rule Testing

Task-4 : Unit Testing

/
27
2

Junit Testing – Condition Testing

Task-4 : Unit Testing
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/
27
3

Task-4 : Unit Testing

Junit Testing – Conclusion Testing

/
27
4

Task-5 : API Design

Controllers

Data Access 
Object

Local Services

Data Model

Communication

Servlet

Views

API Design

Tool Design

353
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/
27
5

Task-6 : Integration Test

1. Successfully login to System

/
27
6

Task-6 : Integration Test

1. View and analyze existing 
rules using dashboard

2. Test editing of existing rule
3. Test creating new rule by 

add new rule button
4. Test deletion of rule

354
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/
27
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Task-6 : Integration Test

1. Test inserting meta 
information

2. Adding multiple conditions 
using Add new button

3. Add multiple conclusion
4. Test selection of situation
5. Test the saving new and 

existing rule

/
27
8

Task-7 : Build Creation

• Maven lets us get our package
dependencies easily

• Maven forces us to have a
standard directory structure

Maven install and start

Build creation through Maven

355



140

/
27
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Task-8 : API Documentation

The Java Platform API Specification is
defined by the documentation
comments in the source code and any
documents marked as specifications
reachable from those comments.

/Task :9 Demo Harness 28
0

Demo Harness

The installation and usage information
available as demo harness on GitHub.
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/Task :10 Open Source Release 28
1

The source code is released under the
following License:
• The Apache License, Version 2.0 (the

"License")
• The copy of License may be obtained

at
http://www.apache.org/licenses/LIC
ENSE-2.0

/

Thanks

28
2
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Mining Minds Service Curation Layer
(Open Source Presentation)

December 27, 2016

Mining Minds Service Curation Layer
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/Open Source Components 28
5

1. Recommendation Builder
2. Recommendation Interpreter

Mining Minds
Service Curation Layer
Recommendation Builder
Open Source Code Progress
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/Agenda 28
7

• Open Source  Status
• Public Library Functions
• Code Documentation

• doc comments for classes
• doc comments for methods

• Unit Testing
• Design Patterns
• Class Diagrams
• Java Doc
• Exception Handling

/MMv2.5 Recommendation Builder - Architecture
28
8

• Input
ü Life Log Data, Knowledge Rule

• Output 
ü Recommendation contents

• Implementation Module
ü Recommendation Builder Controller
ü Rule based reasoned

ü Pattern Matcher
ü Conflict Resolver
ü Result Generator

360
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/IO - Recommendation Builder 289

Recommendation 
Builder

User Id: 1,
Gender: Male,
Activity: Setting for 1 hour

………….

TAKE A BREAK! 
have a walk for 5 minutes !!!

/IO - Recommendation Builder – Pattern Matcher
29
0

Pattern Matcher
Reasoning…

Rules[
rule_1,
rule_2,
…..

]

User Data[
…..

]

MATCHED RULES

361
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/IO - Recommendation Builder – Conflict Resolver
29
1

Conflict Resolver
Conflict Resolution…

Matched Rules[
rule_1,
rule_2,
…..

]

MOST APPLICABLE RULE

/Recommendation Builder – Design Patterns 29
2

Factory
Design Pattern

Singleton 
Design Pattern

Bridge
Design Pattern

362
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/Recommendation Builder - Statistics 29
3

3
Packages

14
Classes

46    10
Methods

Public 
methods Private 

methods

/Recommendation Builder – Library Functions

• Library Function Identification
• Packages Categorization
• org.uclab.scl.Framework.RecBuilder

• RecBuilder.Java
Controller class for loading data and rules and generating 
recommendations

• PatternMatcher.java
• match data against rules

• ConflictResolver.java
• Resolves conflict in case more than one rules fired

• RecResultGenerator.java
• Generate results

• org.uclab.scl.Utilities
• A library of all the utility functions required during 

data preparation

29
4
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/Recommendation Builder - Architecture 29
5

/Recommendation Builder - Class Diagram
29
6
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/Recommendation Builder - Class Diagram
29
7

ISCL Data Packet

Data Input and 
Output Container 
Classes

/Recommendation Builder - Class Diagram
29
8

Rec Builder

Recommendation Builder 
Controller Classes
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/Recommendation Builder - Class Diagram
29
9

Pattern Matcher

Performs Reasoning to 
match rules against 
situation

/Recommendation Builder - Class Diagram
30
0

Conflict Resolver

Resolves Conflict e.g. what 
if pattern matcher fires 
more than one rule ??
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/Recommendation Builder - Class Diagram
30
1

Rule Base Reasoner

Selects a type of reasoner 
such as Rule-based reasoner, 
case-based reasoner, etc.

/Recommendation Builder – Open Source Code Progress
30
2
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/Pattern Matcher – Open Source Code Progress
30
3

/Conflict Resolver – Open Source Code Progress
30
4
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/SCLDataPacket – Open Source Code Progress
30
5

/Future - Recommendation Builder 30
6

New 
Challenges

Dynamic Data Integration

Case Based Reasoning
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/MMv2.5 Recommendation Builder - Architecture
30
7

• Input
ü Life Log Data, Knowledge Rule

• Output 
ü Recommendation contents

• Implementation Module
ü Recommendation Builder Controller
ü Rule based reasoned

ü Pattern Matcher
ü Conflict Resolver
ü Result Generator

/3rd Party Libraries And Components 30
8

• Jackson-Jaxrs v1.9.13

• Jackson-Mapper-asl v1.9.13

• Log4j-api    v2.3

• Log4j-core    v2.3

• Jersey-Bundle v1.7

• Junit    v4.8.2

Above libraries are used without modification
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/Recommendation Builder - Architecture 309

/Library Classes 310

371
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/Doc Comments - Classes 311

/Doc Comments - Classes 312
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/Doc Comments - Classes 313

/Doc Comments - Methods 31
4

373
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/Doc Comments - Methods 31
5

/Unit Testing – jUnit 31
6

374
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/Unit Testing – Test Methods 31
7

/Recommendation Builder – Design Patterns 31
8

Factory
Design Pattern

Singleton 
Design Pattern

Bridge
Design Pattern

• Decouple the abstraction from its 
implementations

• Divide the responsibilities among 
different classes

• Hide details from client

• Create objects without exposing the 
creation logic to outside world

• Refer to newly created object using a 
common interface

• Hide object creation complexity

• Restricts the instantiation of a class 
• Ensures that only one instance of the 

class exists 
• Provide a global access point to get the 

instance of the class
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/Class Diagram – Recommendation Builder 31
9

Communication ClassesBuilder Classes

/Recommendation Builder - Java Doc 32
0
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/Exception Handling 32
1

/SCL RB - Code Refactoring Activities

• Rename (Meaningful naming)
• Methods
• Variables
• Classes

• Exception Handling
• Separating Error-Handling Code from "Regular" Code
• Propagating Errors Up the Call Stack

• Design Patterns 
• Recurring solutions to software design problems
• An array of tried and tested solutions to common problems

• Move Classes
• Moving classes to better fit packages

• Code Cleaning
• Remove unnecessary code

32
2
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/3rd Party Libraries And Components 32
3

• Jackson-Jaxrs v1.9.13

• Jackson-Mapper-asl v1.9.13

• Log4j-api    v2.3

• Log4j-core    v2.3

• Jersey-Bundle v1.7

• Junit    v4.8.2

Above libraries are used without modification

/Utilization And License Of The Library 32
4

Library Utilization License

Jackson-Jaxrs • Used to parse a JSON from a string and create an object 
graph (Java Object) representing the parsed JSON

• Convert Java Object to JSON representation

Apache 2.0, LGPL 2.1

Jackson-Mapper Apache 2.0

Log4j-core
• Used to control which log statements should be output

Apache 2.0

Log4j-api Apache 2.0

Jersey-Bundle • Used for restful web services CDDL 1.1, GPL 2.0

Junit • Used for unit testing EPL 1.0
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/License and Its Features 32
5

Mining Minds Platform
Service Curation Layer
Recommendation 
Interpreter
Source Code Progress

379
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/Recommendation Interpreter– Main Components 32
7

Context 
Interpreter 

2.0

Content 
Interpreter 

2.0

Explanation 
Manager 

2.0

SNS Trend 
Identifier 2.5

/Current Objectives for Open Source Process

• Improve the source code –
• Objectives

- Improved Context Selector by eliminating “Heuristic rules”
- Integrate classes to the SCL architecture
- Categorize classes into packages
- Remove unused code segments
- Reduce number of classes

• Identify Library Functions –
• Objectives

- Understand open source requirements for the SCL Framework
- Provide suitable code documentation for reuse

32
8
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/Overview of Main Packages 32
9

Recommendation Interpreter

Data Manager

Context Interpreter
Context 

Selection

Blocking 
Rules

Content Interpreter

Template

Content Filterer

Select 
Alternative

Global Preferences

Context 
Interpreter

Filter Rec

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

Explanation Manager
Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker Re

su
lts

 
Pr

ep
ar

at
io

n

Context Moderator

P2P2

P2P2

P4P4

org.uclab.scl.framework.RecInterpreter

P1P1

P3P3

org.uclab.scl.framework.RecInterpreter.
Explanation

P1

P4

org.uclab.scl.framework.RecInterpreter.
FoodItemRecommender

P3

org.uclab.scl.framework.RecInterpreter.
PARecommender

P2

/

• Package Categorization

• org.uclab.scl.framework.RecInterpreter
• Contains Controller classes
• Packages finally generated recommendation

• org.uclab.scl.framework.RecInterpreter.Explanation
• Methods for Sentence generation
• Methods for Audio/Visual Aid (multimedia) embedding with recommendation
• Methods for URL embedding with recommendation

• org.uclab.scl.framework.RecInterpreter.FoodItemRecommender
• Methods for mapping between Nutrient to Food Category
• Methods for mapping between Food Category and Food items
• Methods for mapping between Food items to Nutrient

• org.uclab.scl.framework.RecInterpreter.PARecommender
• Methods deciding user’s interruptibility
• Methods for Alternative Recommendation
• Methods for Recommendation Filtration
• Methods for Preference Evaluation

33
0

Recommendation Interpreter Open Source Code Progress
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/
Recommendation Interpreter Class Diagram 
Evolution (Ver. 1)

33
1

Legends:
Context Interpreter
Content Interpreter _Alternative Rec.
Content Interpreter _Rec Filtration.
Explanation Generator
Food Recommender

/
Recommendation Interpreter Class Diagram 
Evolution (Ver. 2)

33
2

Legends:
Context Interpreter
Content Interpreter _Alternative Rec.
Explanation Generator
Food Recommender
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/
Recommendation Interpreter Class Diagram 
Evolution (Ver. 3)

33
3

Legends: RecInterpreter PARecommender Explanation FoodItemRecommender

/Code Refactoring

• Types of Refactoring
• Standardizing variable names
• Moving Classes to appropriate packages
• Structural Changes
• Handling Exceptions
• Code Commenting and Logging

33
4
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/Code Refactoring

• Types of Refactoring
• Standardizing variable names
• Moving Classes to appropriate packages
• Structural Changes
• Handling Exceptions
• Code Commenting and Logging

33
5

Not Refactored Refactored

/Code Refactoring

• Types of Refactoring
• Standardizing variable names
• Moving Classes to appropriate packages
• Structural Changes
• Handling Exceptions
• Code Commenting and Logging

33
6

Case 1

Case 2
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/Code Refactoring

• Types of Refactoring
• Standardizing variable names
• Moving Classes to appropriate packages
• Structural Changes
• Handling Exceptions
• Code Commenting and Logging

33
7

/Code Refactoring

• Types of Refactoring
• Standardizing variable names
• Moving Classes to appropriate packages
• Structural Changes
• Handling Exceptions
• Code Commenting and Logging

33
8
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/ContextSelector Snapshot Example 33
9

/PARecInterpretations Snapshot Example 34
0

386



171

/Explanation Builder Snapshot Example 34
1

/FoodRecInterpretations Snapshot Example 34
2
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Mining Minds Supporting Layer
Project Progress

Shujaat Hussain
Jamil Hussain

Anees ul Hassan

Mining Minds UI/UX Authoring Tool
Project Progress

Jamil Hussain

Anees Ul Hassan
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/MMv3.0 UI/UX Authoring Tool 34
5

Application Side
• Analytics Collectors android SDK

UX Engine
• UX Experience Collection API
• UX Measurement reports

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/UI/UX Authoring Tool: Open Source Code Progress

• UI/UX Authoring Tool development
• Adaptive UI application development 
• UX Measurement tool kit as web application for UX quantification

34
6

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/
34
7

UI/UX Authoring Tool: MVC Design Pattern

Advantages:
provides model-view-controller architecture
§ To develop flexible applications
§ To develop loosely coupled applications
§ To provide separation in

§ Input logic
§ Business logic
§ UI logic 

UX Measurement tool kit as web application for UX quantification

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

UI/UX Authoring Tool: Open Source Code Progress

• Library Function Identification
• Packages Categorization

• com.miningminds.uclab.mm.app
• com.miningminds.uclab.mm.activity
• com.miningminds.uclab.mm.adaptationrules
• com.miningminds.uclab.mm.adapter
• com.miningminds.uclab.mm.data
• com.miningminds.uclab.mm.fragments
• com.miningminds.uclab.mm.helper
• com.miningminds.uclab.mm.volleyapi

34
8
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/
34
9

UI/UX Authoring Tool: Open Source Code Progress

GoogleAnalyticsServiceModel.php
PerformanceMeteric
Controller.php
IssueBasedMetricsController.php

BaseActivity.java
MainActivity.java
RegisterActivity.java
easyRuleEngine.java
WellnessConceptsModelDAO.java
WellnessConceptsModelDAOImpl.java
ColourBlind.java
ColourBlindLowVision.java
LowVision.java
LowLevel.java
NosieLevel.java

AppConfig.java
Retrivedata.java
RetriveDeviceinformation.java
RetriveContext.java

AnalyticsTrackers.java
MyApplication.java

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/UI/UX Authoring Tool: Open Source Code Progress 35
0

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

# Title

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Descriptive Analytics Library Functions 
Identification
(Shujaat Hussain)

2w

2 UI/UX Functions Identification 
(Jamil Hussain) 2w

4 Descriptive Analytics Code Review (Shujaat 
Hussain) 1w

5 UI/UX Code Review
(Jamil Hussain)

1w

6 Code Refactoring & Unit Testing (Shujaat and 
Jamil) 6w

7 API Design & Documentation
(Shujaat and Jamil) 4w

8 Demo Harness
(Shujaat and Jamil) 3w

9 Build Creation
(Shujaat and Jamil) 3w

10 Open Source Release
(Shujaat and Jamil) 2w

391



176

/UI/UX Authoring Tool: Open Source Code Progress 35
1

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/App Package Open Source Code Progress 35
2

Package com.miningminds.uclab.mm.app
MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/

• Main Class that handle Adaptive UI/UX 

Main Application Class Open Source Code Progress 35
3

Myapplication Example 
Code

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/Analytics Tracker Open Source Code Progress

• Core component for collection of user observational data

35
4

Example Code
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/

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

Adaptation Rule Open Source Code Progress 35
5

Example Code

Adaptation Rules 

Low Vision Rule

Package com.miningminds.uclab.mm.adaptationrules

/Activities Open Source Code Progress 35
6

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/Main Activity class Open Source Code Progress 35
7

Example Code

Main Activity Class 

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/Helper Open Source Code Progress 35
8

Example Code

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/Open Source Code Plan 35
9

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

# Title

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Descriptive Analytics Library Functions 
Identification
(Shujaat Hussain)

2w

2 UI/UX Functions Identification 
(Jamil Hussain)

2w

4 Descriptive Analytics Code Review (Shujaat 
Hussain) 1w

5 UI/UX Code Review
(Jamil Hussain)

1w

6 Code Refactoring & Unit Testing (Shujaat and 
Jamil) 6w

7 API Design & Documentation
(Shujaat and Jamil) 4w

8 Demo Harness
(Shujaat and Jamil) 3w

9 Build Creation
(Shujaat and Jamil) 3w

10 Open Source Release
(Shujaat and Jamil) 2w

/MMv3.0 UI/UX Authoring Tool: Adaptive UI 36
0

• Input
ü User Information
ü Device Information
ü Environmental information

• Implementation Module
ü Data modeling
ü Reasoner
ü Adaptation Rules
ü GUI Generator

• Output
ü Adaptive UI Generation based on user context

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/
36
1

• Input
ü User actions while interacting with the 

system

• Implementation Module
ü Analytics Tracker

• Output
ü User Observational log in the form of UX 

metrics

MMv3.0 UI/UX Authoring Tool :Analytics Tracker

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/MMv3.0 UI/UX Authoring Tool : UX Measurements 36
2

• Input
ü User Observational log

• Implementation Module
ü User experience Measurement

§ Performance Metrics
§ Issue based Metrics

• Output
ü UX quantification in the form of usability

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/
36
3

MMv3.0 UI/UX Authoring Tool: UX Engine

• Input
ü UX metrics

§ Self-reported 
metrics

§ Performance 
metrics

• Implementation Module
ü Feed Collector
ü UX Measurement
ü UX Model creation

• Output
ü Overall User 

Experience of MM3.0

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

/
36
4

MMv3.0 UI/UX Authoring Tool: 
UI Authoring Tool For Adaptive UI

• Input
ü UX metrics

§ Self-reported 
metrics

§ Performance 
metrics

• Implementation Module
ü UX Authoring Tool
ü Rule Editor
ü UX Rule Validator
ü UX Model Loader

• Output
ü Overall User 

Experience of MM3.0

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/UI/UX Authoring Tool: Open Source Code Progress 36
5

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil HussainSL-UI/UX: Function Identification

Rule Engine

Analytics TrackerUsers

Rule Definition 

1

2 3

q RulesEngine().build()
q registerRule()
q CompositeRule()
q fireRules()
q scanner()
q scanner.nextLine()

q evaluateCondition()
q executeActions()
q setPriority()

q Initialize()
q getInstanceTrackers()
q getTracker()
q trackEvent()
q trackScreenView()
q trackException()
q trackCustomDimension()

q SessionManager()
q setLogin()
q logoutUser()
q checkLogin()
q addUser()
q deleteUsers()
q updateUser()
q registerUser()
q userFeedback

Public Functions

Total Public Functions:  58
Total Private Functions: 30
Total number of classes: 20

Adaptation Manger
5

UX Engine
6

Context monitor
4

q CheckCurrentTheme()
q ChangeTheme()

Adaptation Rule Engine

q onSensorChanged()
q CheckCurrentContext()
q checkLightValue()
q checkNosieLevel()
q checkLocation()
q evaluateContext()

q set_analytics_start_date()
q set_analytics_end_date()
q set_metrics()
q set_dimensions()
q set_sort()
q set_filters()
q set_maxResult()
q get_analytics()
q get_dimensional_analytics()
q get_hourly_analytics ()
q get_daily_analytics()
q get_date_analytics()
q get_weekly_analytics()
q get_monthly_analytics()
q get_yearly_analytics()
q get_country_analytics()
q PerformaceMetrics ()
q Self-repotedMetics ()

/UI/UX Authoring Tool: Open Source Code Progress 36
6

Refactoring Examples
q Rename: Changing name of misleading

and confusing method, variable, class, or 
any other item

q Scalable and flexible Design Pattern: 
Using a design pattern for scalability and 
flexibility.

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

q Rename: Changing name of misleading
and confusing method, variable, class, or 
any other item

q Scalable and flexible Design Pattern: 
Using a design pattern for scalability and 
flexibility.

q Move Class: Moving a class from wrong 
package to better fit package

q Extract Methods: A long method needs 
to be broken up to enhance readability
and maintainability

q Extract Supper Class: The common 
behavior is “pulled up” into new parent 
abstract class.

q Replace conditional with polymorphism: 
Replace multiple conditional operators 
(If, Switch) with polymorphism to reduce 
extensive change in code.

q Exception Handling: Handle exception at 
each level of code.

Identified Problems

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil HussainUI/UX: Code Refactoring

1) Design Pattern implementation
2) Exception Handling
3) Remove unnecessary comments ,spaces  and 

addition of useful comments for code 
understandability 

399
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/UI/UX Authoring Tool: Open Source Code Progress

• For complex rules handling
o composite design pattern: A composite rule is triggered if all 

conditions of its composing rules are satisfied. When a composite 
rule is applied, actions of all composing rules are performed in the 
natural order of rules which is rules priorities by default.

• Scheduling a rules engine
o Java scheduler Quartz : This will schedule the rules engine to start 

based on specified time-based

• Handling runtime event condition handling
o Observer Design pattern: It detect the runtime change in any event 

condition and change the adaptation rule engine behavior after that 
change

36
7

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil HussainUI/UX: Code Refactoring

1. Design Pattern Implementation

Current code problems

q Current Rule Engine not 
handling the complex 
adaptation rules

q Not able to set scheduling for 
rechecking the current situation 
for adaptation on UI.

q No handling the runtime change 
in event condition.

q Current Rule Engine not 
handling the complex 
adaptation rules

q Not able to set scheduling for 
rechecking the current situation 
for adaptation on UI.

q No handling the runtime change 
in event condition.

/UI/UX Authoring Tool: Open Source Code Progress

• All kind of exception must be handle by using try-catch
o Catch all types of exception so that MM application will be never 

crash
o All interface level code will be change

36
8

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil HussainUI/UX: Code Refactoring

1.Exception Handling 

Current code problems

q Most of code is not written in 
try-catch block

q Some time the MM application 
crash due to exceptions.

q Most of code is not written in 
try-catch block

q Some time the MM application 
crash due to exceptions.

400



185

/UI/UX Authoring Tool: Open Source Code Progress

• Unnecessary comments and spaces removal from code
o Enhance cleanliness of the code 

• Add useful comments to necessary code
• Enhance the code understandability 

36
9

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil HussainUI/UX: Code Refactoring

1. Remove unnecessary comments , spaces and  addition of useful comments 

Current code problems

q In current there some 
unnecessary comment and 
spaces

q Missing important comments

q In current there some 
unnecessary comment and 
spaces

q Missing important comments

/

# Title

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Descriptive Analytics Library Functions 
Identification
(Shujaat Hussain)

2w

2 UI/UX Functions Identification 
(Jamil Hussain) 2w

4 Descriptive Analytics Code Review (Shujaat 
Hussain) 1w

5 UI/UX Code Review
(Jamil Hussain)

1w

6 Code Refactoring & Unit Testing (Shujaat and 
Jamil) 6w

7 API Design & Documentation
(Shujaat and Jamil) 4w

8 Demo Harness
(Shujaat and Jamil) 3w

9 Build Creation
(Shujaat and Jamil) 3w

10 Open Source Release
(Shujaat and Jamil) 2w

Open Source Code Plan 37
0

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil Hussain
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/Open Source Code Plan 37
1

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain

# Title

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Descriptive Analytics Library Functions 
Identification
(Shujaat Hussain)

2w

2 UI/UX Functions Identification 
(Jamil Hussain)

2w

4 Descriptive Analytics Code Review (Shujaat 
Hussain) 1w

5 UI/UX Code Review
(Jamil Hussain)

1w

6 Code Refactoring & Unit Testing (Shujaat and 
Jamil) 6w

7 API Design & Documentation
(Shujaat and Jamil) 4w

8 Demo Harness
(Shujaat and Jamil) 3w

9 Build Creation
(Shujaat and Jamil) 3w

10 Open Source Release
(Shujaat and Jamil) 2w

/MMv3.0 UI/UX Authoring Tool 37
2

Application Side
• Analytics Collectors android SDK

UX Engine
• UX Experience Collection API
• UX Measurement reports

MM v3.0_SL_OpenSource_V0.1_20160903_Jamil Hussain
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/
37
3

• Input
ü User actions while interacting with the 

system

• Implementation Module
ü Analytics Tracker

• Output
ü User Observational log

MMv3.0 UI/UX Authoring Tool :Analytics Tracker

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

/
37
4

Analytics Tracker : Library Classes

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

• Custom Analytics tracker
• Tracker the user interaction with app

• Events
• Screen
• Exceptions
• Session
• User

403
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/
37
5

MMv3.0 UI/UX Authoring Tool : Analytics Tracker SDK

MM v3.0_SL_OpenSource_V0.2_20160903_Jamil Hussain

/Analytics Tracker SDK: Code Refactoring- Maintaining Log

• Write and View Logs with Logcat

37
6

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

Before Refactoring

After Refactoring 
using Logcat
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/Analytics Tracker SDK: Code Refactoring- Exception Handling 37
7

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

/Analytics Tracker SDK: Doc Comments - Classes 37
8

• Remove Useless comments 

• Add functional Comments for the API 
Document

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain
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/UX Engine : Django Framework 37
9

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

UX Engine tool kit as web application for UX quantification

Advantages:
provides model-view-controller architecture
§ To develop flexible applications
§ To develop loosely coupled applications
§ To provide separation in

o Input logic
o Business logic
o UI logic 

UX Engine

Analytics Questionnaires UX Evaluation

/MMv3.0 UI/UX Authoring Tool : Analytics 38
0

• Input
ü User Observational log

• Implementation Module
ü User experience Measurement

§ Performance Metrics
§ Issue based Metrics

• Output
ü UX quantification in the form of usability

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain
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/Analytics: Models 38
1

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

/Analytics: API Design - user action log collections from app 38
2

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

407



192

/Analytics: API Design - View 38
3

MM v3.0_SL_OpenSource_V0.2_20161203_Jamil Hussain

/

# Title

Oct
2

Oct
8

Oct
9

Oct
15

Oct
16 

Oct
22

Oct
23

Oct
29

Oct
30

Nov
5

Nov
6

Nov
12

Nov
13

Nov
19

Nov
20

Nov
26

Nov
27 

Dec
3

Dec
4

Dec
10

1 Descriptive Analytics Library Functions 
Identification
(Shujaat Hussain)

2w

2 UI/UX Functions Identification 
(Jamil Hussain) 2w

4 Descriptive Analytics Code Review (Shujaat 
Hussain) 1w

5 UI/UX Code Review
(Jamil Hussain)

1w

6 Code Refactoring & Unit Testing (Shujaat and 
Jamil) 6w

7 API Design & Documentation
(Shujaat and Jamil) 4w

8 Demo Harness
(Shujaat and Jamil) 3w

9 Build Creation
(Shujaat and Jamil) 3w

10 Open Source Release
(Shujaat and Jamil) 2w

Open Source Code Plan 38
4

MM v3.0_SL_OpenSource_V0.2_20161021_Jamil Hussain
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Mining Minds

Third Party Open Source Libraries 

Jamil Hussain
KHU

UI/UX Authoring 
Tool

/Agenda 38
6

• Open Source  Third Party Libraries
• Component wise Libraries
• Licenses of Libraries
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/UI/UX Authoring Tool 38
7

§ Django Framework
§ Django-rest Framework
§ SQLite
§ Piwik
§ Junit API

• We used these open 
source libraries 
without/without 
modification 

/API Detail 38
8

Library Purpose License
Django Django is a high-level Python Web framework that encourages 

rapid development and clean, pragmatic design 
BSD license.
https://opensource.org/licenses/BSD-3-Clause

Django-rest Django REST framework is a powerful and flexible toolkit for 
building Web APIs.

BSD license.
https://opensource.org/licenses/BSD-3-Clause

Piwik BSD license
https://opensource.org/licenses/BSD-3-Clause

Junit API JUnit has been important in the development of test-driven
development, and is one of a family of unit testing
frameworks

Eclipse Public License 1.0
http://www.eclipse.org/legal/epl-v10.html
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/Licenses comparison 38
9

Library Commercial 
User

Modify Distribute Sublicense Private use Use Patent 
claims

The BSD 3-Clause License

Eclipse Public License 1.0 (EPL-1.0)

Mining Minds Descriptive Analytics
Open Source Progress

Shujaat Hussain
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/Agenda 39
1

• Open Source  Status
• Public Library Functions
• Class Diagram
• Code Refactoring

/Descriptive Analytics 39
2

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
DatabaseHDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/SL 2.5 Open Source Release Gantt Chart 39
3

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/Descriptive Analytics: MVC Design Pattern 39
4

• In an MVC framework, controllers manage and funnel 
data between the browser, models, and views.

• It allows for a faster development cycle.

• Plays well with Agile software development.

• The underlying code will change less often, resulting 
in a more stable site.

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/Descriptive Analytics : Open Source Code Progress 39
5

• Library Function Identification
• Packages Categorization

• Activity, Nutrition, LLM, Recommendation, SNS
• Controller classes to process user request and building 

appropriate model to render on views 
• JSON POST and GET through DCL

• Provides data model to use in communication among 
different components and DCL

• Line, Bar, Pie, Notifications
• Categorized classes for rendering graphs, user 

interfaces and expert notifications
• Javascript functions and CSS files

• Classes and libraries for rendering views for user 
interface

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/Descriptive Analytics : Open Source Code Progress 39
6

locationfacts.php
dashboardactivity.php
dashboardnutrition.php
factfeedback.php
feedbackfunctions.php
servicecuration.php
Calculateoverallactivity.php
Calculateoverallfat.php
Calculateactvityratio.php
Calculatelocationratio.php

dynamictimeline.php
emotionchartdiv.php
dashboardnutrition.php
hlcchartdiv.php
dailychartdiv.php
monthlyactivites.php
weeklyactivites.php
monthlyemotionchartdiv.php
nutritiongraph.php
querylibrary.php
Jquery.js

snsservice.php
snsfunctions.php
dashboardnutrition.php
factfeedback.php
feedbackfunctions.php
servicecuration.php
nutritionsns.php

Jsonparser.php
JSONConformation.php
Jquery.min.css
Mainstyle.css

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/Descriptive Analytics-Open Source Code Progress
39
7

class Class Model

Activ ityController

- activityID  :int
- duration  :int
- enddate  :date
- startdate  :date

+ calculateoverallActivity()  :void
+ getDailyActivity()  :void
+ getMonthlyActivity()  :void
+ getWeeklyActivity()  :void

NutritionController

- carbs  :int
- date  :date
- fats  :int
- foodid  :int
- protein  :int

+ getcarbs()  :void
+ getdate()  :void
+ getfat()  :void
+ getfoodtitle()  :void
+ getprotein()  :void

SNSController

- enddate  :date
- startdate  :date

+ getenddate()  :void
+ getstartdate()()  :void

LLMController

- violations  :int
- violationtext  :string
- violationtype  :string

+ getviolationdescription()  :void
+ getviolationtext()  :void
+ insertviolationfromLLM()  :void

RecommendationsController

- date  :date
- feedback  :string
- rectext  :string
- userid  :int

+ getfeedback()  :void
+ getreason()  :void
+ gettext()  :void

class Class Model

Activ ityController

- activityID  :int
- duration  :int
- enddate  :date
- startdate  :date

+ calculateoverallActivity()  :void
+ getDailyActivity()  :void
+ getMonthlyActivity()  :void
+ getWeeklyActivity()  :void

NutritionController

- carbs  :int
- date  :date
- fats  :int
- foodid  :int
- protein  :int

+ getcarbs()  :void
+ getdate()  :void
+ getfat()  :void
+ getfoodtitle()  :void
+ getprotein()  :void

SNSController

- enddate  :date
- startdate  :date

+ getenddate()  :void
+ getstartdate()()  :void

LLMController

- violations  :int
- violationtext  :string
- violationtype  :string

+ getviolationdescription()  :void
+ getviolationtext()  :void
+ insertviolationfromLLM()  :void

RecommendationsController

- date  :date
- feedback  :string
- rectext  :string
- userid  :int

+ getfeedback()  :void
+ getreason()  :void
+ gettext()  :void

Controllers: are responsible for processing user requests and 
building appropriate model and passes it to the view for rendering.

1) Activity Controller
• Daily Activities
• Weekly and Monthly Activities
• Dashboard Activities
• Queried Activities

2) Nutrition Controller
• Weekly and Monthly Nutrition 
• Dashboard Nutrition 
• SNS Nutrition

3) LLM Controller
• Total User violations
• Notifications of new situations
• Priority of notifications

4) Recommendation Controller 
• Recommendation and feedbacks

5) SNS Controller
• SNS data from Tapacross through dates

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/Controller Package: Open Source Code Progress 39
8

class Class Model

Activ ityController

- activityID  :int
- duration  :int
- enddate  :date
- startdate  :date

+ calculateoverallActivity()  :void
+ getDailyActivity()  :void
+ getMonthlyActivity()  :void
+ getWeeklyActivity()  :void

NutritionController

- carbs  :int
- date  :date
- fats  :int
- foodid  :int
- protein  :int

+ getcarbs()  :void
+ getdate()  :void
+ getfat()  :void
+ getfoodtitle()  :void
+ getprotein()  :void

SNSController

- enddate  :date
- startdate  :date

+ getenddate()  :void
+ getstartdate()()  :void

LLMController

- violations  :int
- violationtext  :string
- violationtype  :string

+ getviolationdescription()  :void
+ getviolationtext()  :void
+ insertviolationfromLLM()  :void

RecommendationsController

- date  :date
- feedback  :string
- rectext  :string
- userid  :int

+ getfeedback()  :void
+ getreason()  :void
+ gettext()  :void

Core Component : Activity and Nutrition Packages

Class Description

Activity Controller Collection of Activity Functions

Nutrition Controller Collection of Nutrition Functions

Type Method Description

JSON calculateoverallActivity Calculate the overall activity (monthly, weekly, daily)

JSON getDailyActivity Calculate the daily activity hourly

JSON getWeeklyActivity Calculate Weekly and monthly activity 

Integer getprotein Calculate weekly and monthly protein consumption

String getfoodtitle Calculate weekly and monthly most consumed food

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/Views Package: Open Source Code Progress 39
9

Core Component : Views (Graph) Packages
Class Description
PieGraph Piegraphs for activities

Notifications Notifications for LLM

LineGraph Line graph for SNS, Activity and nutrition

BarGraph Bar graph for SNS, Activity, feedback and nutrition

Type Method Description

JSON getNotifications Get Push notifications from LLM

JSON getCategory Get category names to be described in the graph

String getBalloonText Mouseover text to be shown and zoomed on the graphs

JSON getyaxis Yaxis and Xaxis coordinates in graph compliant format

INT getValueField Values for graph scales

class Class Model

LineGraph

- Align  :String
- BalloonText  :String
- Category  :String
- Title  :String

+ getCategory()  :void
+ getxaxis()  :void
+ getyaxis()  :void
+ setCategory()  :String

BarGraph

- balloonText  :String
- categoryAxis  :String
- categoryField  :String
- fontSize  :int

+ getcategoryID()  :void
+ getxaxis()  :void
+ getyaxis()  :void
+ setBalloonText()  :int

PieGraph

- balloonText  :String
- fontSize  :int
- valueField  :String

+ getCategory()  :void
+ getTitles()  :void
+ getValueField()  :void

Notifications

- clickflag  :int
- priority  :int
- readflag  :int
- title  :string

+ getnotifications()  :void
+ getReadcounter()()  :void
+ gettitle()  :void
+ updateReadCounter()  :void

class Class Model

LineGraph

- Align  :String
- BalloonText  :String
- Category  :String
- Title  :String

+ getCategory()  :void
+ getxaxis()  :void
+ getyaxis()  :void
+ setCategory()  :String

BarGraph

- balloonText  :String
- categoryAxis  :String
- categoryField  :String
- fontSize  :int

+ getcategoryID()  :void
+ getxaxis()  :void
+ getyaxis()  :void
+ setBalloonText()  :int

PieGraph

- balloonText  :String
- fontSize  :int
- valueField  :String

+ getCategory()  :void
+ getTitles()  :void
+ getValueField()  :void

Notifications

- clickflag  :int
- priority  :int
- readflag  :int
- title  :string

+ getnotifications()  :void
+ getReadcounter()()  :void
+ gettitle()  :void
+ updateReadCounter()  :void

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/Descriptive Analytics-Class Diagram 40
0

class Class Model

LineGraph

- Align  :String
- BalloonText  :String
- Category  :String
- Title  :String

+ getCategory()  :void
+ getxaxis()()  :void
+ getyaxis()()  :void
+ setCategory()  :String

BarGraph

- balloonText  :String
- categoryAxis  :String
- categoryField  :String
- fontSize  :int

+ getcategoryID()  :void
+ getxaxis()  :void
+ getyaxis()  :void
+ setBalloonText()  :int

PieGraph

- balloonText  :String
- fontSize  :int
- valueField  :String

+ getCategory()  :void
+ getTitles()  :void
+ getValueField()  :void

Notifications

- clickflag  :int
- priority  :int
- readflag  :int
- title  :string

+ getnotifications()  :void
+ getReadcounter()()  :void
+ gettitle()  :void
+ updateReadCounter()  :void

Activ ity

- activityID  :int
- duration  :int
- enddate  :date
- startdate  :date

+ calculateoverallActivity()  :void
+ getDailyActivity()  :void
+ getMonthlyActivity()  :void
+ getWeeklyActivity()  :void

Nutrition

- carbs  :int
- date  :date
- fats  :int
- foodid  :int
- protein  :int

+ getcarbs()  :void
+ getdate()  :void
+ getfat()  :void
+ getfoodtitle()  :void
+ getprotein()  :void

SNS

- enddate  :date
- startdate  :date

+ getenddate()  :void
+ getstartdate()()  :void

LLM

- violations  :int
- violationtext  :string
- violationtype  :string

+ getviolationdescription()  :void
+ getviolationtext()  :void
+ insertviolationfromLLM()  :void

Recommendations

- date  :date
- feedback  :string
- rectext  :string
- userid  :int

+ getfeedback()  :void
+ getreason()  :void
+ gettext()  :void

PostJson

- curlparameter  :string
- json  :string
- url  :string

+ getresponse()  :void
+ setjson()  :void
+ setparameters()  :void

GetJson

- curlparameter  :string
- url  :string

+ getresponse()  :void
+ setparameters()  :void

Advantages:
§ To develop flexible applications
§ To develop loosely coupled applications
§ To provide separation in

§ Input logic
§ Business logic
§ UI logic 

Model

Views

Controller

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/Open Source Code Plan 40
1

Next Phase: Function Identification, Code Refactoring and Designing

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/Descriptive Analytics in MMv3.0-Query Creation Interface 40
2

• Input
ü Life Log Data
ü Parameters (date, activity)

• Implementation Module
ü Data Query Manager
ü Query Library
ü SNS Interface

• Output 
ü Queried Activity Data
ü Queried Nutrition Data
ü SNS data

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/Descriptive Analytics in MMv3.0-Trend Analyzer 40
3

• Input
ü Transformed Life Log Data

• Implementation Module
ü Trend Analyzer
ü Visualization Enabler

• Output 
ü Clustered Data points
ü Data Analytic Facts
ü Graphs and Trends

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/MMv3.0 Descriptive Analytics 40
4

• Nutrition
- Management functionality of expert photo 

evaluation
- Must be able to view the food photo user uploaded
- Must be able to view user kcal based data

• diabetes
- Blood sugar level monitoring functionality 
(daily/weekly/monthly)
- Management functionality of user blood sugar level 
evaluation

• Water intake
- Must be able to monitor the water intake 

(daily/weekly/monthly)

GC Healthcare Requirements
MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat
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/MMv3.0 Descriptive Analytics 40
5

• Input
ü Life Log Data (Big Data) and 

clinical data

• Implementation Module
ü Trend Analyzer
ü Visualization Enabler
ü SNS Interface

• Output 
ü Clinical Trends
ü Water Intake
ü Wellness and Clinical Analytics

MM v3.0_SL_OpenSource_V0.1_20160906_Shujaat

/SL Timeline 40
6

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat
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/Library Function Identification 40
7

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat

getDailyActivity()
getWeeklyActivity()
getMonthlyActivity()
getOverallActivity()
getQueriedActivity()

Activity

getWeeklyHLC()
getMonthlyHLC()
getWeeklyEmotion()
getMonthlyEmotion()
getMonthlyLocation

High Level Context and 
Emotion,  Location

getRecommendation()
getFeedbackReason()
getFeedback()
getRecFeedbackbyUserID()

Recommendation/
Feedback

getAjaxBasedCategories()
generateDynamicGraph()
generateDynamicFacts()
userSearch()

Query Panel(s)

getSNSbyFoodType()
getTotalViolations()
getViolationbyUserID()
getPushNotifications()
SNSGateway()

LLM/SNS

calFoodFat()
getFoodProtein()
getFoodCarbs()
getPopularFood()

Nutrition

calAnalyticsActivity()
calAnalyticsLocation()
getWeeklyEmotion()
getMonthlyEmotion()

Graphs/Analytics

Total Public Functions:  <40
Total number of classes: <20

/Descriptive Analytics: MVC Design Pattern 40
8

• In an MVC framework, controllers manage and funnel 
data between the browser, models, and views.

• It allows for a faster development cycle.

• Plays well with Agile software development.

• The underlying code will change less often, resulting 
in a more stable site.

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat
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/Controller Package: Open Source Code Progress 40
9

class Class Model

Activ ityController

- activityID  :int
- duration  :int
- enddate  :date
- startdate  :date

+ calculateoverallActivity()  :void
+ getDailyActivity()  :void
+ getMonthlyActivity()  :void
+ getWeeklyActivity()  :void

NutritionController

- carbs  :int
- date  :date
- fats  :int
- foodid  :int
- protein  :int

+ getcarbs()  :void
+ getdate()  :void
+ getfat()  :void
+ getfoodtitle()  :void
+ getprotein()  :void

SNSController

- enddate  :date
- startdate  :date

+ getenddate()  :void
+ getstartdate()()  :void

LLMController

- violations  :int
- violationtext  :string
- violationtype  :string

+ getviolationdescription()  :void
+ getviolationtext()  :void
+ insertviolationfromLLM()  :void

RecommendationsController

- date  :date
- feedback  :string
- rectext  :string
- userid  :int

+ getfeedback()  :void
+ getreason()  :void
+ gettext()  :void

Class Description

Activity Controller Collection of Activity Functions

Type Method Description

Long calculateOverallActivity Calculate the overall activity (monthly, weekly, daily)

JSON getDailyActivity Calculate the daily activity hourly

JSON getWeeklyActivity Aggregate weekly/monthly activity 

JSON getQueriedActivity Calculate specific activity based on defined range of dates

Package Name: Activity and Nutrition

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat

/Controller Package: Open Source Code Progress 41
0

class Class Model

Activ ityController

- activityID  :int
- duration  :int
- enddate  :date
- startdate  :date

+ calculateoverallActivity()  :void
+ getDailyActivity()  :void
+ getMonthlyActivity()  :void
+ getWeeklyActivity()  :void

NutritionController

- carbs  :int
- date  :date
- fats  :int
- foodid  :int
- protein  :int

+ getcarbs()  :void
+ getdate()  :void
+ getfat()  :void
+ getfoodtitle()  :void
+ getprotein()  :void

SNSController

- enddate  :date
- startdate  :date

+ getenddate()  :void
+ getstartdate()()  :void

LLMController

- violations  :int
- violationtext  :string
- violationtype  :string

+ getviolationdescription()  :void
+ getviolationtext()  :void
+ insertviolationfromLLM()  :void

RecommendationsController

- date  :date
- feedback  :string
- rectext  :string
- userid  :int

+ getfeedback()  :void
+ getreason()  :void
+ gettext()  :void

Package Name: Activity and Nutrition

Class Description

Nutrition Controller Collection of Nutrition Functions

Type Method Description

Integer getTotalProtein() Calculate weekly /monthly protein consumption

String[] getMostConsumedFood() Calculate weekly /monthly most consumed food

Integer getTotalCarbs() Calculate weekly /monthly carbohydrates consumption

Integer getTotalFats() Calculate weekly /monthly fat consumption

JSON getConsumedFoodbyDate() Calculate weekly /monthly consumption of all users

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat
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/Code Refactoring: Exception Handling

• Goal is to produce somewhat consistent error messages in case of a abnormal 
behavior

1. WrongTypeException
• This occurs when JSON is passed or used as an array. Data structure is an incorrect type

2. MYSQL database connect
• This occurred in case of push notifications when connecting with MYSQL database

3. Timeout Exception
• In case of big data query this occurs. It is triggered after 60 seconds of the request with no reply.

4. Server down/ Empty Data
• This was written when no data is returned.

41
1

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat

/Code Refactoring: Comments

• The goal is to remove unnecessary comments and whitespaces

• It is necessary to improve the cleanliness of the overall code for 
better understanding

• There are many comments for understanding while coding at 
that moment.

• Some are obsolete and unnecessary as the code has changed.
• 25% of all the code comments are completed.

41
2

MM v3.0_SL_OpenSource_V0.2_20161007_Shujaat
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/Case Base Authoring 41
3

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
DatabaseHDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

Data Integration

Case Base Authoring
Rendering 

Environment
Data 

Transformation

/Open Source Code Plan 41
4

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat
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/Open Source Code Plan 41
5

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat

/Library Function Identification 41
6

MM v3.0_SL_OpenSource_V0.2_20161022_Shujaat

getDailyActivity()
getWeeklyActivity()
getMonthlyActivity()
getOverallActivity()
getQueriedActivity()

Activity

getWeeklyHLC()
getMonthlyHLC()
getWeeklyEmotion()
getMonthlyEmotion()
getMonthlyLocation

High Level Context and 
Emotion,  Location

getRecommendation()
getFeedbackReason()
getFeedback()
getRecFeedbackbyUserID()

Recommendation/
Feedback

getAjaxBasedCategories()
generateDynamicGraph()
generateDynamicFacts()
userSearch()

Query Panel(s)

getSNSbyFoodType()
getTotalViolations()
getViolationbyUserID()
getPushNotifications()
SNSGateway()

LLM/SNS

calFoodFat()
getFoodProtein()
getFoodCarbs()
getPopularFood()

Nutrition

calAnalyticsActivity()
calAnalyticsLocation()
getWeeklyEmotion()
getMonthlyEmotion()

Graphs/Analytics

Total Public Functions:  <40
Total number of classes: <20
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/Individual User Class Diagram 41
7

class Updated Class

User

- userID  :int
- userTitle  :String

+ getUserDetails(String)  :List

userRecommendation

- Date  :datetime
- feedbackText  :String
- recID  :int
- recReason  :String
- recText  :String

+ getRecommendation(userID,startDate,endDate)()  :List

userActiv ity

- activityID  :int
- activityTitle  :String
- endDate  :datetime
- startDate  :datetime
- userID  :int

+ getActivitybyDays(days,startDate)()  :List
+ getActivityDuration(activityID)()  :List
+ getDailyActivity(startDate)()  :List

userLocation

- locationDate  :DateTime
- locationDuration  :int
- locationID  :int
- locationTitle  :String

+ getLocationByDays(days,startDate)()  :List
+ getLocationDuration(startTime,EndTime)()  :List

userEmotions

- emotion  :String
- emotionDate  :datetime
- emotionID  :int

+ getEmotions(days)()  :List

userNutritions

- carbCount  :int
- days  :int
- fatCount  :int
- foodCount  :int
- foodTitle  :String
- proteinCount  :int
- startDate  :datetime

+ getCarbCount(List)()  :int
+ getFatCount(List)()  :int
+ getFoodCountByDays(days,startdate)()  :List
+ getProteinCount(List)()  :int

userHLC

- hlcDuration  :int
- hlcTitle  :String
- startDate  :datetime

+ getHLCByDate(startDate)()  :List
+ getHLCDuration(List)()  :int

userFeedback

- activityTitle  :String
- Sentiment  :boolean
- sentimentCount  :int

+ getActivityID()()  :int
+ getactivitySentiment(activityID)()  :List

1:*

1:*

A user has one to many relationship with activities, context, HLC, emotions 
and location

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat

/Descriptive Analytics: MVC Design Pattern 41
8

• In an MVC framework, controllers manage and funnel 
data between the browser, models, and views.

• It allows for a faster development cycle.

• Plays well with Agile software development.

• The underlying code will change less often, resulting 
in a more stable site.

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat

425



210

/Design Patterns: MVC 41
9

Dashboard Code

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat

§ Activity Dashboard 
§ Users’ Activities
§ Users’ Locations
§ Users’ Nutrition
§ Users’ LLM
§ Users’ General Statistics

/Design Patterns: MVC 42
0

§ Activity Dashboard 
§ Users’ Activities
§ Users’ Locations
§ Users’ Nutrition
§ Users’ LLM
§ Users’ General Statistics

Dashboard Coverage

dashboardClass

dashboardController

dashboardActivityModel dashboardActivityView

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat
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/Code Refactoring 42
1

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat

• Global Variables
• Structural Programming
• No comments what the 

code is doing

• Proper Comments and 
function

• Classes and object oriented 
approach

/Advantages and Lessons Learned 42
2

MM v3.0_SL_OpenSource_V0.3_20161202_Shujaat

q Significantly faster execution time
q Precise and reliable
q Better code understandability
q Code more reusable for different objectives

Advantages 
q Reusability enhances efficiency
q Crash probability decreased
q Easy Debugging and testing

Lessons Learned
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Mining Minds

Third Party Open Source Libraries 

Shujaat Hussain
KHU

Descriptive 
Analytics

/Descriptive Analytics 42
4

jQuery: JavaScript Library

• QUnit: A JavaScript Unit 
Testing framework.

• PHPUnit – The PHP Testing 
Framework

Amcharts: JavaScript / 
HTML5 charts

Bootstrap: Front End 
Framework

428
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/API Detail 42
5

Library Purpose License
Jquery • Fast, small, and feature-rich JavaScript library. 

• HTML document traversal and manipulation, event 
handling, animation, and Ajax much simpler with an 
easy-to-use API that works across a multitude of 
browsers. 

MIT License
http://www.opensource.org/licenses/mit-
license.php

Amcharts • JavaScript / HTML5 charts and maps data-viz libraries 
for web sites and applications. 

• Fast and responsive.

Single website license
http://www.amcharts.com/online-store/licenses-
explained

Bootstrap • Bootstrap, a sleek, intuitive, and powerful mobile first 
front-end framework for faster and easier web 
development.

MIT License
http://www.opensource.org/licenses/mit-
license.php

Qunit • QUnit is a JavaScript unit testing framework for
testing jQuery, jQuery UI and jQuery Mobile,

• It is a generic framework to test any JavaScript code.

MIT License
http://www.opensource.org/licenses/mit-
license.php

PHPUnit • PHPUnit is a programmer-oriented testing framework 
for PHP.

Creative Commons license
https://creativecommons.org/licenses/by/3.0/

/Licenses comparison 42
6

Library Commercial 
User

Modify Distribute Sublicense Private use Use Patent 
claims

MIT License (Expat)

Creative Commons license Public Domain Public Domain Public Domain Public Domain

Single website license

https://en.wikipedia.org/wiki/Comparison_of_free_and_open-source_software_licenses
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Section 4 

Mining Minds Version 3.0 
Service Scenario  

Requirement Analysis 
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MM v3.0 Service Scenario
MM V3.0 Service Scenario 

Requirement Analysis

/MM v3.0 Proposed Service Scenario 2

Input Devices

Wearable

External

Input Sensors Information Services Type Detail Services

Inertial Sensor

Audio

Images

GPS, Glucose, Manual Input

Questionnaire
Physical Activities

Emotions

Location

Food Intakes (Calories )

High-Level Contexts

Warm Services

Cold Services

Monitoring & 
Analytics

Feedback Service

Decision
Support

Context based Service

Personalized
Recommend
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/MM v3.0 – Warm Services 3

Supporting
Layer Data Curation

Big data 
Storage

Lifelog Data 
synchronization Intermediate 

Database

High Cholesterol

Expert Feedback to User

Sedentary Behavior 

Mining Minds Platform

Visualization 

UI/UX 

Knowledge 
Authoring Tool

Light food with good fiber amount is recommended
for your health in dinner, as you have taken
cholesterol enriched food in lunch and try to have 20
min brisk walk as you remained sedentary whole day.

Additional Manual Input

Eat low carbohydrate food

Walk around for 30 min

Jog for 30min

Eat Fruits
Submit

Decision SupportHow about Jaehun’s Activities
amount?

Put information about his lunch?

MiddleHigh low

Sodium intake
MiddleHigh low

Sugar Intake
MiddleHigh low

/MM v3.0 – Cold Services 4

Context Based Services Personalized ServicesFeedback Services

Current 
Location

Famous Walking Course

Context Status: Commuting

Location Seoul Mapogu

Path Hapjung -> Han river

Distance 9km

Time 3 hours

Level Easy

Try Later

How about eat this food 
for dessert?

Okay No

Why don’t eat Nuts? 
What is the reason?

Allergy

Dislike

I already ate

Eat Grain

Allergy
Dislike

like
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/MM v3.0 – Service Process 5

Your Health Status is Red Light!
You need to improve your food intake 

habit and Activities in your life

Registration
1

2

3 4

You are doing well. But I think If you 
improve food intakes habit more, you 

can reach green light!

Daily General Cold Service

Questionnaire 

0 Week 1~4 Week

Methodology: 4weeks lifelog data + 
Questionnaire Data

Education

1~4 Week

4~8 Weeks

Methodology: 4weeks Mission 
Completion + Expert Weekly 

Evaluation

Weekly Warm Service

4~8 Weeks

Your Life habits is perfectly changed to 
healthy. Thanks you for using the 

services.

Methodology: Check Changing 
Habit + Expert Evaluation

8~11 Weeks 8~11 Weeks

Personalized Cold Service Personalized Warm Service
Monitoring Habits

(No Recommendation)

11~12 Weeks

/Service Scenario AS-IS TO-BE 6

Service Type MM v2.5 MM v3.0

Duration Daily 12 weeks

Physical Activity Walking for 20 min Walking 20min in the Young Tong Park

Nutrition Eat low Sodium Food Eat Bibimbab (500kcal)

Feedback Feedback for service Satisfaction Feedback user prefer and suspected 
Disease

Trendy Service SNS based services Same

Warm Services Check user life-log with statistical 
factor

Check Auto generated 
recommendation list (Decision Support)
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MM

Exercising Movies List/ Food Recipe Movies List (Number of contents is 1 to 15)
Provision Service contents based on Expert Recommendation with a priority

“Dol Ggae Tang” 
which is best healthy 

food at the Spring

조리 동영상

Apple Hip
Exercising

운동 동영상 운동 동영상

Shoulder Exercising 
with a band

Do you like this content? 

Like!     / Dislike!    
Do you like this content? 

Like!     / Dislike!    

Thank you for your response.

We are going to make better 

contents for best service.

Thank you for your response.

We are going to make better 

contents for best service.

피드백

Do you like this content? 

Like!     / Dislike!    

Contents satisfaction distribution 

with gender, ages, living location, 

disease level from feedback result

Priority based provision of contents 

and utilizing for creation of new 

service contents

7

Food picture 
shoring

Food picture 
shoring

Food intakes photo sharing with user to user

Each user put the score about the food photo

à Confirm the best food photo from expert and then make new contents

Ex: Healthy food Top 10 with user evaluation in last month

Healthy 
Status

Monthly Helathy Food 
Menu Top 10

Picture

Picture

Picture

Picture

8
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Health Status

Weather 
Service 
Center

MM

Personal Information 
(Disease)

Diabetes, Now using blood 
sugar management 

service

The First step for 
diabetes complication

“Prevention of influenza”

The Influenza is disease
which is the most
occurredd at the winter.
The debates patients can
catch influenza easily,
because they have week
weak resistance. In this
case, If the patients
decrease amount of meals
due to losing appetite,
blood sugar value is also
decrease. But If patients
have heavy influenza,
blood sugar value is
increased rapidly.

Provision of Contents

Health Status

The first step is 
“prevention of 
Influenza” for 

diabetes complication

Confirm service
contents 

satisfaction

Do you like this content? 

Like!

Do you want to see does 

kinds of contents again?

Do you dislike this 

contents?

We will provide another

contents in later

Health Status

Provision of Contents

Suwon
Jan 24th Friday 

6:35 AM
-10℃

Please wear thick 
clothes, cause today’s 
weather is too cold!

Today weather also is too 

cold. Therefore please care 

your blood sugar value!

Decision of contents with personalized priority based on user satisfaction

Context Awareness 
(Calories Consumption)
When user achieved to 
Walk over 5min at first 

time in daily
Check your health

Weather Information
Fine dust, Snow, Rain Etc.

Location Information

9

GCHealth Care Service Scenario

MMV3.0

Physical Activity & 
Nutrition 
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Nutritional Management Scenario

User’s Status 
Assessment

Nutrition 
Diagnosis

Nutrition 
Interventions

Nutrition 
Monitoring

Evaluation 
w/ ongoing 
Follow-up

Evaluate 
Outcomes

Modify 
Interventions

11

Registration Stage – Register and Data Gathering

<Client Information>
• Client Name
• Date of Birth
• Gender

• User ID (account code)
• Nickname
• Password
• Linked SNS (e.g. the FACEBOOK ID, S-HEALTH ID)

<Registration>

<Somatology>
• Height
• Weight
• Somatotype of Body

<Medical History on Lifestyle Diseases>
• Diabetes  (if checked, additional input form presented)
• Hypertension (additional form)
• Dyslipidemia (additional form)

General user registration/authorization modules
User Registration 

Form
User Registration 

Form

<Contact>
• Contact Number(Mobile)
• Address
• e-mail

User’s Profile
Check-up

User’s Profile
Check-up

CONTACT NUMBER UID.Phone.Mobile
ADDRESS: UID.Address.Home
E-MAIL: UID.Email

NAME: UID.Name
Date of Birth: UID.Date_of_Birth
Gender: UID.Sex

Height: UID.Height
Weight: UID.Weight
Somatotype: UID.Somatotype

Diagnosed Diseased &MedicalStatus.Diabetes.Diagnosed
&MedicalStatus.Hypertension.Diagnosed
&MedicalStauts.Dyslipidemia.Diagnosed

Medical Check-up DataMedicalStatus.Data.FAST
MedicalStatus.Data.OGTT50
MedicalStatus.Data.HbA1c
MedicalStatus.Data.DBP
MedicalStatus.Data.SBP
MedicalStatus.Data.TC
MedicalStatus.Data.HDLC
MedicalStatus.Data.LDLC
MedicalStatus.Data.TG

12
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Question: What is your body type? Choose most similar type in the pictures.
Choices:

<Somatotype Assessment>

Data:
UID Field Name Date & Time of 

Assessment Toolset Data Unit Certified by

#### UID.Height yyyyMMddHHmmss {UserInput} Integer cm USER

#### UID.Weight yyyyMMddHHmmss {UserInput, DeviceID} ###.# kg USER

#### UID.Somatotype yyyyMMddHHmmss {UserChoice, ST_msr01, ST_msr02, …}

{Ectomorph, 
Endomorph, 
Mesomorph;

NULL}

N/A USER

#### UID.BMI yyyyMMddHHmmss {Rule.Index.BMI} ##.# kg/m^2 SYSTEM

Rule.Index.BMI
input: UID.Height.Current_date, UID.Weight.Current_date
output: UID.BMI = UID.Weight.Current_date/(UID.Height.Current_date*UID.Height.Current_date)

13

Question: Have you ever been diagnosed with 
any of following diseases or conditions?

<Medical History Assessment>

Data:
UID Field Name Date & Time of 

Assessment Toolset Data Unit Certified by

#### MedicalStatus.Diabetes.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStatus.Hypertension.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStauts.Dyslipidemia.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStatus.Data.FAST yyyyMMddHHmmss {UserInput, DeviceID} Integer mg/dL USER

#### MedicalStatus.Data.OGTT50 yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.HbA1c yyyyMMddHHmmss {UserInput}
##.#
##.#

Integer

%
mmol/mol

mg/dL
USER

#### MedicalStatus.Data.DBP yyyyMMddHHmmss {UserInput, DeviceID} Integer mmHg USER

#### MedicalStatus.Data.SBP yyyyMMddHHmmss {UserInput, DeviceID} Integer mmHg USER

#### MedicalStatus.Data.TC yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.HDLC yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.LDLC yyyyMMddHHmmss {UserInput} ###.# mg/dL USER

#### MedicalStatus.Data.TG yyyyMMddHHmmss {UserInput} Integer mg/dL USER

□ Diabetes or prediabetes
□ Hypertension or Prehypertension
□ Dyslipidemia

If the boxes are checked, present additional questions.

ü Diabetes or prediabetes
• Input your recent FAST test result :  (           ) mg/dL □ Don’t Know
• OGTT 50g test result :  (           ) mg/dL □ Don’t Know
• HbA1c :  (            ) %    or   (          ) mmol/mol □ Don’t Know

ü Hypertension or Prehypertension
• Recent measure of Blood Pressure :  Systolic (    )mmHg,   Diastolic  (     )mmHg

ü Dyslipidemia
• Recent measure of Total Cholesterol :  (           ) mg/dL
• Recent measure of HDL Cholesterol :  (           ) mg/dL
• Recent measure of LDL Cholesterol :  (           ) mg/dL
• Recent measure of Triglyceride:  (           ) mg/dL

14
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Registration Stage – Register and Data Gathering

• Eating Regularity
• Food Group Balance
• Whole Grain Uptakes
• Protein Uptakes
• Vegetable Uptakes
• Fruits Uptakes
• Dairy Uptakes
• Red Meat Uptakes
• Sodium Uptakes 
• Added Sugar Uptakes

<Questionnaire: Dietary Habits> Selected dietary habit assessment tools
(ex, GCH’s Questionnaire)

1. During the last month, how regularly do you eat?
2. Do you enjoy a wide variety of nutritious foods from the five groups 
every day?
3. When you eat cooked-rice, do you usually eat cooked-rice with multi-
grains?
4. Do you usually take protein foods* in every servings?
5. Do you usually eat vegetables in every servings?
6. Do you usually eat fruits every day?
7. Do you usually dairy foods every day?
8. Do you usually eat red meat or high fat meat more than twice a week?
9. Do you usually take salty side dishes everyday?
10. Do you usually eat snacks or beverages with added sugars every day?

Dietary Habits 
Questionnaire
Dietary Habits 
Questionnaire

<Dietary Habits Data (in User’s Profile DB)>
Eating Regularity: DietaryHabits.EP.Regularity (1pt ~ 5pt)
Food Group Balance: DietaryHabits.EP.FGBalance (1pt ~ 5pt)
Whole Grain Uptakes: DietaryHabits.NT.WGUtk (1pt ~ 5pt)
Protein Uptakes: DietaryHabits.NT.PtUtk (1pt ~ 5pt)
Vegetable Uptakes: DietaryHabits.NT.VgUtk (1pt ~ 5pt)
Fruits Uptakes: DietaryHabits.NT.FtUtk (1pt ~ 5pt)
Dairy Uptakes: DietaryHabits.NT.DyUtk (1pt ~ 5pt)
Red Meat Uptakes: DietaryHabits.NT.RMUtk (1pt ~ 5pt)
Sodium Uptakes: DietaryHabits.NT.NaUtk (1pt ~ 5pt)
Added Sugar Uptakes: DietaryHabits.NT.SgUtk (1pt ~ 5pt)

Generate Initial 
Values for User 

Profile

Generate Initial 
Values for User 

Profile

15

<Lifestyle Questionnaire – Dietary Habits> CALL: GCH-DietPic-QN-DH-v001 questionnaire modules

During the last month, how regularly (eat three times a day) do you eat? 

Q1. Eat Regularity (DietaryHabits.EP.Regularity)

Q2. Food Group Balance (DietaryHabits.EP.FGBalance)

□ Almost Always □ Sometimes □ Seldom/Never 

Do you enjoy a wide variety of nutritious foods from the five groups every 
day? (the five groups: fruits, vegetables, grains, protein foods, and dairy)
□ Almost Always □ Sometimes □ Seldom/Never 

Q3. Whole Grain Uptakes (DietaryHabits.NT.WGUtk)

When you eat cooked-rice, do you usually eat cooked-rice with multi-grains?
□ Almost Always □ Sometimes □ Seldom/Never 

Q4. Protein Uptakes (DietaryHabits.NT.PtUtk)

Do you usually take protein foods* in every servings?   * Lean Meat 
(except red meat and high fat meat), Poultry, Fish and seafood, Eggs, 
Nuts and Seeds, Legumes/Beans
□ Almost Always □ Sometimes □ Seldom/Never 

Q5. Vegetables Uptakes (DietaryHabits.NT.VgUtk)

Do you usually eat vegetables in every servings?
□ Almost Always □ Sometimes □ Seldom/Never 

Do you usually eat fruits everyday?

Q6. Fruit Uptakes (DietaryHabits.NT.FtUtk)

Q7. Dairy Uptakes (DietaryHabits.NT.DyUtk)

□ Almost Always □ Sometimes □ Seldom/Never 

Do you usually dairy foods everyday?

□ Almost Always □ Sometimes □ Seldom/Never 

Q8. Red Meat Uptakes (DietaryHabits.NT.RMUtk)

Do you usually eat red meat or high fat meat more than twice a week?
□ Almost Always □ Sometimes □ Seldom/Never 

Q9. Sodium Uptakes (DietaryHabits.NT.NaUtk)

Do you usually take salty side dishes everyday?

□ Almost Always □ Sometimes □ Seldom/Never 

Q10. Added Sugar Uptakes (DietaryHabits.NT.SgUtk)

Do you usually eat snacks or beverages with added sugars every day?
□ Almost Always □ Sometimes □ Seldom/Never 16
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GCH-DietPic-QN-DH-v001 questionnaire modules

No Classification Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure Exa
mple (Ans to Ref. Question)

1 Dietary Habits 
Screening

Eating Pattern Eating Regularity DQ_EP.Regularity 5-Scale Points Positive LOW During the last month, how regularly do you eat?
(Eat three times a day)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

2 Dietary Habits 
Screening

Eating Pattern Food Group Balance DQ_EP.FGBalance 5-Scale Points Positive LOW Do you enjoy a wide variety of nutritious foods from the five gr
oups every day?
(the five groups: fruits, vegetables, grains, protein foods, and da
iry)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

3 Dietary Habits 
Screening

Nutrient Whole Grain Uptakes DQ_NT.WGUtk 5-Scale Points Positive LOW When you eat cooked-rice, do you usually eat cooked-rice with 
multi-grains?

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

4 Dietary Habits 
Screening

Nutrient Protein Uptakes DQ_NT.PtUtk 5-Scale Points Positive LOW Do you usually take protein foods* in every servings?
* Lean Meat (except red meat and high fat meat), Poultry, Fish 
and seafood, Eggs, Nuts and Seeds, Legumens/Beans

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

5 Dietary Habits 
Screening

Nutrient Vegetables Uptakes DQ_NT.VgUtk 5-Scale Points Positive LOW Do you usually eat vegetables in every servings? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

6 Dietary Habits 
Screening

Nutrient Fruits Uptakes DQ_NT.FtUtk 5-Scale Points Positive LOW Do you usually eat fruits every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

7 Dietary Habits 
Screening

Nutrient Dairy Uptakes DQ_NT.DyUtk 5-Scale Points Positive LOW Do you usually dairy foods every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

8 Dietary Habits 
Screening

Nutrient Red Meat Uptakes DQ_NT.RMUtk 5-Scale Points Positive HIGH Do you usually eat red meat or high fat meat more than twice 
a week?

Almost Always (1)
Sometimes (3)
Seldom/Never (5)

9 Dietary Habits 
Screening

Nutrient Sodium Uptakes DQ_NT.NaUtk 5-Scale Points Positive HIGH Do you usually take salty side dishes everyday? Almost Always (1)
Sometimes (3)
Seldom/Never (5)

10 Dietary Habits 
Screening

Nutrient Added Sugar Uptakes DQ_NT.SgUtk 5-Scale Points Positive HIGH Do you usually eat snacks or beverages with added sugars ever
y day?

Almost Always (1)
Sometimes (3)
Seldom/Never (5)

17

Dietary Habits Assessment 

18
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No Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure
Example (Ans to Ref. Question)

1 Dietary Habits
Screening

Eating Pattern Eating Regularity DQ_EP.Regularit
y

5-Scale Points Positive LOW During the last month, how regularly do you eat?
(Eat three times a day)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

2 Dietary Habits
Screening

Eating Pattern Food Group Balance DQ_EP.FGBalanc
e

5-Scale Points Positive LOW Do you enjoy a wide variety of nutritious foods from the five groups
every day?
(the five groups: fruits, vegetables, grains, protein foods, and dairy)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

3 Dietary Habits
Screening

Nutrient Whole Grain Uptakes DQ_NT.WGUtk 5-Scale Points Positive LOW When you eat cooked-rice, do you usually eat cooked-rice with
multi-grains?

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

4 Dietary Habits
Screening

Nutrient Protein Uptakes DQ_NT.PtUtk 5-Scale Points Positive LOW Do you usually take protein foods* in every servings?
* Lean Meat (except red meat and high fat meat), Poultry, Fish and
seafood, Eggs, Nuts and Seeds, Legumens/Beans

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

5 Dietary Habits
Screening

Nutrient Vegetables Uptakes DQ_NT.VgUtk 5-Scale Points Positive LOW Do you usually eat vegetables in every servings? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

6 Dietary Habits
Screening

Nutrient Fruits Uptakes DQ_NT.FtUtk 5-Scale Points Positive LOW Do you usually eat fruits every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

7 Dietary Habits
Screening

Nutrient Dairy Uptakes DQ_NT.DyUtk 5-Scale Points Positive LOW Do you usually dairy foods every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

8 Dietary Habits
Screening

Nutrient Red Meat Uptakes DQ_NT.RMUtk 5-Scale Points Positive HIGH Do you usually eat red meat or high fat meat more than twice a
week?

Almost Always (1)
Sometimes (3)
Seldom/Never (5)

9 Dietary Habits
Screening

Nutrient Sodium Uptakes DQ_NT.NaUtk 5-Scale Points Positive HIGH Do you usually take salty side dishes everyday? Almost Always (1)
Sometimes (3)
Seldom/Never (5)

10 Dietary Habits
Screening

Nutrient Added Sugar Uptakes DQ_NT.SgUtk 5-Scale Points Positive HIGH Do you usually eat snacks or beverages with added sugars every
day?

Almost Always (1)
Sometimes (3)
Seldom/Never (5)

Classification

the initial valuesDietary Habits
Assessment

Regular 
Eating
Eating 
Pattern

Balanced 
Eating

Calories

Limits
Nutrient:Proper

Healthy Eating 
Habits

Nutrient:Limits

Regularity
Food Group 

Balance
Amount Source

Dietary QuestionnaireDietary Questionnaire

• DietaryHabits.EP.Regularity • DietaryHabits.EP.FGBalance

• DietaryHabits.NT.WGUtk
• DietaryHabits.NT.PtUtk
• DietaryHabits.NT.VgUtk
• DietaryHabits.NT.FtUtk
• DietaryHabits.NT.DyUtk
… to be added

• DietaryHabits.NT.RMUtk
• DietaryHabits.NT.NaUtk
• DietaryHabits.NT.SgUtk
… to be added T.B.D. T.B.D.

19
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Field Name Measure Code Date/Time SCORE Conversion Formula Stored Measure Counts Current Certified by
DietaryHabits.EP.Regularity GCH-Q.001 170315:1430 1 NAN 1 1 System
DietaryHabits.EP.Regularity GCH-WS.001 170430:1730 2.3 NAN 2.3 1 * E13123

Dietary Habits
Assessment Service Registration

Questionnaire: Dietary 
Habits

Display check-up form for health status and lifestyle pattern

Dietary Habits Questionnaire Interface

Generate User’s Profile 
– Dietary Habits

Check-up
Health Status 

&
Lifestyle Pattern

[NEXT]

Dietary Habits 
Check

1. How regularly
do you eat?

□ Almost Always
□ Sometimes
□ Seldom/Never

2. Do you enjoy a
wide variety of 
… ?

No Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure
Example (Ans to Ref. Question)

1 Dietary Habits
Screening

Eating Pattern Eating Regularity DQ_EP.Regularity 5-Scale Points Positive LOW During the last month, how regularly do you
eat?
(Eat three times a day)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

Classification

DQ_EP.Regularity = 1

Intermediate DB
for questionnaire

User’s Profile DB

GCH-Q.001: GCH's User Registration Questionnaire - Nutrition)

GCH-WS.001: GCH’s Warm Service – DietPic Expert evaluation on Eating Pattern

Service Run-time
Updates

User’s Profile DB initial value creation

DietaryHabits.EP.Regularity

Assessment during 
service

User’s Profile DB updates

DietPic Mid-term
Questn.

Services/
Algorithm/

Logic

Services/
Algorithm/

Logic

Retrieve “Current” value for the Field on request

Service Stage – Update User’s Data

21

Physical Activity Management Scenario

User’s Status 
Assessment PA Diagnosis PA Interventions PA Monitoring

Evaluation 
w/ ongoing 
Follow-up

Evaluate 
Outcomes

Modify 
Interventions

22
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<Lifestyle Questionnaire – PA & Exercise Habits> CALL: GCH-DietPic-QN-PA-v001 questionnaire modules

No Classification Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure E
xample (Ans to Ref. Question)

Questionnaire routine/Comme
nts

1 PA-Exercise 
Screening

Regular Exercise: General Performing Exercise 
Regularly

DQ_RE.REPf YES/NO Positive HIGH Do you currently perform regular, intended ex
ercise?

1=Yes
0=No

If DQ_+K2:K11RE.REPf=0, skip 
#2~#5 questions (go to #6 qu
estion)

2 PA-Exercise 
Screening

Regular Exercise: Status Exercise Frequency DQ_RE.EF YES/NO Positive HIGH Do you currently perform exercise more than 
3 to 5 times per week regularly?

1=Yes
0=No

3 PA-Exercise 
Screening

Regular Exercise: Status Exercise Duration pe
r unit session

DQ_RE.Dur_ssn 5-scale pts
(conversion)

Positive HIGH How long do you exericse at each session? 2=More than 1 hour
1=More than 30 minutes
0=Less than 20 minutes

4 PA-Exercise 
Screening

Regular Exercise: Status Exercise Intensity pe
r each session in ave
rage

DQ_RE.Int_ssn 5-scale pts
(conversion)

Positvie HIGH How's the intensity level of exercise normaly a
t each session?

2=Vigorous
1=Moderate
0=Light

5 PA-Exercise 
Screening

Regular Exercise: Status Performing pre, post 
exercise or daily stre
tching

DQ_RE.StrPf YES/NO Positive HIGH Do you perform stretching normaly before/aft
er exercise or in daily life regularly?

1=Yes
0=No

End of Questionnaire for the u
ser with DQ_RE.REPf=1

6 PA-Exercise 
Screening

Regular Exercise: General Experience performi
ng regular exercise

DQ_RE.REExp YES/NO Positive HIGH Do you have an experience performing regula
r exercise?

1=Yes
0=No

Begin Questionnaire subroutin
e for the user with DQ_RE.REP
f=0

7 PA-Exercise 
Screening

Regular Exercise: General Existence of restricti
ons on performing e
xercise

DQ_RE.Rstr YES/NO Positive LOW Are there any restrictions on starting exercise, 
even though you are willing to do?

1=Yes
0=No

If DQ_RE.Rstr=0, skip #7 quest
ion (go to #8 question)

8 PA-Exercise 
Screening

Regular Exercise: General Reason of restriction
s on performing exe
ricse

DQ_RE.RstrRsn N/A NEUTRAL If you have any restrictions on starting exercis
e, why?

3=Lack of time or space
2=Feel pains or sick
1=Do not want to exercise alo
ne
0=Don't know how to

9 PA-Exercise 
Screening

Regular Exercise: General Objective of ExerciseDQ_RE.ObjEx N/A NEUTRAL What is your objective of exercise? 2=for Diet
1=for Leisure
0=for Health

10 PA-Exercise 
Screening

Regular Exercise: General Willingness on perfo
rming exercise

DQ_RE.WnEx YES/NO Positive HIGH Are you willing to start regular exercise? 1=Yes
0=No

End of Questionnaire for the u
ser with DQ_RE.REPf=0

11 PA-Exercise 
Screening

PA Level: PA Related Lifest
yle

Daily Walking Time DQ_PA.WkTime YES/NO Positive HIGH Do you usually walk more than 10 minutes on 
a daily basis?

1=Yes
0=No

12 PA-Exercise 
Screening

PA Level: Amount Lifetime Movement 
Pattern

DQ_PA.LMP YES/NO Positive HIGH Do you prefer exercise or working by moving 
your body?

1=Yes
0=No

.13 PA-Exercise 
Screening

PA Level: PA Related Lifest
yle

Sedentary Lifestyle DQ_PA.Sdty YES/NO Positive LOW Do you spend more time standing or moving 
your body rather than sitting?

1=No
0=Yes

14 PA-Exercise 
Screening

PA Level: PA Related Lifest
yle

Prefer Walking DQ_PA.PW YES/NO Positive HIGH Do you prefer walking short distance rather th
an ride?

1=Yes
0=No 23

Registration Stage – Register and Data Gathering

• Performing Exercise Regularly
• Exercise Frequency
• Exercise Duration per unit session
• Exercise Intensity per each session in average
• Performing pre, post exercise or daily stretching
• Experience performing regular exercise
• Existence of restrictions on performing exercise
• Reason of restrictions on performing exercise
• Objective of Exercise
• Willingness on performing exercise
• Daily Walking Time
• Lifetime Movement Pattern - Prefer Active Lifestyle 
• Sedentary Lifestyle
• Prefer Walking

<Questionnaire: Physical Activity Habits> Selected physical activity and exercise habit assessment tools
(ex, GCH’s Questionnaire)

1. Do you currently perform regular, intended exercise?
2. Do you currently perform exercise more than 3 to 5 times per week 

regularly?
3. How long do you exercise at each session?
4. How's the intensity level of exercise normally at each session?
5. Do you perform stretching normally before/after exercise or in daily 

life regularly?
6. Do you have an experience performing regular exercise?
7. Are there any restrictions on starting exercise, even though you are 

willing to do?
8. If you have any restrictions on starting exercise, why?
9. What is your objective of exercise?
10. Are you willing to start regular exercise? 
11. Do you usually walk more than 10 minutes on a daily basis?
12. Do you prefer exercise or working by moving your body?
13. Do you spend more time standing or moving your body rather than 

sitting?
14. Do you prefer walking short distance rather than ride?

Physical Activity 
and Exercise 

Habits 
Questionnaire

Physical Activity 
and Exercise 

Habits 
Questionnaire

<PA & Exercise Habits Data (in User’s Profile DB)>
Exercise Regularity: PAHabits.RE.REPf (0 or 1)
Exercise Frequency: PAHabits.RE.EF (0 or 1)
Exercise Duration: PAHabits.RE.Dur_ssn (5 scale pts)
Exercise Intensity: PAHabits.RE.Int_ssn (5 scale pts)
Stretching: PAHabits.RE.StrPf (0 or 1)
Experience on regular exercise: PAHabits.RE.REExp (0 or 1)
Restrictions on Exercise: PAHabits.RE.Rstr (0 or 1)
Source of Restrictions: PAHabits.RE.RstrRsn
Objective of Exercise: PAHabits.RE.ObjEx
Willingness exercise: PAHabits.RE.WnEx (0 or 1)
Daily Walking Time: PAHabits.PA.WkTime (0 or 1)
Prefer Active Lifestyle: PAHabits.PA.LMP (0 or 1)
Sedentary Lifestyle: PAHabits.PA.Sdty (0 or 1)
Prefer Walking: PAHabits.PA.PW (0 or 1)

Generate Initial 
Values for User 

Profile

Generate Initial 
Values for User 

Profile

24
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the initial valuesPhysical Activity
Assessment

PA Level
Regular
Exercise

PA-related 
Lifestyle

Amount

Exercise QuestionnaireExercise Questionnaire

Status

Amount Methods

General
Assessment

Frequency
• PAHabits.RE.REPf
• PAHabits.RE.PEExp
• PAHabits.RE.Rstr
• PAHabits.RE.RstrRsn
• PAHabits.RE.ObjEx
• PAHabits.RE.WnEx

• PAHabits.RE.EF
• PAHabits.RE.Dur_ssn

• PAHabits.RE.Int_ssn • PAHabits.RE.StrPf

• PAHabits.PA.LMP
• PAHabits.PA.Sdty
• PAHabits.PA.PW

• PAHabits.PA.WKTime

No Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure
Example (Ans to Ref. Question)

Questionnaire
routine/Comments

1 PA-Exercise
Screening

Regular
Exercise:
General

Performing Exercise
Regularly

DQ_RE.REPf YES/NO Positive HIGH Do you currently perform regular, intended
exercise?

1=Yes
0=No

If DQ_+K2:K11RE.REPf=0, skip
#2~#5 questions (go to #6
question)

2 PA-Exercise
Screening

Regular
Exercise: Status

Exercise Frequency DQ_RE.EF YES/NO Positive HIGH Do you currently perform exercise more than 3
to 5 times per week regularly?

1=Yes
0=No

3 PA-Exercise
Screening

Regular
Exercise: Status

Exercise Duration per
unit session

DQ_RE.Dur_ssn 5-scale pts
(conversion)

Positive HIGH How long do you exericse at each session? 2=More than 1 hour
1=More than 30 minutes
0=Less than 20 minutes

4 PA-Exercise
Screening

Regular
Exercise: Status

Exercise Intensity per
each session in
average

DQ_RE.Int_ssn 5-scale pts
(conversion)

Positvie HIGH How's the intensity level of exercise normaly at
each session?

2=Vigorous
1=Moderate
0=Light

5 PA-Exercise
Screening

Regular
Exercise: Status

Performing pre, post
exercise or daily
stretching

DQ_RE.StrPf YES/NO Positive HIGH Do you perform stretching normaly before/after
exercise or in daily life regularly?

1=Yes
0=No

End of Questionnaire for the
user with DQ_RE.REPf=1

6 PA-Exercise
Screening

Regular
Exercise:
General

Experience performing
regular exercise

DQ_RE.REExp YES/NO Positive HIGH Do you have an experience performing regular
exercise?

1=Yes
0=No

Begin Questionnaire
subroutine for the user with
DQ_RE.REPf=07 PA-Exercise

Screening
Regular
Exercise:
General

Existence of
restrictions on
performing exercise

DQ_RE.Rstr YES/NO Positive LOW Are there any restrictions on starting exercise,
even though you are willing to do?

1=Yes
0=No

If DQ_RE.Rstr=0, skip #7
question (go to #8 question)

8 PA-Exercise
Screening

Regular
Exercise:
General

Reason of restrictions
on performing
exericse

DQ_RE.RstrRsn N/A NEUTRAL If you have any restrictions on starting exercise,
why?

3=Lack of time or space
2=Feel pains or sick
1=Do not want to exercise
alone
0=Don't know how to9 PA-Exercise

Screening
Regular
Exercise:
General

Objective of Exercise DQ_RE.ObjEx N/A NEUTRAL What is your objective of exercise? 2=for Diet
1=for Leisure
0=for Health

10 PA-Exercise
Screening

Regular
Exercise:
General

Willingness on
performing exercise

DQ_RE.WnEx YES/NO Positive HIGH Are you willing to start regular exercise? 1=Yes
0=No

End of Questionnaire for the
user with DQ_RE.REPf=0

11 PA-Exercise
Screening

PA Level: PA
Related
Lifestyle

Daily Walking Time DQ_PA.WkTime YES/NO Positive HIGH Do you usually walk more than 10 minutes on
a daily basis?

1=Yes
0=No

12 PA-Exercise
Screening

PA Level:
Amount

Lifetime Movement
Pattern

DQ_PA.LMP YES/NO Positive HIGH Do you prefer exercise or working by moving
your body?

1=Yes
0=No

.13 PA-Exercise
Screening

PA Level: PA
Related
Lifestyle

Sedentary Lifestyle DQ_PA.Sdty YES/NO Positive LOW Do you spend more time standing or moving
your body rather than sitting?

1=No
0=Yes

14 PA-Exercise
Screening

PA Level: PA
Related

Prefer Walking DQ_PA.PW YES/NO Positive HIGH Do you prefer walking short distance rather
than ride?

1=Yes
0=No

Classification

25

Registration Stage – Register and Data Gathering
<Diabetes Risk Assessment> Diabetes Risk Assessment Tool

(ex, GCH’s Questionnaire)
<Data from User Profile Database>
1. Age
2. Gender
3. Ethnicity (Default)
4. High Blood Pressure
5. Smoking
6. Eat Vegetables or Fruits
7. PA at least 2.5 hours per week

<Additional Questionnaire>
1. Family History
2. High Blood Glucose Level
3. Waist Measurement 

Diabetes Risk 
Assessment Tool

Diabetes Risk 
Assessment Tool

<Data in User’s Profile DB)>
Age: UID.Data_of_Birth
Gender: UID.Sex
Ethnicity: Asian(Default)
High BP: MedicalStatus.Hypertension.Diagnosed or 

MedicalStatus.Data.DBP/SBP
Smoking: T.B.D. (BQ_LH.Smoking)
Eat Veg or Fruits DietaryHabits.NT.FtUtk/VgUtk
PA 2.5+ hr/week PAHabits.PA.PATimeperWk

Family History T.B.D. (BQ_MI.FH)
High BG Level MedicalStatus.Data.BGTestResult or BQ_MI.HBG
Waist Measurement UID.WaistCircumference

Data for Diabetes 
Assessment

Data for Diabetes 
Assessment

if MedicalStatus.Diabetes.Diagnosed == 0,
&& MedicalStatus.Data.BGTestResult = NULL 

call DiabetesRiskAssessmentTool()

(results)
sum of risk points
5 or less: UID.Diabetes.Risk = Low
6 – 11: UID.Diabetes.Risk = Moderate
12 or more: UID.Diabetes.Risk = High 
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Registration Stage – User Assessment
[Classification of Users’ Status Type – reference for reference of recommendation]
Physiological Status 

Assessment

Diabetes
Assessment

Obesity
Assessment

Hypertension
Assessment

Dyslipidemia
Assessment

NormalNormal Pre-diabetesPre-diabetes DiabetesDiabetes

MedicalStatus.Data.FAST
!=0?

FAST?

MedicalStatus.Diabetes.
Diagnosed

Follow Check

Diabetes Risk
Assessment

Yes

No

Yes

No

100+ mg/dl

< 100 mg/dl

MedicalStatus.Data.OGTT50
!=0?

OGTT 75g?

Yes

< 200 mg/dl

200+ mg/dl

Diabetes Risk
Assessment

Recommendation:
OGTT 75g Test

Yes

No

Not Following (NF)

High/Moderate Risk Group

125+mg/dl FAST & High Risk Group &
2nd NF on OGTT 75g test recomm.

125+ FAST & Moderate/Low Risk Group &
2nd NF on OGTT 75g test recomm.

100~125 FAST & Moderate/High Risk Group
2nd NF on OGTT 75g test recomm.

OR100~125 FAST & Low Risk Group
2nd NF on OGTT 75g test recomm.

Recommendation:
FAST test

Follow Check

Yes

High/Moderate
Risk Group

Low Risk Group
1st NF2nd NF

27

Diabetes
Assessment

1. Your Age Group 
□ Under 35 years ;0 points
□ 35 – 44 years ;2 points
□ 45 – 54 years ;4 points
□ 55 – 64 years ;6 points
□ 65 years or over ;8 points

Reference: The Australian Type 2 Diabetes

2. Your Gender
□ Female ;0 points
□ Male ;3 points

3. Your ethnicity
□ Asia, Middle East, North Africa,

Southern Europe ;2 points
□ Other ;0 points

4. Have either of your parents, or any of your 
brothers or sisters been diagnosed with 
diabetes (type 1 or type 2)

□ No ;0 points
□ Yes ;3 points

5. Have you ever been found to have high 
blood glucose (sugar) (for example, in a 
health examination, during an illness, 
during pregnancy)?
□ No ;0 points
□ Yes ;6 points

6. Are you currently taking medication for 
high blood pressure?

□ No ;0 points
□ Yes ;2 points

7. Do you currently smoke cigarettes or any 
other tobacco products on a daily basis? 

□ No ;0 points
□ Yes ;2 points

8. How often do you eat vegetables or fruit?

□ No ;0 points
□ Yes ;1 points

9. On average, would you say you do at least 
2.5 hours of physical activity per week (for 
example, 30 minutes a day on 5 or more 
days a week)?
□ No ;0 points
□ Yes ;1 points

10. Your waist measurement taken below the 
ribs (usually at the level of the navel, and 
while standing)

□ Waist Measurement (cm)     __________

MEN
□ Less than 90cm;0 points
□ 90 – 100cm ;4 points
□ More than 100cm ;7 points

WOMEN
□ Less than 80cm;0 points
□ 80 – 90cm ;4 points
□ More than 90cm ;7 points

Add up points:  ______ points
□ 5 or less: Low Risk
□ 6 – 11: Moderate Risk
□ 12 or more: High Risk
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Registration Stage – Register and Data Gathering
<Hypertension Risk Assessment> Hypertension Risk Assessment Tool

(ex, GCH’s Questionnaire)
<Data from User Profile Database>

<Additional Questionnaire>

Diabetes Risk 
Assessment Tool

Diabetes Risk 
Assessment Tool

<Data in User’s Profile DB)>

Data for Diabetes 
Assessment

Data for Diabetes 
Assessment

if MedicalStatus.Hypertension.Diagnosed == 0,
&& MedicalStatus.Data.DBP/SBP = NULL 

call HypertensionRiskAssessmentTool()

(results)
sum of risk points
## ~ ##: UID.Hypertension.Risk = Low
## ~ ##: UID.Hypertension.Risk = Moderate
## ~ ##: UID.Hypertension.Risk = High 
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Registration Stage – Register and Data Gathering
<Dyslipidemia Risk Assessment> Dyslipidemia Risk Assessment Tool

(ex, GCH’s Questionnaire)
<Data from User Profile Database>

<Additional Questionnaire>

Diabetes Risk 
Assessment Tool

Diabetes Risk 
Assessment Tool

<Data in User’s Profile DB)>

Data for Diabetes 
Assessment

Data for Diabetes 
Assessment

if MedicalStatus.Dyslipidemia.Diagnosed == 0,
&& MedicalStatus.Data.TC/HDLC/LDLC/TC = NULL 

call DyslipidemiaRiskAssessmentTool()

(results)
sum of risk points
## ~ ##: UID.Dyslipidemia.Risk = Low
## ~ ##: UID.Dyslipidemia.Risk = Moderate
## ~ ##: UID.Dyslipidemia.Risk = High 
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Registration Stage – Decision of User Type
<User’s PA Habit Groups>

Evaluation
Logic

Evaluation
Logic

Basic Indicator : User PA Type
(GCH)

Type
Def.

Rule Name: GCH-DietaryHabitEvaluation_BASIC_v1Rule Name: GCH-DietaryHabitEvaluation_BASIC_v1

LOGICLOGIC
Evaluation 
CRITERIA
Evaluation 
CRITERIA

Evaluation
Results

Evaluation
Results

Recommendation
Reference

Recommendation
Reference

[Recomm.PAH.PfwE-HighPA.Ref001] text…..

<Rule Example>
Rule: GCH-PAHabitsEvaluation_BASIC_v1
included Logic: UserPAType{} // X(A:D)-Y(1:2)

Determine Y value (1 or 2):  if PALevel=HIGH, Y=1; PALevel=LOW, Y=0, where PALevel is defined by a PALevel defining rule.
in case of initial value (based on GCH questionnaire), if PAHabits.PA.WkTime + PAHabits.PA.LMP + ~PAHabits.PA.Sdty + 

PAHabits.PA.PW >= 3, PALevel=HIGH; else LOW
during the service time, analysis of step counts will replace PALevel value.                                                            

Determine X value (A, B, C, D):  if ((DQ_RE.REPf==1) AND ((PAHabits.PE.EF && PAHabits.RE.StrPf) == 1) AND PAHabits.RE.Int_ssn !=0), X=A
if ((DQ_RE.REPf==1) AND ((PAHabits.RE.EF && PAHabits.RE.StrPf) != 1) OR 

(PAHabits.RE.Dur_ssn*PAHabits.RE.Int_ssn==0)), X=B
if ((DQ_RE.REPf!=1) AND (DQ_RE.WnEx = 1), X=C
if ((DQ_RE.REPf!=1) AND (DQ_RE.WnEx = 0), X=D

Reference 
Choosing 
Algorithm

Reference 
Choosing 
Algorithm

AlgorithmAlgorithm

• PAHabits.RE.REPf
• PAHabits.RE.PEExp
• PAHabits.RE.Rstr
• PAHabits.RE.RstrRsn
• PAHabits.RE.ObjEx
• PAHabits.RE.WnEx
• PAHabits.RE.EF
• PAHabits.RE.Dur_ssn
• PAHabits.RE.Int_ssn
• PAHabits.RE.StrPf

A-1

A-2

B-1

B-2

C-1

C-2

D-1

D-2

Compare
Records & 

Refer
Def. Table

[Recomm.PAH.PfwE-LowPA.Ref001] text…..

[Recomm.PAH.PfmE-HighPA.Ref001] text…..

[Recomm.PAH.PfmE-LowPA.Ref001] text…..

[Recomm.PAH.nPfEw-HighPA.Ref001] text…..

[Recomm.PAH.nPfEw-LowPA.Ref001] text…..

[Recomm.PAH.nPfE-HighPA.Ref001] text…..

[Recomm.PAH.nPfE-LowPA.Ref001] text…..

PA Level
Defining 

Rule

PA Level
Defining 

Rule

• PAHabits.PA.WkTime
• PAHabits.PA.LMP
• PAHabits.PA.Sdty
• PAHabits.PA.PW
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Registration Stage – Decision of User Type
<Classification of User’s Status Type>

Diabetes Obesity Hypertension Dyslipidemia Group Code Recommendation
Guidelines(General/Edu.)

Recommendation
Guidelines(Nutrition)

Recommendation
Guidelines(PA)

Normal Low Weight Normal Group 1 ~ 5 NBG.LW.NBP.DL0 ~ NBG.LW.NBP.DL4 Carbohydrate uptake control
Muscular exercise recomm.

Proper Calories, Regular Eating, 3-times Eating, 
Protein uptakes, Snack Control, Dairy Intakes

Aerobic/Muscular exercise ratio 
control

Pre-Hypertension Group 1 ~ 5 NBG.LW.MHBP.DL0 ~ NBG.LW.MHBP.DL4

Hypertension Group 1 ~ 5 NBG.LW.HBP.DL0 ~ NBG.LW.HBP.DL4

Normal Weight Normal Group 1 ~ 5 NBG.NW.NBP

Pre-Hypertension Group 1 ~ 5 NBG.NW.MHBP

Hypertension Group 1 ~ 5 NBG.NW.HBP

Over weight/
Obesity

Normal Group 1 ~ 5 NBG.OW.NBP

Pre-Hypertension Group 1 ~ 5 NBG.OW.MHBP

Hypertension Group 1 ~ 5 NBG.OW.HBP

Pre-
Diabetes

Low Weight Normal Group 1 ~ 5 MHBG.LW.NBP

Pre-Hypertension Group 1 ~ 5 MHBG.LW.MHBP

Hypertension Group 1 ~ 5 MHBG.LW.HBP

Normal Weight Normal Group 1 ~ 5 MHBG.NW.NBP

Pre-Hypertension Group 1 ~ 5 MHBG.NW.MHBP

Hypertension Group 1 ~ 5 MHBG.NW.HBP

Over weight/
Obesity

Normal Group 1 ~ 5 MHBG.OW.NBP

Pre-Hypertension Group 1 ~ 5 MHBG.OW.MHBP

Hypertension Group 1 ~ 5 MHBG.OW.HBP

Diabetes Low Weight Normal Group 1 ~ 5 HBG.LW.NBP

Pre-Hypertension Group 1 ~ 5 HBG.LW.MHBP

Hypertension Group 1 ~ 5 HBG.LW.HBP

Normal Weight Normal Group 1 ~ 5 HBG.NW.NBP

Pre-Hypertension Group 1 ~ 5 HBG.NW.MHBP

Hypertension Group 1 ~ 5 HBG.NW.HBP

Over weight/
Obesity

Normal Group 1 ~ 5 HBG.OW.NBP

Pre-Hypertension Group 1 ~ 5 HBG.OW.MHBP

Hypertension Group 1 ~ 5 HBG.OW.HBP
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Field Name Measure Code Date/Time SCORE Conversion Formula Stored Measure Counts Current Certified by
PAHabits.EP.Regularity GCH-Q.002 170315:1430 1 NAN 1 1 System
PAHabits.EP.Regularity GCH-WS.002 170430:1730 1 NAN 1 1 * E13123

Physical Activity
Assessment Service Registration

Questionnaire: Exercise 
& Physical Activity

Display check-up form for health status and lifestyle pattern

Exercise and Physical Activity Questionnaire Interface

Generate User’s Profile 
– Physical Activity

Check-up
Health Status 

&
Lifestyle Pattern

[NEXT]

Physical Activity
Check

1. Do you perform 
Regular Exercise?
□ YES
□ NO

6. Do you Have 
experience on RE?
….

DQ_RE.REPf = 1

Intermediate DB
for questionnaire

User’s Profile DB

Service Run-time
Updates

User’s Profile DB initial value creation

PAHabits.EP.PEPf

Assessment during 
service

User’s Profile DB updates

DietPic
(Activity)

Mid-term
Questn.

Services/
Algorithm/

Logic

Services/
Algorithm/

Logic

Retrieve “Current” value for the Field on request
No Variable Name Measure Score Direction Question Referenence

Answer Choice and Measure
Example (Ans to Ref. Question)

Questionnaire
routine/Comments

1 PA-Exercise
Screening

Regular
Exercise:
General

Performing Exercise
Regularly

DQ_RE.REPf YES/NO Positive HIGH Do you currently perform regular, intended
exercise?

1=Yes
0=No

If DQ_RE.REPf=0, skip #2~#5
questions (go to #6 question)

Classification

Sub-RuleSub-Rule

Service Stage – Update User’s Data

33

Dietary Habit Score 
(GCH)

User PA Type
(GCH)

B-2Moderate Eating Habits

Service Stage – Intervention Goal Assignment

User’s Status Type
(GCH)

NBG.NW.MHBP + +

Recommendation
Guidelines(General/Edu.)

SERVICE OBJECTIVES

Recommendation
Guidelines(Nutrition)

LIFESTYLE CHANGE GOAL

Recommendation
Guidelines(PA)

LIFESTYLE CHANGE GOAL

Weight Loss (0.5)
Smoking Control (0.3)
Increase PA (0.2)

Reduce Sodium Uptakes (0.5)
Regular Eating (0.2)
Whole Grain Uptakes (0.2)
Protein uptakes (0.1)

2.5+hrs/wk PA (0.7)
Aerobic/Muscular exercise ratio control (0.3)

PA 
Recommendation

Dietary
Recommendation

Lifestyle Habits
Recommendation

<Intervention Process - example>

Compare dietary habits and recommendation

if DietaryHabits.NT.NaUtk = 1 ~ 2, wReducedSodiumUptakes = 0;
= 3 ~ 5, wReducedSodiumUptakes = 1

if DietaryHabits.EP.Regularity = 4 ~ 5, wRegularEating = 0;
= 3, wRegularEating = 0.5
= 1 ~ 2, wRegularEating = 1

if DietaryHabits.NT.WGUtk = 4 ~ 5, wWholeGrainUptakes = 0;
= 3, wWholeGrainUptakes = 0.5
= 1 ~ 2, wWholeGrainUptakes = 1

if DietaryHabits.NT.PtUtk = 4 ~ 5, wProteinUptakes = 0;
= 3, wProteinUptakes = 0.5
= 1 ~ 2, wProteinUptakes = 1

<Example>
DietaryHabits.NT.NaUtk = 3
DietaryHabits.EP.Regularity = 5
DietaryHabits.NT.WGUtk = 1
DietaryHabits.NT.PtUtk = 4

Reduce Sodium Uptakes (0.5) * wReducedSodiumUptakes (1) = 0.5
Regular Eating (0.2) * wRegularEating (0) = 0
Whole Grain Uptakes (0.2) * wWholeGrainUptakes (1) = 0.2
Protein uptakes (0.1) * wProteinUptakes (0) = 0

[Recommendation/GOAL]
Reduce Sodium Uptakes (0.5)
Increase Whole Grain Uptakes (0.2)
Regular Eating
Protein Uptakes

#AmountSodiumLimit = OOO mg/day (calculation rule/table)  *measure: DietPic Meal Analysis Calculation 
#WholeGrainUptakesGoal = O servings/day  *measure: DietPic Expert’s FG Analysis

[Recommendation/GOAL]
Reduce Sodium Uptakes (0.5)
Increase Whole Grain Uptakes (0.2)
Regular Eating
Protein Uptakes

[Recommendation/GOAL]
2.5+ hrs/wk PA (0.7)
Aerobic/Muscular Exercise Ratio Control
(0.3)

[Recommendation/GOAL]
Weigh Loss (0.5)
Smoking Control (0.3)
Increase PA (0.2)

Personalized 
Lifestyle 
Change Goals
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Service Stage – Service Evaluation

Aerobic/Muscular Exercise Ratio Control
Reduce Sodium Uptakes
Increase Whole Grain Uptakes

Weigh Loss
Smoking Control

78.6
78.1

Exercise Days and 
Aerobic/Muscular 
Exercise Ratio Control

Reduce Sodium Uptakes Increase Whole Grain Uptakes
(# of days in each week which
the user takes whole grain
more than 1 servings)

Weigh Loss
(Kg)

2

3

Smoking Control
(<5 cigarette days)

76.5

Last Month

Current Month

Goal

5

5

2

3

3000
2800

2500

1900

Intermediate Goal

3

wk1     wk2     wk3    wk4

3
2

4
5

7

4

70.0

Non Smoking

35

448



 
 
 
 
 

 
 

Section 5 
 

Mining Minds Version 3.0 
Requirement Specification 

449



 
 
 
 
 

 
 

Section 5.1 
 

Data Curation Layer(DCL) 
Requirement Specification 

450



1. Data Curation Layer (DCL) 

1.1 Functional Requirements  

FR ID# Description 
DCL-FR-01 The platform shall read the raw sensory data of the user from his/her data 

source 
DCL-FR-02 The platform shall provide permanent persistence to the user generated raw 

sensory data 
DCL-FR-03 The platform shall provide raw sensory data for context determination of the 

user 
DCL-FR-04 The platform shall maintain user profile data 
DCL-FR-05 The platform shall maintain user timeline as a lifelog of daily behaviors 
DCL-FR-06 The platform shall provide read, write, delete, and update access to the 

subscribers of lifelog data 
DCL-FR-07 The platform shall provide read access to the subscribers of raw sensory data 

DCL-FR-08 The platform shall monitor the lifelog of a user for notify-able situations  
DCL-FR-09 The platform shall persist user feedback regarding generated recommendations 

and identified context 
 

1.1.1 Non-Functional Requirements 

FR ID# Description 
DCL-NFR-01 The platform shall read the raw sensory data of the user from his/her personal 

device in real-time with delay no later than 3 seconds 
DCL-NFR-02 The platform shall provide raw sensory data for low level activities 

determination in real-time with delay no later than 3 seconds 
DCL-NFR-03 The platform shall only read the raw sensory data from verified personal device 

DCL-NFR-04 The platform shall maintain the consistency, integrity, and reliability of raw 
sensory data in non-volatile storage 

 

1.1.2 Terms and Definitions 

Term Definition 
DCL Data Curation Layer 
ICL Information Curation Layer 

KCL Knowledge Curation Layer 
SCL Service Curation Layer 

SL Supporting Layer 
Lifelog Information associated to the user’s life-events over time 

Lifelog schema Lifelog schema represents the structure and associated semantics 
of user profile and lifelog data. 

User profile Information describing the user characteristics (i.e., age, gender, 
etc.) 
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Data source User devices sending the required data, i.e., smartphone, video 
camera 

Raw sensory data Numerical values describing a physical phenomenon such as human 
body motion (e.g., acceleration) 

Sensory metadata Information that describes, at least, the source of data (e.g., video), 
the user to which the raw sensory data belongs (e.g., user ID) and 
the time in which the raw sensory data was registered (e.g., 
timestamp) 

Sensory data Raw sensory data plus sensory metadata 
SNS data Data from social networks (i.e., twitter, Facebook) 
Context General concept to refer either to low-level context and/or high-

level context 
Situation An abnormal status of a subject caused by unhealthy behaviors 

Rule verification and 
validation 

Verification ensures that rule created is consistent with 
requirements and validation ensures that the rule created is 
correctly working on real data 

Unresolved case A new case for which the existing knowledge is insufficient to solve 
Recommendation An actionable statement provided to the subject for healthy habit 

induction 
Fact An informative statement provided to the subject for education 

 

1.1.3 Use-cases 

1.1.3.1 List 

Use case ID# Name 
DCL-UC-01 Receive sensory and environmental data from data source 
DCL-UC-02 Receive video data stream from data source 
DCL-UC-03 Synchronize heterogeneous user data 
DCL-UC-04 Send data for context determination 
DCL-UC-05 Receive context data 
DCL-UC-06 Retrieve Lifelog Information 
DCL-UC-07 Persist Lifelog Information 
DCL-UC-08 Map Instances 
DCL-UC-09 Validate Instances 
DCL-UC-10 Situation configuration 
DCL-UC-11 LLM configuration for target variables 
DCL-UC-12 LLM for situation detection 
DCL-UC-13 Retrieve sensory data from non-volatile storage for intermediate data 

generation (offline) 
DCL-UC-14 Retrieve sensory data from non-volatile storage (online) 
DCL-UC-15 Persist sensory data in non-volatile storage 

 

1.1.3.2 Diagram 
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1.1.3.3 Description 

Use Case ID: DCL-UC-01 
Use Case Name: Receive sensory and environmental data from data source 

High Level Use 
case ID: 

 

Created By: Bilal Amin Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: Data source 
Description: User sensory data and environmental is received and buffered from data 

source in real time 
Trigger: User activity of at least 3 seconds 

Pre-conditions: User is a registered client of MM platform 
Post-conditions: Sensory and environmental data is persisted in the buffer 

Normal Flow: 1. Sensory and environmental data is received by a data 
acquisition component 

2. Data source is authenticated and contents of the data are 
verified 

3. Data is temporary buffered for context determination 
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Alternative 
Flows: 

N/A  

Exceptions: 2a.  In step 2 of the normal flow, if the user is detected to be un-
authorized or contents are un-verifiable 

1. Data acquisition component destroys the data  
Includes: N/A 

Frequency of 
Use: 

Very frequent: every 3 second 

NFR ID:  
Assumptions: Communication contract is defined between data source and data 

acquisition component 
Notes and 

Issues: 
NA 

Sequence Diagram: 
 

 
 

 
Use Case ID: DCL-UC-02 

Use Case Name: Receive video data stream from data source 
High Level Use 

case ID: 
 

Created By: Bilal Amin Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: Data source 
Description: User video data stream is received and buffered from data source in real 

time 
Trigger: Video camera is streaming user feed 

Pre-conditions: User is a registered client of MM platform 
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Post-conditions: User video data stream is persisted in the video stream buffer 
Normal Flow: 1. Video data stream is received by a data acquisition 

component 
2. Data source is authenticated and contents of the data 

stream are verified 
3. Video data stream is temporary buffered for context 

determination 
Alternative 

Flows: 
N/A  

Exceptions: 2a.  In step 2 of the normal flow, if the user is detected to be un-
authorized or contents are un-verifiable 

2. Data acquisition component destroys the data  
Includes: N/A 

Frequency of 
Use: 

Less frequent: If video streaming based data source is available 

NFR ID:  
Assumptions: Video data streaming communication contract is defined between data 

source and data acquisition component 
Notes and 

Issues: 
NA 

Sequence Diagram: 

 
 

Use Case ID: DCL-UC-03 
Use Case Name: Synchronize heterogeneous user data 

High Level Use 
case ID: 

 

Created By: Bilal Amin Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 
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Actors: DCL 
Description: User video data stream is synchronized with the corresponding sensory 

data 
Trigger: Video camera is streaming user feed 

Pre-conditions: Video data stream is persisted in the video stream buffer 
Post-conditions: Video data stream is synchronized with its corresponding sensory data 

Normal Flow: 1. Time stamp and user id of video data stream is read from 
the video stream buffer 

2. Sensory data is searched and retrieved from buffer based on 
the time stamp and user id  

3. Retrieved sensory data is concatenated with the video 
stream data and stored back in the sensory data buffer for 
context determination 

Alternative 
Flows: 

2a.  In step 2 of the normal flow, if the sensory data is not found 
1. Data acquisition component deletes the video data stream from 

the video data stream buffer 
Exceptions: NA 

Includes: NA 
Frequency of 

Use: 
Less frequent: If video streaming based data source is available 

NFR ID:  
Assumptions: 4. Video data streaming communication contract is defined 

between data source and data acquisition component 
Notes and 

Issues: 
NA 

Sequence Diagram: 
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Use Case ID: DCL-UC-04 
Use Case Name: Send data for context determination 

High Level Use 
case ID: 

 

Created By: Bilal Amin Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: Context sender 
Description: Sensory data buffer is sent to ICL for context determination 

Trigger: Sensory data is available for context determination 
Pre-conditions: Sensory data is persisted in the buffer 

Post-conditions: Sensory data is sent for context determination 
Normal Flow: 1. Context sender reads sensory data from the sensory data buffer 

2. Context sender creates communication object by serialization 
3. Communication object is sent to the ICL server 

Alternative 
Flows: 

NA  

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Frequent: whenever context need to be determined 

NFR ID: Leave it blank 
Assumptions: NA 

Notes and 
Issues: 

NA 

Sequence 
Diagram: 

 
 

Use Case ID: DCL-UC-05 
Use Case Name: Receive context data 

Created By: Bilal Amin Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: ICL server 
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Description: After the determination by ICL, context is received by context receiver 
component and forwarded for non-volatile storage 

Trigger: New context or change in previous context is determined by ICL 
Pre-conditions: Context data is available  

Post-conditions: Context data is sent for non-volatile storage 
Normal Flow: 1. Context receiver receives context object 

2. Context receiver de-serializes context object 
3. Context object is sent for non-volatile persistence (async) 
4. Context object is sent for lifelog mapping 

Alternative 
Flows: 

NA  

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Frequent: whenever context is determined 

NFR ID:  
Assumptions: NA 

Notes and 
Issues: 

NA 

Sequence 
Diagram: 

 
 

Use Case ID: DCL-UC-06 
Use Case Name: Retrieve Lifelog Information 

FR ID:  
Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 
Actors: SCL, KCL, SL 

Description: Each actor needs information from life log for further processing. All 
actors shall request their related and desired Lifelog information from 
physical storage. 

Trigger: On request of an actor to access required information 
Pre-conditions: The actor shall be authorized with full access on the Lifelog data. 

Post-conditions: Provide the required data to layer 
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Normal Flow: 1. Actor sends request for desired Lifelog information. 
2. The desired request shall be checked for information 

existence. If request is valid 
a. Prepare the query for desired information based on request 
b. Load the requested information from physical storage 
c. Send back the loaded information to the actor 

Alternative 
Flows: 

2b. The desired data is not existing in the schema, invalid request 
1. Acknowledge the actor with exception of invalid request.  

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Whenever Lifelog information is required. 

NFR ID:  
Assumptions: NA 

Notes and 
Issues: 

NA 

Sequence 
Diagram: 

 

 
Use Case ID: DCL-UC-07 

Use Case 
Name: 

Persist Lifelog Information 

FR ID:  
Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 
Actors: ICL 

Description: Each actor performed some specific operations on incoming data from 
external resources or on already existing information in Lifelog repository. 

sd Interaction

Actor

Retrieval Handler Life-Log physical
storage

Query Manager

alt 

[If request is valid then generate query]

[else alert with exception]

sendRequest(parameters) :dataset

checkSchemaForExistance(parameters) :bool

resultExistanceCheck(parameters) :boolean

generateQuery(parameters)

retrieveInformation(query) :dataset

retrieveData() :dataset

sendInformation() :dataset

alertOfInvalidRequest()
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In both cases the information shall be updated and stored in Lifelog 
repository. 

Trigger: On request of a actor to persist required information 
Pre-

conditions: 
The actor shall be authorized with full access on the Lifelog data. 

Post-
conditions: 

Successfully stored the created Lifelog information 

Normal Flow: 1. Actor sends request to persist new generated Lifelog 
information. 

2. Passes the new created information to check the appropriate 
hierarchical structure. 

3. The appropriate selected hierarchical structure with input 
information passes to find the information instances. 

4. Check the consistency among the records and their 
relationship. 

5. Store the validated and structured information into physical 
storage 

Alternative 
Flows: 

NA 

Exceptions: NA 
Includes: Map Instances, Validate Instances, save information to physical storage. 

Frequency of 
Use: 

Whenever new information is generated. 

NFR ID:  
Assumptions: NA 

Notes and 
Issues: 

Capability to process multiple actor’s requests for storage. 

Sequence Diagram: 

 
 

Use Case ID: DCL-UC-08 
Use Case 

Name: 
Map Instances 

FR ID:  
Created By: Taqdir Ali Last Updated By: Taqdir Ali 

sd Interaction

Actor

Persistance
Handler

Model Selector Instance Mapper Information
Validator

Life-Log Physical
Storage

sendPersistRequest(information)

selectAppropriateModel(information)
:Model

mapInstances(information,
model) :mappedData

validateInformation(information)
:validatedModel

saveInformation(information)

acknowledgement()

acknowledgement()
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Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 
Actors: DCL, ICL, SCL, SL, and Lifelog physical storage 

Description: The information produced by each actor shall be mapped against the 
hierarchical structure of storage. 

Trigger: On request of an actor to persist required information 
Pre-

conditions: 
The actor shall be authorized with full access on the Lifelog data. 

Post-
conditions: 

Successfully mapped the instances with correct Lifelog information schema 

Normal Flow: 1. Actor sends request to persist new generated information. 
2. System searches each information records against hierarchical 

structure. 
3. System finds appropriate classes of the instances 
4. System extracts attributes in the instances. 
5. Find the relationship among the information records. 
6. Pass the annotated information for validation. 

Alternative 
Flows: 

  

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Whenever new information is persisted. 

NFR ID:  
Assumptions: NA 

Notes and 
Issues: 

Capability to process multiple actors’ requests for storage. 

Sequence Diagram: 

 
 

Use Case ID: DCL-UC-09 
Use Case 

Name: 
Validate Instances 

sd Interaction

Actor

Persistance
Handler

Instance Mapper

saveInformation(information)

mapInstances(information, model) :mappedData

mapClasses()

mapAttributes()

mapRelationships()

returnMappedData()
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FR ID:  
Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 
Actors: DCL, ICL, SCL, SL, and Lifelog physical storage 

Description: The mapped information in previous use case shall be checked for 
consistency among the existing information. 

Trigger: On request of an actor to persist required information 
Pre-

conditions: 
The actor shall be authorized with full access on the Lifelog data. 

Post-
conditions: 

Successfully validate the instances with correct Lifelog information schema 

Normal Flow: 1. Actor send request to persist new generated information. 
2. DCL passes the mapped information for validation of             

information and their relationships. 
3. The system checks the information according to the specific 

location in the hierarchy. 
4. The system checks and builds the relationship among concepts. 
5. The verified information shall be passed for persistence. 

Alternative 
Flows: 

NA 

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Whenever new information is persisted. 

NFR ID:  
Assumptions: NA 

Notes and 
Issues: 

Capability to process multiple actors’ requests for storage. 

Sequence Diagram: 

  
 

sd Interaction

Actor

Persistance
Handler

Information
Validator

Life-Log Physical
Storage

saveInformation(information)

validateInformation(information) :validatedModel

validateLocation()

validateRelationships()

saveToPhysicalStorage()

acknowledgement()

acknowledgement()
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Use Case ID: DCL-UC-10 
Use Case Name: Situation Configuration 

FR ID:  
Created By: Bilal Ali Last Updated By: Bilal Ali 

Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 
Actors: KCL 

Description: Situation is determined by experts and is communicated to DCL for 
monitoring the Lifelog. 

Trigger: Creation of new rule to capture a situation. 
Pre-conditions: KCL and DCL should agree on common representation of sharing 

information of Situation configuration 
Post-conditions: 1. Situation is stored against a specific category. 

2. Situation is available for monitoring the Lifelog. 
Normal Flow: 1. KCL connects to DCL and send the newly created situation in 

common configuration format. 
2. DCL evaluates the format of received situation configuration. 
3. DCL responds with acknowledgement message. 
4. Situation will be parsed into components.  
5. Parsed components are updated in persistent storage as per 

categories. 
Alternative 

Flows: 
NA 

Exceptions: Format of situation is not according the agreement. 
Includes: NA 

Frequency of 
Use: 

Invoked per situation creation by the expert. 

NFR ID:  
Assumptions: Well defined schema is available to store situation persistently 

Notes and 
Issues: 

Standardize situation format is a challenging task 

Sequence Diagram: 
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Use Case ID: DCL-UC-11 

Use Case Name: LLM Configuration for target Variables  
FR ID:  

Created By: Bilal Ali Last Updated By: Bilal Ali 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: KCL, Experts 
Description: Configure the Lifelog monitor for the screening of the target variable from 

Lifelog data.  
Trigger: On start of user’s monitored activity  

Pre-conditions: 1. Expert defines target variable in common configuration 
format. 

2. Access to Lifelog. 
Post-conditions: Targeted log is retrieved from Lifelog data as per target variable 

requirements.  
Normal Flow: 1. KCL will share the target variables in common configured 

format created by expert. 
2. Lifelog monitor is configured based on the shared target 

variable. 
3. Lifelog monitor retrieve log data from Lifelog against the 

target variables. 
Alternative 

Flows: 
NA 

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

On update of common configuration format. 

NFR ID:  
Assumptions:  

 sd situation configuration

KCL 2 Situation
Configurator

Format Evaluator Situation Storage

loop sendSituation(id, description)

checkFormat(situation)

evaluateFormat()

:Acknowledge

:Ack
save(id, description)

processUpdate(situation)

:Acknowledgement
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Notes and 
Issues: 

Real time accommodation of update in common configuration format is 
challenging task. 

Sequence Diagram: 

 
Use Case ID: DCL-UC-12 

Use Case Name: LLM for Situation Detection 
FR ID:  

Created By: Bilal Ali Last Updated By: Bilal Ali 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: Lifelog Data, SCL, ICL 
Description: Identification of the existence of a condition in user activities to highlight 

the alarming situation as per experts’ understanding. 
Trigger: On start of user’s monitored activity  

Pre-conditions: 1. Activity is identified. 
2. Situation is configured. 
3. Access to Lifelog. 

Post-conditions: Alarming situation is detected and triggered the SCL with situation and 
user.  

Normal Flow: 1. ICL recognizes activity and sends to Lifelog. 
2. Lifelog monitor identify the target activity. 
3. Retrieve associated situation with the activity. 

 sd LLM Situation detector

KCL 2 Life-log Monitor
Configurator

Life-log Data

loop 

sendConfigurate(targetVariables)

updateTargetVariable()

searchLog(targetVariable)

processSearch()

:log
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4. Continuous access that activity log. 
5. Aggregate the interval/duration of activity. 
6. Remove the irregularity in activity as per situation. 
7. Evaluate the duration of activity against the situation. 
a. If situation condition meets then send message to SCL to 

inform about the occurrence of a situation along with user 
information. 

b. If situation condition does not occur, don’t send message to 
SCL. 

Alternative 
Flows: 

NA 

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

For every activity with configured situation. 

NFR ID:  
Assumptions:  

Notes and 
Issues: 

Management of irregularity in activity is a challenging task. 

Sequence Diagram: 

 

 sd Use Case Model

ICL 2 Life-Log Monitor Situation Storage Life-log Data Remove
Irregularity

Evaluation of Log SCL 2Aggregate Log

alt 

loop 

sendActivity(activityId)

serachSituation(ActivityID)

processRequest()

:situation

reteriveLifeLogData(activity ID)

readLog()

:LogData

aggregateLog(LogData)

:cumulativeValue

removeAnamoly(cumulative, SituationID)

processRequest()

:activity interval

compareLog(logValue, SituationLimit)

:True/False

responseTrue()
sendSituation(SituationID, PersonId, ActivityID)

responseFalse()
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Use Case ID: DCL-UC-13 
Use Case Name: Retrieve sensory data from non-volatile storage for intermediate data 

generation (offline) 
FR ID:  

Created By:   Idris Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: KCL 
Description: Raw data in HDFS is retrieved based on the request from KCL and 

converted to relational format and stored in IDB. 
Trigger: KCL requests the data 

Pre-conditions: 1. Relational IDB schema has already been described and 
shared 

2. The data exists in HDFS 
Post-conditions: 1. The data has been transformed and exported to IDB 

2. The KCL is informed 
Normal Flow: 1. SCL receives requests from KCL and creates a NoSQL query 

2. NoSQL query is executed using Apache Hive on HDFS to 
retrieve the data 

3. Retrieved data is processed and transformed to relational 
format based on IDB schema 

4. Transformed data is exported to IDB 
Alternative 

Flows: 
NA 

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Less frequent, offline process, may be executed once or on change in the 
IDB schema 

NFR ID:  
Assumptions: NoSQL query results are easy to transform to relational format 

Notes and 
Issues: 

NA 

Sequence Diagram: 
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Use Case ID: DCL-UC-14 

Use Case Name: Retrieve sensory data from non-volatile storage (online) 
FR ID:  

Created By:   Idris Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: SL 
Description: Raw sensory data in HDFS is retrieved and provided to analytics 

component of SL in an online process 
Trigger: Request for data from descriptive analytics is received 

Pre-conditions: Raw sensory exists and persisted in HDFS (non-volatile storage) 
Post-conditions: 1. Required data is retrieved from HDFS 

2. Data is cached locally in SCL 
3. Required data is communicated to descriptive analytics in SL 

directly (online) 
Normal Flow: 1. Descriptive analytics in SL requests data from SCL 

2. SCL receives the request and maintains its log. 
3. SCL transforms request to a MapReduce Job. 
4. MapReduce job is executed on HDFS and results are 

retrieved. 
5. Retrieved results are cached locally in volatile storage 
6. Results are forwarded directly to descriptive analytics 

Alternative 
Flows: 

1. Descriptive analytics requests data from SCL 
2. SCL receives the request and examines it for duplicity(a 

request coming more than one time) 
3. Duplicate request results are directly forwarded from the 

cached results to descriptive analytics 
4. First time requests follow the normal flow. 

Exceptions: NA 
Includes: NA 

 sd SC-UseCase

Query Manager Query Generator Non-Volatile
Storage

IDBKCL

alt Offline Process: Less frequent

Data retrieve request()
GenerateNoSQLQuery()

ExecuteQueryonHDFS()

Receive Results()

ExportDataToIDB()

NotifyKCL()
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Frequency of 
Use: 

Frequent requests from descriptive analytics in SL 

NFR ID:  
Assumptions: Request format contract already defined between SL(descriptive 

analytics) and DCL (SCL) 
Notes and 

Issues: 
NA 

Sequence Diagram: 

 
Use Case ID: DCL-UC-15 

Use Case Name: Persist sensory data in non-volatile storage 
FR ID:  

Created By:   Idris Last Updated By: Bilal Amin 
Date Created: 15 July 2015 Last Revision Date: 20 Dec 2016 

Actors: DCL 
Description: Receive and persist raw sensory data from DCL in to HDFS 

Trigger: DCL request to upload data, every 3 seconds 
Pre-conditions: 1. Data storage structure, directory structure in HDFS defined 

2. File formats and data formats in HDFS known 
3. Raw sensory data is received from DCL 
4. Big Data server is already running 

Post-conditions: 1. Raw sensory data is persisted in HDFS non-volatile storage 
2. Data is available for processing and access by SL and KCL 

 sd SC-UseCase2

SL Query Manager StreamLoader CacheStorage Non-volati leStorage

alt 

alt 

DataRetrieveRequest()
GenerateMRJob()

ExecuteQueryOnHDFS()

ReturnResults()

ReturnResultstoSL()

CacheTheResults()

GenerateQuery()

CheckQueryDuplicity()

retrieveCachedResults()

ReturnResults()

ReturnResultstoSL()
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Normal Flow: 1. Big Data server listening for data requests from DCL
2. DCL connects and sends data to SCL
3. SCL uploads received data to HDFS

Alternative 
Flows: 

NA 

Exceptions: NA 
Includes: NA 

Frequency of 
Use: 

Very frequent, every 3 seconds 

NFR ID: 
Assumptions: Data format and specifications already defined between DCL and SCL 

Notes and 
Issues: 

NA 

Sequence Diagram: 
 sd SC-UseCase

DC SC Non-VolatileStorage

ConnectToSC()

Acknowledgement()

SendData()

UploadDatatoHDFS()
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Section 5.2 
 

Information Curation Layer(ICL) 
Requirement Specification 
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Document ID: MM-Deliverables-01 

Information Curation Layer 
1. ICL Requirement Specification  
1.1. ICL 3 Function Requirements 

Requirements #ID Description 
ICL3-FR-01 The platform shall provide each low-level context recognizer with 

the appropriate raw sensory data for recognition 

ICL3-FR-02 The platform shall identify the user’s low-level context 

ICL3-FR-03 The platform shall identify the user’s high-level context 

ICL3-FR-04 The platform shall provide low-level context information for the 
generation of the life-log 

ICL3-FR-05 The platform shall provide high-level context information for the 
generation of the life-log 

1.2. ICL 3 Non-Function Requirements 
Requirements #ID Description 
ICL3-NFR-01 Overall low-level context recognition accuracy of the platform 

shall be be greater than or equal to 85% 

ICL3-NFR-02 Overall high-level context inference accuracy of the platform shall 
be greater than or equal to 80% 

1.3. SCL 2 Terms and Definitions 
Terms Description 

DCL3 Data Curation Layer Ver. 3 
KCL3 Knowledge Curation Layer Ver. 3 

Reasoning The process of producing recommendations 
Low-level context Information describing the user activities (e.g., sitting), user 

locations (e.g., restaurant) and user emotions (e.g., happy) 

High-level context Information describing the situation of the user (e.g., 
lunch) 

Context General concept to refer either to low-level context and/or 
high-level context 
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Document ID: MM-Deliverables-01 

2. Use Case Diagram and Details 
2.1. Use Case List 

Use Case #ID Description 
ICL3-SUC-01 Derive optimal low-level context recognizer 
ICL3-SUC-02 Create low-level context recognizers 
ICL3-SUC-03 Route sensory data for the low-level context identification 
ICL3-SUC-04 Recognize user low-level context 
ICL3-SUC-05 Recognize user activity based on inertial raw sensory data 
ICL3-SUC-06 Recognize user activity based on video raw sensory data 
ICL3-SUC-07 Recognize user location based on geopositioning raw sensory data 
ICL3-SUC-08 Recognize user emotion based on audio raw sensory data 
ICL3-SUC-09 Recognize user emotion based on video raw sensory data 
ICL3-SUC-10 Recognize food based on tag data 
ICL3-SUC-11 Unify low-level contexts 
ICL3-SUC-12 Notify new low-level context 
ICL2-SUC- 13 Create unclassified high-level context instance 
ICL2-SUC- 14 Classify high-level context instance 
ICL2-SUC-15 Notify new high-level context 
ICL2-SUC-16 Load context ontology model 
ICL2-SUC-17 Store context instance 
ICL2-SUC-18 Retrieve context instance 
ICL3.0-SUC-19 Evolve Ontology 
ICL2.5-SUC-20 High Level Physical Activity Context 
ICL2.5-SUC-21 High Level Nutrition Context 
ICL3.0-SUC-22 High Level Clinical Context 
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Document ID: MM-Deliverables-01 

2.2. Use case diagram 

2.3.  

 uc UseCase Diagram HLCA 3.0

Route sensory data for 
low-level context

LLCA

«actor»
DCL3.0

Recognize activity 
based on inertial data

Recognize activity 
based on video data

Recognize low-level 
context

Unify low-level 
context

Notify new low-level 
context

Recognize emotion 
based on audio data

Recognize location 
based on 

geopositioning data

Recognize food 
nutrition based on 

Tag

HLCA

Create unclassified 
high-level context Create ontology

Evolve Ontology
Classify unclassified 

high-level context

Notify new high-level 
context

High level physical 
activity context

High lev el nutrition 
context

Ontology engineer

ICL3.0

Recognize emotion 
based on v ideo data

High lev el clinical 
context

Create low-lev el 
context recognizer

Deriv e optimal 
low-lev el context 

recognizer

ML Engineer

invokes

invokes

invokes

invokes

usesinvokes

invokes

extend

uses

precede
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Document ID: MM-Deliverables-01 

2.4. Use Case Details 

Use Case ID: ICL3-SUC-01 
Use Case Name: Derive optimal low-level context recognizer 
FR ID: MM-FR-11 
Created By: Oresti Banos Last Updated By: Jaehun Bang 
Date Created: 22 July 2015 Last Revision Date: 9 March 2017 
Actors: Engineer 
Description: Create an optimal recognition model through the evaluation of 

multiple recognition model candidates (offline process). 
Trigger: Engineer initiates the process for creating an optimal recognition 

model 
Pre-conditions: · A human expert or engineer sets up the experimental 

setup for the evaluation process  
Post-conditions: · The optimal recognition model among considered is 

delivered to the expert 
· A recognizer descriptor containing the characteristics of 

the optimal model is stored 
Normal Flow: 1. Load dataset 

2. For each combination of preprocessing methods, 
segmentation methods, feature sets, feature selection 
methods, and classification methods, the dataset is 
preprocessed (e.g., filtered) 

3. The preprocessed dataset is segmented (e.g., partitioned 
into windows) 

4. Features (e.g., mean, variance) are extracted from each 
segment of the dataset 

5. The best features are selected  
6. Cross validation is applied to the selected features 

a. The feature set is split into training and testing 
b. The classifier is trained using the training 

features 
c. The classifier is tested in order to determine the 

model performance 
7. The model performance is stored 
8. Once the model performance has been calculated for all 

the possible combinations, the optimal model is selected 
9. A recognizer descriptor is generated according to the 

characteristics of the model (e.g., median filtering, 3 sec 
window size, etc.) 

10. The generated recognizer descriptor is stored 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Infrequent  
NFR ID: MM-NFR-05 
Assumptions: NA 
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Notes and Issues: Matlab and Weka tools will be used for this task. A multimodal 
dataset must be collected for the training and evaluation of the 
candidates models. 

Sequence Diagram: 

 
 

Use Case ID: ICL3-SUC-02 
Use Case Name: Create low-level context recognizers 
FR ID: MM-FR-11 
Created By: Oresti Banos Last Updated By: Jaehun Bang 
Date Created: 22 July 2015 Last Revision Date: 9 March 2017 
Actors: DCL 3 
Description: Sensory data is received from DCL 3 and it is distributed to the 

corresponding low-level context recognizer based on the data 
type(s). 

Trigger: Receive userID and part of the user profile information send by 
DCL 3 to ICL3  

Pre-conditions: · DCL 3 sends the userID and part of the user profile 
information to ICL 3 whenever a new user is registered in 
the platform 

Post-conditions: · Low-level context recognizers are generated for the new 
user for all context types 

sd Interaction

Data Mining Tool Offl ine Signal
Preprocessor

Offl ine Signal
Segmenter

Offl ine Feature
Extractor

Offl ine Classifier

Engineer

Collected Sensory
Dataset

Cross ValidatorOffl ine Feature
Selector

Recognizer
Description

Storage

loop 

[For preprocessingMethods x segmentationMethods x featureSets x featureSelectionMethods x ClassificationMethods]

createRecognitionModel()

loadDataset()

:dataset

preprocess(dataset, preprocessingMethod)

:preprocessedData

segment(preprocessedData, segmentationMethod)

:segmentedData

extractFeatures(segmentedData, featureSet)

:extractedFeatures

selectFeatures(extractedFeatures, featureSelectionMethod)

:selectedFeatures

crossValidate(selectedFeatures)

splitFeatureSet(selectedFeatures) :trainingFeatures,
testingFeatures

trainClassifier(trainingFeatures, classifierMethod)

:model

testClassifer(testingFeatures, model)

:modelPerformance

:model, modelPerformance

addToModelPerformanceList(model, modelPerformance) :performanceList

selectOptimalModel(performanceList) :optimalModel

:optimalModel

createRecognizerDescription(optimalModel) :recognizerDescription

storeRecognizerDescription(recognizerDescription)
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Normal Flow: 1. Receive UserID and (part of the) user profile information 
2. Load the recognizer descriptions containing the low-

level context model types (e.g., emotion recognizer) and 
characteristics (e.g., median filtering, 3 sec window size, 
etc.) 

3. Create a new recognizer for each recognizer description 
4. Create a recognizer identifier for the generated 

recognizer 
5. Save the recognizer identifier in a persistent storage 

Alternative Flows: NA 
Exceptions: NA  
Includes: NA 
Frequency of Use: Less frequent  
NFR ID: NA 
Assumptions: · DCL 3 will send the required user profile information 

together with the userID only the first time a user is 
registered 

· No user profile updates are considered in this version 
Notes and Issues: NA 
Sequence Diagram: 

 
 

Use Case ID: LLCA-UC-03 
Use Case Name: Route sensory data for the low-level context identification 
Created By: Tae Ho Hur Last Updated By: Tae Ho Hur 
Date Created: 06 Dec 2015 Last Revision Date: 06 Dec 2015 
Actors: Sensor Devices 
Description: Sensory data is received and it is distributed to the 

corresponding low-level context recognizer based on the data 
type(s). 

Trigger: Receive sensory data send by each sensor device 
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Pre-conditions: · Device sends sensory data, i.e., raw sensory data plus 
sensory metadata (e.g., data type, time stamp, device ID, 
device type, and user ID) 

Post-conditions: · The adequate raw sensory data is sent to each low-level 
context recognizer in order to perform the recognition 
process 

Normal Flow: 1. Receive sensory data 
2. Get the user identifier to which the sensory data belongs 
3. Load the low-level context recognizers identifiers for the 

given user 
4. For each low-level context recognizer identifier, get the 

sensory data type(s) it requires 
5. Match the received sensory data with the sensory data 

type(s) required by the low-level context recognizer 
6. Create a copy with the compatible data required by the 

low-level context recognizer 
7. Distribute the data to the corresponding low-level 

context recognizer 
Alternative Flows: NA 
Exceptions: 5a. If no compatible data types are identified for the given 

low-level context recognizer 
            1. Go to step 3 

Includes: NA 
Frequency of Use: Very frequent 
Assumptions: · There is an established communication between Sensor 

Devices and the Sensory Data Router module 
· Incoming sensory data is already preprocessed (i.e., 

without missing samples and with synchronized streams) 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL3-SUC-04 
Use Case Name: Recognize user low-level context 
FR ID: MM-FR-11 
Created By: Oresti Banos Last Updated By: Oresti Banos 
Date Created: 14 July 2015 Last Revision Date: 20 July 2015 
Actors: Sensory Data Router, Low-Level Context Unifier 
Description: The low-level context associated to a given user is identified 

based on the received compatible sensory data. The low level 
context recognition may be of diverse nature depending upon 
the data types, thus this use case defines an abstract 
representation of the process to be followed. 

Trigger: Receive compatible sensory data 
Pre-conditions: · Compatible sensory data is sent to a given low-level 

context recognizer 
Post-conditions: · The recognized low-level context instance is provided to 

the Low-Level Context Unifier 
Normal Flow: 1. Compatible sensory data is received by a given low-level 

context recognizer  
2. The raw sensory data is extracted from the sensory data 
3. The low-level context label is recognized 
4. The sensory metadata is extracted from the sensory data 
5. A low-level context instance is generated by combining 

the low-level context label and the sensory metadata 
6. The generated low-level context instance is provided to 

the Low-Level Context Unifier 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of sensory data 
NFR ID: MM-NFR-05 
Assumptions: · Only compatible sensory data is received by each 

corresponding low-level context recognizer 
Notes and Issues: NA 
Sequence Diagram: 

 

 sd 

Low-Level Context Recognizer Low-Level Context
Unifier

Sensory Data
Router

receive(compatibleSensoryData)

extractRawSensoryData(compatibleSensoryData) :rawSensoryData

recognizeLowLevelContext(rawSensoryData) :lowLevelContextLabel

extractSensoryMetadata(compatibleSensoryData) :sensoryMetadata

createLowLevelContextInstance(lowLevelContextLabel, sensoryMetadata) :
lowLevelContextInstance

receive(lowLevelContextInstance)
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Use Case ID: ICL3-SUC-05 
Use Case Name: Recognize user activity based on inertial raw sensory data 
FR ID: MM-FR-11 
Created By: Taeho Hur Last Updated By: Taeho Hur  
Date Created: 09 March 2017 Last Revision Date: 09 March 2017 
Actors: ICL3-SUC-04 
Description: Identification of the user physical activity (e.g., “sitting”) based 

on the processing of the body-motion raw sensory data collected 
from an inertial sensor. The body-motion raw sensory data 
consists of triaxial acceleration, triaxial rate of turn and triaxial 
magnetic field data. 

Trigger: Request for the recognition of the user activity based on a given 
inertial raw sensory data 

Pre-conditions: · Raw sensory data is extracted from compatible sensory 
data (inertial sensory data) 

Post-conditions: · A label corresponding to the recognized activity is 
generated 

Normal Flow: 1. Inertial raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., filtered) 
3. The preprocessed raw sensory data is segmented (e.g., 

partitioned into windows) 
4. Features (e.g., mean, variance) are extracted from each 

segment of raw sensory data 
5. The extracted features are classified 
6. A label identifying the corresponding user activity is 

generated 
7. Decision fusion of activities is made based on majority 

voting 
8. Final activity is chosen 

Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of inertial raw sensory data 
NFR ID: MM-NFR-05 
Assumptions: The raw sensory data is of the nature required by the inertial 

activity recognizer 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL3-SUC-06 
Use Case Name: Recognize user activity based on video raw sensory data 
FR ID: MM-FR-11 
Created By: Oresti Banos Last Updated By: Oresti Banos 
Date Created: 17 July 2015 Last Revision Date: 20 July 2015 
Actors: ICL3-SUC-04 
Description: Identification of the user physical activity (e.g., “standing”) based 

on the processing of the body-motion raw sensory data collected 
through a video camera. The body-motion raw sensory data 
consists of RGB and depth video. 

Trigger: Request for the recognition of the user activity based on a given 
video raw sensory data 

Pre-conditions: · Raw sensory data is extracted from compatible sensory 
data (video sensory data) 

Post-conditions: · A label corresponding to the recognized activity is 
generated 

Normal Flow: 1. Video raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., filtered) 
3. The preprocessed raw sensory data is segmented (e.g., 

partitioned into windows) 
4. Features (e.g., SIFT, HOG) are extracted from each 

segment of raw sensory data 
5. The extracted features are classified 

 sd Interaction

Inertial Activity
Recognizer

Preprocessor Segmenter Feature Extractor Classifier Decision Fusioner

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

preprocessedSensoryData()

segment(preprocessedSensoryData)

segmentedSensoryData()

extractFeature(segmentedSensoryData)

extractedFeatures()

classify(extractedFeatures)

activityLabel()

decisionFusion(activityLabel)

finalActivityLabel()
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6. A label identifying the corresponding user activity is 
generated 

Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of video raw sensory data 
NFR ID: MM-NFR-05 
Assumptions: The raw sensory data is of the nature required by the video 

activity recognizer 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 

Use Case ID: ICL3-SUC-07 
Use Case Name: Recognize user location based on geopositioning raw sensory 

data 
FR ID: MM-FR-11 
Created By: Oresti Banos Last Updated By: Oresti Banos 
Date Created: 17 July 2015 Last Revision Date: 20 July 2015 
Actors: ICL3-SUC-04 
Description: Identification of the user location (e.g., “restaurant”) based on 

the processing of the geopositioning raw sensory data collected 
from a portable GPS sensor. The body-motion raw sensory data 
consists of latitude, longitude and speed data. 

Trigger: Request for the recognition of the user location based on a given 
geopositioning raw sensory data 

 sd Interaction

Video Activity Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel
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Pre-conditions: · Raw sensory data is extracted from compatible sensory 
data (geopositioning sensory data) 

Post-conditions: · A label corresponding to the recognized location is 
generated 

Normal Flow: 1. Geopositioning raw sensory data is received for analysis 
2. The geopositioning raw sensory data is compared with 

the predefined map coordinates  
3. A label identifying the corresponding user location is 

generated 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of geopositioning raw sensory data 
NFR ID: MM-NFR-05 
Assumptions: The raw sensory data is of the nature required by the 

geopositioning location recognizer 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 

Use Case ID: ICL3-SUC-08 
Use Case Name: Recognize user emotion based on audio raw sensory data 
FR ID: MM-FR-11 
Created By: Oresti Banos Last Updated By: Jaehun Bang 
Date Created: 17 July 2015 Last Revision Date: 9 March 2017 
Actors: ICL3-SUC-04 
Description: Identification of the user emotional state (e.g., “happy”) based 

on the processing of the audio raw sensory data collected from a 
microphone sensor. The audio raw sensory data consists of the 
user voice data. 

Trigger: Request for the recognition of the user emotion based on a given 
audio raw sensory data 

sd Interaction

Geopositioning
Location Recognizer

Location
Mapper

recognizeLowLevelContext(rawSensoryData)

identifyUserLocation(rawSensoryData)

:locationLabel
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Pre-conditions: · Raw sensory data is extracted from compatible sensory 
data (audio sensory data) 

Post-conditions: · A label corresponding to the recognized emotion is 
generated 

Normal Flow: 1. Audio raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., filtered) 
3. The preprocessed raw sensory data is segmented (e.g., 

partitioned into windows) 
4. Features (e.g., LPC, MFCC) are extracted from each 

segment of raw sensory data 
5. The extracted features are classified 
6. A label identifying the corresponding user emotion is 

generated 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of inertial raw sensory data 
NFR ID: MM-NFR-05 
Assumptions: The raw sensory data is of the nature required by the audio 

emotion recognizer 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 

Use Case ID: ICL3-SUC-09 
Use Case Name: Recognize user emotion based on video raw sensory data 
FR ID: MM-FR-11 
Created By: Jaehun Bang Last Updated By: Jaehun Bang 
Date Created: 9 March 2017 Last Revision Date: 9 March 2017 
Actors: ICL3-SUC-04 

 sd Interaction

Audio Emotion Recognizer Signal Preprocessor Signal Segmenter Feature Extractor Classifier

recognizeLowLevelContext(rawSensoryData)

preprocess(rawSensoryData)

:preprocessedSensoryData

segment(preprocessedSensoryData)

:segmentedSensoryData

extractFeatures(segmentedSensoryData)

:extractedFeatures

classify(extractedFeatures)

:activityLabel
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Description: Identification of the user emotional state (e.g., “happy”) based 
on the processing of the video raw sensory data collected from a 
camera sensor. The video raw sensory data consists of the user 
facial data. 

Trigger: Request for the recognition of the user emotion based on a given 
video raw sensory data 

Pre-conditions: · Raw sensory data is extracted from compatible sensory 
data (video sensory data) 

Post-conditions: · A label corresponding to the recognized emotion is 
generated 

Normal Flow: 1. Video raw sensory data is received for analysis 
2. The raw sensory data is preprocessed (e.g., filtered and 

face detection) 
3. The preprocessed raw sensory data is segmented (e.g., 

partitioned into face area) 
4. Features (e.g., face factor statistical features) are 

extracted from each segment of raw sensory data 
5. The extracted features are classified 
6. A label identifying the corresponding user emotion is 

generated 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of inertial raw sensory data 
NFR ID: MM-NFR-05 
Assumptions: The raw sensory data is of the nature required by the video 

emotion recognizer 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL3-SUC-10 
Use Case Name: Recognize food based on tag data 
FR ID: MM-FR-11 
Created By: Taeho Hur Last Updated By: Taeho Hur 
Date Created: 9 March 2017 Last Revision Date: 9 March 2017 
Actors: ICL3-SUC-04 
Description: User selects the category of the intaken food (e.g., “grain”) from 

the food DB list from the app. The related nutrition information 
(e.g, “protein”) shall be sent to the HLCA. 

Trigger: User selects the food category tag 
Pre-conditions: · User is going to have a meal/snack 
Post-conditions: · Nutrition information is retrieved based on the selected food 
Normal Flow: 1. User selects the food to intake from the app 

2. The selected food item is parsed and conclude the food 
category 

3. The category is mapped to the food DB 
4. According nutrition information is retrieved 

Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Episodic: Only when the user has a meal 
NFR ID: MM-NFR-05 
Assumptions: User is having a meal 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 sd Interaction

Tag based Food
Recognizer

Tag Parser DB Mapper

recognizeFood(selectedItem)

parseTag(selectedfoodItem)

foodCategory()

retrieveNutrition(foodCategory)

nutritionInformation()

486



 

 

 

Document ID: MM-Deliverables-01 

Use Case ID: ICL3-SUC-11 
Use Case Name: Unify low-level contexts 
FR ID: MM-FR-11  
Created By: Oresti Banos Last Updated By: Oresti Banos 
Date Created: 20 July 2015 Last Revision Date: 20 July 2015 
Actors: Low-Level Context Recognizer, Low-Level Context Notifier  
Description: Aggregation of multiple low-level context instances of the same 

context type (e.g., activity) corresponding to a similar period of 
time 

Trigger: Receive low-level context instance 
Pre-conditions: · Low-level context instances are received from different 

recognizers of the same context type 
Post-conditions: · A single low-level context instance is served for 

notification  
Normal Flow: 1. A low-level context instance is received 

2. Search for other low-level context instances of the same 
type valid at the same time 

3. Fuse the identified low-level context instances into a 
unified low-level context instance 

4. Serve the unified low-level context instance for 
notification 

Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of a low-level context label 
NFR ID: MM-NFR-05 
Assumptions: Identical labels are used to describe the same low-level context 

for each recognizer of the same context type (e.g., inertial 
activity recognizer, video activity recognizer) 

Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL3-SUC-12 
Use Case Name: Notify new low-level context 
FR ID: MM-FR-13  
Created By: Oresti Banos Last Updated By: Oresti Banos 
Date Created: 14 July 2015 Last Revision Date: 20 July 2015 
Actors: Low-Level Context Unifier, High-Level Context Builder, DCL 3 
Description: Serve the newly recognized low-level context for the 

identification of high-level context and also communicate it to 
DCL 3 for persistence. 

Trigger: New low-level context is identified 
Pre-conditions: · A unified low-level context instance is received 
Post-conditions: · The unified low-level context instance is served for the 

identification of the high-level context(s) 
· The unified low-level context instance is sent to DCL 3 

Normal Flow: 1. A low-level context instance is received from the low 
level context unifier   

2. The received instance is compared with the last low-
level context instance 

3. The new low-level context instance is served for the 
identification of the high-level context 

4. The new low-level context instance is sent to DCL 3 
Alternative Flows: 3a. If the received instance contains the same low-level 

context type as the previous one 
      1. Finalize 

Exceptions: NA 
Includes: NA 
Frequency of Use: Frequent: at every reception of a low-level context instance 

sd Interaction

Low-Level Context
Recognizer

Low-Level Context
Unifier

Low-Level Context
Notifier

receive(lowLevelContextInstance)

searchLowLevelContexts() :
lowLevelContextInstances

fuseLowLevelContexts(lowLevelContextInstances) :
unifiedLowLevelContextInstance

receive(unifiedLowLevelContextInstance)
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NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 

Use Case ID: ICL3-SUC-13 
Use Case Name: Create unclassified high-level context instance 
FR ID: MM-FR-12 
Created By: Claudia Villalonga Last Updated By: Claudia 

Villalonga 
Date Created: 14 July 2015 Last Revision Date: 3 September 

2015 
Actors: Low-Level Context Notifier, Context Ontology Manager, High-

Level Context Reasoner 
Description: Build a high-level context instance based on the identified low-

level contexts 
Trigger: Receive low-level context instance (label plus metadata) 
Pre-conditions: · A new low-level context instance is served to the high-

level context builder 
Post-conditions: · The unclassified high-level context instance is created 
Normal Flow: 1. Map low-level context instance into ontological format  

2. Store low-level context instance (ICL3-SUC-17) 
3. Search for other low-level context instances of different 

type valid at the same time 
3.1. Create a request for other low-level context 
instances of different type that are valid at the same 
time 
3.2. Retrieve matching context instances (ICL3-SUC-18) 

4. Create new unclassified high-level context instance 
which links to the available low-level context instance(s) 

 sd Interaction

Low-Level
Context Unifier

Low-Level
Context Notifier

High-Level
Context Builder

DCL 2

alt 

[if boolean is true]

receive(unifiedLowLevelContextInstance)

compareWithLastInstance(unifiedLowLevelContextInstance)
:boolean

receive(unifiedLowLevelContextInstance)

receive(unifiedLowLevelContextInstance)
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5. Assert on the unclassified high-level context instance 
that the missing low-level context instances do not exist 

6. Serve the unclassified high-level context instance for 
classification 

Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Less Frequent: whenever a new low-level context is recognized 
NFR ID: NA 
Assumptions: Low-level contexts are interpretable 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 

Use Case ID: ICL3-SUC-14 
Use Case Name: Classify high-level context instance 
FR ID: MM-FR-12 
Created By: Claudia Villalonga Last Updated By: Claudia 

Villalonga 
Date Created: 14 July 2015 Last Revision Date: 3 September 

2015 
Actors: High-Level Context Builder, High-Level Context Notifier 
Description: Classify the unclassified high-level context instance into one of 

the high-level context categories 
Trigger: Creation of unclassified high-level context instance 
Pre-conditions: · The unclassified high-level context instance is created 

sd ICL2-SUC-11

Low-Level Context
Notifier

High-Level Context
Builder

High-Level Context
Reasoner

Context Ontology
Manager

receive(unifiedLowLevelContextInstance)

mapIntoOntologicalFormat(unifiedlLowLevelContextInstance) :
ontologicalLowLevelContextInstance

storeContextInstance(ontologicalLowLevelContextInstance)
:ok

searchConcurrentLowLevelContexts(ontologicalLowLevelContextInstance) :
concurrentOntologicalLowLevelContextInstances

createRequestForConcurrentLowLevelContexts(ontologicalLowLevelContextInstance)
:requestForConcurrentLowLevelContexts

retrieveContextInstance(requestForConcurrentLowLevelContexts)

:concurrentOntologicalLowLevelContextInstances

createUnclassifiedHighLevelContext(ontologicalLowLevelContextInstance,
concurrentOntologicalLowLevelContextInstances) :
unclassifiedHighLevelContextInstance

assertMissingLowLevelContext(unclassifiedHighLevelContextInstance) :
unclassifiedHighLevelContextInstance

receive(unclassifiedHighLevelContextInstance)
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Post-conditions: · The classified high-level context instance is served for 
notification 

Normal Flow: 1. Verify the consistency of unclassified high-level context 
instance  

2. Reason on the unclassified high-level context instance to 
identify the context type to which it belongs 

3. Serve the classified high-level context for notification 
Alternative Flows: 1a. If the unclassified high-level context instance is not valid 

      1. Communicate unidentified context 
Exceptions: NA 
Includes: NA 
Frequency of Use: Less Frequent: whenever an unclassified high-level context 

instance is created 
NFR ID: MM-NFR-06 
Assumptions: Low-level contexts and high-level contexts are interpretable 
Notes and Issues: NA 
Sequence Diagram: 

 
 

 

Use Case ID: ICL3-SUC-15 
Use Case Name: Notify new high-level context 
FR ID: MM-FR-14  
Created By: Oresti Banos Last Updated By: Claudia 

Villalonga 
Date Created: 14 July 2015 Last Revision Date: 3 September 

2015 
Actors: High-Level Context Reasoner, DCL 3 

sd ICL2-SUC-12

High-Level Context
Builder

High-Level
Context Reasoner

High-Level Context
Notifier

alt 

[if boolean is true]

[else]

receive(unclassifiedHighLevelContextInstance)

verifyConsistency(unclassifiedHighLevelContextInstance) :
boolean

classify(unclassifiedHighLevelContextInstance) :
classifiedHighLevelContextInstance

receive(classifiedHighLevelContextInstance)

receive(unidentifiedHighLevelContextInstance)
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Description: Communicate the newly recognized high-level context to DCL 3 
for persistence. 

Trigger: High-level context is identified 
Pre-conditions: · A high-level context instance is received 
Post-conditions: · The new high-level context instance is sent to DCL 3 
Normal Flow: 1. A high-level context instance is received from the high-

level context classifier 
2. Search for the last high-level context instance 

2.1. Create a request for the last high-level context 
instance 
2.2. Retrieve the matching context instance (ICL3-SUC-
18) 

3. Store high-level context instance (ICL3-SUC-17) 
4. Compare the high-level context instance with the last 

high-level context instance 
5. The new high-level context instance is sent to DCL 3 

Alternative Flows: 5a. If the received instance contains the same high-level 
context type as the previous one 

      1. Finalize 
Exceptions: NA 
Includes: NA 
Frequency of Use: Less frequent: at every reception of a high-level context instance 
NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 

sd ICL2-SUC-13

High-Level Context
Reasoner

High-Level Context
Notifier

DCL 2Context Ontology
Manager

alt 

[if boolean is true]

receive(classifiedHighLevelContextInstance)

searchLastHighLevelContext(classifiedHighLevelContextInstance) :
lastHighLevelContextInstance

createRequestForLastHighLevelContext(classifiedHighLevelContextInstance) :
requestForLastHighLevelContext

retrieveContextInstance(requestForLastHighLevelContext)

:lastHighLevelContextInstance

storeContextInstance(classifiedHighLevelContextInstance)

:ok

compareInstances(classifiedHighLevelContextInstance,
lastHighLevelContextInstance) :boolean

receive(classifiedHighLevelContextInstance)
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Use Case ID: ICL3-SUC-16 
Use Case Name: Load context ontology model 
FR ID:  
Created By: Claudia Villalonga Last Updated By: Claudia 

Villalonga 
Date Created: 31 August 2015 Last Revision Date: 3 September 

2015 
Actors: Ontology Engineer 
Description: Load and store a context ontology model that describes high-

level context and its relations to low-level context into the 
system in order to enable the recognition of high-level context 

Trigger: The ontology engineer who has created a context ontology 
model loads it through the interface 

Pre-conditions: · A context ontology model that describes high-level 
context and its relations to low-level context has been 
created 

Post-conditions: · The context ontology model is stored and available for 
the recognition of high-level context 

Normal Flow: 1. A context ontology model is received 
2. The context ontology model is analyzed for its 

consistency and validity 
3. The context ontology is stored in order to provide 

persistence 
4. Success is notified 

Alternative Flows: 2a. If the context ontology model is not valid or inconsistent 
1. Error is notified 

3a. If there is an error during storage 
1. Repeat step 3 

Exceptions: NA 
Includes: NA 
Frequency of Use: Infrequent 
NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 
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Use Case ID: ICL3-SUC-17 
Use Case Name: Store context instance 
FR ID:  
Created By: Claudia Villalonga Last Updated By: Claudia 

Villalonga 
Date Created: 31 August 2015 Last Revision Date: 4 September 

2015 
Actors: High-Level Context Builder and High-Level Context Notifier 
Description: Persist a context instance (high-level context instance or low-

level context instance) into the system 
Trigger: A new context instance has been created or identified 
Pre-conditions: · A new context instance is received 
Post-conditions: · The context instance is stored 
Normal Flow: 1. Receive context instance 

2. Validate the context instance 
3. Store the context instance 
4. Notify success  

Alternative Flows: 2a. If the context instance is not valid 
1. Error is notified 

3a. If there is an error during storage 
1. Repeat step 3 

Exceptions: NA 
Includes: NA 

sd ICL2-SUC-14

Ontology Engineer

Context Ontology
Manager

alt 

[if boolean is true]

[else]

receive(contextOntologyModel)

analyzeConsistencyAndValidate(contextOntologyModel) :
boolean

storeContextModel(contextOntologyModel)

:ok

:error
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Frequency of Use: Less Frequent: whenever a new low-level context instance is 
created, a new high-level context instance is created, or a high-
level context instance is classified 

NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 

Use Case ID: ICL3-SUC-18 
Use Case Name: Retrieve context instance 
FR ID:  
Created By: Claudia Villalonga Last Updated By: Claudia 

Villalonga 
Date Created: 31 August 2015 Last Revision Date: 4 September 

2015 
Actors: High-Level Context Builder and High-Level Context Notifier 
Description: Provide context instances (high-level context instances or low-

level context instances) that match a given request 
Trigger: A requester retrieves context instances 
Pre-conditions: · A request for context instances is received  
Post-conditions: · Matching context instances are provided to the 

requester 
Normal Flow: 1. Receive a request for a specific context 

2. Validate the request  
3. Generate the query associated to the request   

sd ICL2-SUC-15

Context Ontology
Manager

High-Level Context
Builder or High-Level

Context Notifier

alt 

[if boolean is true]

[else]

storeContextInstance(contextInstance)

validateInstance(contextInstance) :boolean

storeContextInstance(contextInstance)

:ok

:error
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4. Match the query to the stored context instances 
5. Return the matching context instances  

Alternative Flows: 2a. If the request for context is not valid 
1. Return error message 

Exceptions: NA 
Includes: NA 
Frequency of Use: Less frequent: whenever context instances are required in order 

to generate a new high-level context instance or to verify the 
high-level context 

NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 
 
 
  

sd ICL2-SUC-16

Context Ontology
Manager

High-Level Context
Builder or High-Level

Context Notifier

alt 

[if boolean is true]

[else]

retriveContextInstance(contextRequest)

validateRequest(contextRequest) :
boolean

generateQuery(contextRequest) :query

getMatchingContextInstance(query) :contextInstance

:contextInstance

:error
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Use Case ID: ICL2.5-SUC-19 
Use Case Name: Evolve Ontology 
FR ID: MM-FR-11 
Created By: Wajahat Ali Khan Last Updated By: Muhammad Asif 

Razzaq 
Date Created: 18 Mar 2016 Last Revision Date: 10 Mar 2017 
Actors: Ontology Engineer 
Description: Evolving the already created context ontology based on the 

clinical service. The low level and high level clinical related 
contexts are modelled in the context ontology that only included 
physical activities and nutrition related low level and high level 
entities. 

Trigger: The ontology engineer who has created a context ontology 
model loads it through the interface 

Pre-conditions: · A context ontology model that describes high-level 
context and its relations to low-level context has been 
created with physical activities, nutrition and clinical 
information related resources 

Post-conditions: · The modified or evolved context ontology model is 
stored and available for the recognition of high-level 
context 

Normal Flow: 1. Ontology engineer defines the low level clinical concepts 
in addition to the low level physical activities, and 
nutrition concepts 

2. Ontology engineer defines the high level clinical 
concepts in addition to the high level physical activities 
and nutrition concepts 

3. The constraints are defined on the new concepts added 
to the ontology 

4. Consistency of the ontology is checked with reasoner 
5. The modified context ontology is stored for persistence 
6. Success is notified 

Alternative Flows: 4a. If the context ontology model is not valid or incons
istent 

a. Error is notified 
b. Check step 1,2,3 

 
Exceptions: NA 
Includes: NA 
Frequency of Use: Infrequent 
NFR ID: NA 
Assumptions: Context Ontology based on physical activities and nutrition 

service already exists 
Notes and Issues: NA 
Sequence Diagram:    
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Use Case ID: ICL2.5-SUC-20 
Use Case Name: High level physical activity context 
FR ID: MM-FR-14  
Created By: Wajahat Ali Khan Last Updated By: Wajahat Ali K

han 
Date Created: 18 March 2016 Last Revision Date: 18 March 

2016 
Actors: High-Level Context Reasoner 
Description: A classified high level physical activity context is recognized by 

the reasoner from the unclassified high level context. 
Trigger: High-level context is identified  
Pre-conditions: · An unclassified high-level physical activity context 

instance is received 
Post-conditions: · The new high-level physical activity context instance is 

forwarded to Notify DCL 
Normal Flow: 1. A high-level physical activity context instance is 

processed by high-level context classifier 
2. Reasoning is performed by the reasoner to find out 

classified high level physical activity context 
3. The classified high level physical activity context is 

provided to Notify DCL 
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 
Frequency of Use: Less frequent: at every reception of a unclassified high-level

 sd ICL2.5-SUC-19

Ontology Engineer

Context Ontology
Storage

Ontology
Engineering GUI

Ontology GUI
Reasoner

openEnvironmentGUI()

loadMMContextOntology()

loadedMMContextOntology(MMContextOntology2.5)

addFoodConcepts(LLC)

addNutrientConcepts(HLC)

addFoodContraints(LLC)

addNutrientConstraints()

checkConsistency(LLC)

checkConsistency(HLC)

executeReasoner(consistencyCheck)

update(MMContextOntology2.5)
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physical activity context instance 
NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

Use Case ID: ICL2.5-SUC-21 
Use Case Name: High level nutrition context 
FR ID: MM-FR-14 
Created By: Wajahat Ali Khan Last Updated By: Wajahat Ali K

han 
Date Created: 18 March 2016 Last Revision Date: 18 March 

2016 
Actors: High-Level Context Reasoner 
Description: A classified high level nutrition context is recognized by the 

reasoner from the unclassified high level context. 
Trigger: High-level context is identified 
Pre-conditions: · An unclassified high-level nutrition context instance is

received
Post-conditions: · The new high-level nutrition context instance is

forwarded to Notify DCL
Normal Flow: 1. A high-level nutrition context instance is processed by

high-level context classifier
2. Reasoning is performed by the reasoner to find out

classified high level nutrition context
3. The classified high level nutrition context is provided to

Notify DCL
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 

 sd ICL2.5-SUC-20

High-Level Context
Builder

High-Level Reasoner Context Ontology
Storage

alt 

[if boolean is true]

[else]

receive(uniclassifiedPAHighLevelContextInstance)

verifyConsistency(unclassifiedPAHighLevelContextInstance) :
boolean

classify(unclassifiedPAHighLevelContextInstance) :
classifiedPAHighLevelContextInstance

receive(classifiedPAHighLevelContextInstance)

recieve(unidentifiedPAHighLevelContextInstance)
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Frequency of Use: Less frequent: at every reception of a unclassified high-level
nutrition context instance 

NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

Use Case ID: ICL3.0-SUC-22 
Use Case Name: High level clinical context 
FR ID: MM-FR-14 
Created By: Muhammad Asif 

Razzaq 
Last Updated By: Muhammad As

if Razzaq 
Date Created: 10 March 2017 Last Revision Date: 10 March 2017 
Actors: High-Level Context Reasoner 
Description: A classified high level clinical context is recognized by the 

reasoner from the unclassified high level context. 
Trigger: High-level context is identified 
Pre-conditions: · An unclassified high-level clinical context instance is

received
Post-conditions: · The new high-level clinical context instance is forwarded

to Notify DCL
Normal Flow: 1. A high-level clinical context instance is processed by

high-level context classifier
2. Reasoning is performed by the reasoner to find out

classified high level clinical context
3. The classified high level clinical context is provided to

Notify DCL
Alternative Flows: NA 
Exceptions: NA 
Includes: NA 

 sd ICL2.5-SUC-21

High-Level Context
Builder

High-Level
Reasoner

High-Level
Context Notifier

alt 

[if boolean is true]

[else]

recieve(unclassifiedNutritionHighLevelContextInstance)

verifyConsistency(unclassifiedNutritionHighLevelContextInstance) :
boolean

classify(unclassifiedNutritionHighLevelContextInstance) :
classifiedNutritionHighLevelContextInstance

receive(classifiedNutritionHighLevelContextInstance)

recieve(unidentifiedNutritionHighLevelContextInstance)
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Frequency of Use: Less frequent: at every reception of a unclassified high-level
clinical context instance 

NFR ID: NA 
Assumptions: NA 
Notes and Issues: NA 
Sequence Diagram: 

 sd ICL2.5-SUC-22

High-Level Context
Builder

High-Level
Reasoner

High-Level
Context Notifier

alt 

[if boolean is true]

[else]

recieve(unclassifiedClinicalHighLevelContextInstance)

verifyConsistency(unclassifiedNutritionHighLevelContextInstance) :
boolean

classify(unclassifiedClinicalHighLevelContextInstance) :
classifiedClinicalHighLevelContextInstance

receive(classifiedClinicalHighLevelContextInstance)

recieve(unidentifiedClinicalHighLevelContextInstance)
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Section 5.3 

Knowledge Curation Layer(KCL) 
Requirement Specification
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Knowledge Curation Layer 
1. KCL Requirement Specification

1.1. KCL Function Requirements 
Requirements #ID Description 

KCL-FR-01 The data-driven knowledge acquisition shall know schema detail of lifelog and 
user profile data in order to load the data and extract feature model. 

KCL-FR-02 The data-driven knowledge acquisition shall load all related data specified as 
feature model from Data Curation Layer (DCL). The loaded lifelog and user profile 
data will be used for classification model creation. 

KCL-FR-03 The expert-driven knowledge acquisition shall share the production rules with 
Service Curation Layer (SCL) for final reasoning.  

KCL-FR-04 The expert-driven environment shall create “Situations” and share its 
configuration with SCL and DCL. Furthermore, all associated rules with 
“Situation” shall be provided to SCL. 

1.2. KCL Non-Function Requirements 

Requirements #ID Description 

KCL-NFR-01 The layer shall persist only verified and validated rules into knowledge base. 

KCL-NFR-02 The layer shall ensure consistency of distributed copies of knowledge base. 

1.3. KCL Terms and Definitions 
Terms Description 

KCL Knowledge Curation Layer Ver. 3 

DCL Data Curation Layer Ver. 3 

SCL Service Curation Layer Ver. 3 

Situation An abnormal status of a subject caused by unhealthy behaviors. 

Production Rule Production rule is ultimate and shareable rule which is used in reasoning 
to produce recommendation. 

Domain Expert Domain expert is an actor who will interact with system to create 
knowledge base. 

Verification and Validation Verification ensures that rule created is consistent with requirements 
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and validation ensures that the rule created is correctly working on real 
data. 

Schema Schema represents the structure and associated semantics of user 
profile and life log data. 

2. Use Case Diagram and Details

2.1. Use Case List 

Requirements #ID Description 

KCL-UC-01 Select valid combinations of features from lifelog and user profile schema to 
build feature model for yielding correct classification model. 

KCL-UC-02 Apply preprocessing methods on retrieved lifelog and user profile data to 
prepare the data for classification model learning. 

KCL-UC-03 Expert generate guidelines to utilize their practices to create rules in the 
knowledge bases. 

KCL-UC-04 System validate the guidelines in tree structure to maintain the rules. 

KCL-UC-05 User profile and lifelog schema is needed to be known before feature modeling 
and creation of classification model. 

KCL-UC-06 Retrieve user profile and lifelog data for creation of classification model. 

KCL-UC-07 Extract meta-features of classification datasets. 

KCL-UC-08 Evaluate performance of decision tree algorithms (i.e, f-measure) 

KCL-UC-09 Create automatic algorithm recommendation model (AARM) from offline 
datasets. AARM will be used as recommendation model for algorithm selection. 

KCL-UC-10 Create rules to enhance the knowledge base of the system to generate 
recommendations in easy manner. 

KCL-UC-11 Rule validation avoid the duplication of rules in the knowledge base and enhance 
the maintainability of knowledge base. 

KCL-UC-12 It integrates AARM dataset in Mining Minds Data Driven knowledge acquisition 
approach for recommendation of automatic algorithm on given dataset. 

KCL-UC-13 It generates classification model from user profile lifelog data that can be 
explored by model learning mechanism with the help of learning method as well 
as processed data. 

KCL-UC-14 The integrated AARM shall automatically recommend appropriate 
classification algorithm. Or domain expert can select any algorithm from 
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available set of decision tree algorithms. 

KCL-UC-15 Domain model is used in creation of rule. It manages the domain model for 
creating rule. 

KCL-UC-16 It transforms the rules or guidelines into executable knowledge representation. 

KCL-UC-17 It creates situation event and index the rule based on situation event. 

2.2. Use case diagram 

2.3. Use Case Details 

Use Case ID: KCL-UC-01 

uc SystemSpecs Use Cases-withoutRDR

KCLV2.0

(from ExpertDriven)

Create Situation Ev ent
Domain Expert

(from 
Actors)

(from ExpertDriven)

Generate Guideline

(from ExpertDriven)

Manage concepts of 
domain model

(from ExpertDriven)

Transform Knowledge 
Rule

(from ExpertDriven)

Validate Guideline

(from DataDriven)

Build feature model

(from DataDriven)

Prepare lifelog and 
user profile data

(from DataDriven)

Recommend 
appropriate 

classification 
algorithm

«actor»
UCI datasets archeiv e

(from Actors)

(from DataDriven)

Retriev e user profile 
and lifelog data

(from DataDriven)

Retriev e user profile 
and lifelog schema

(from DataDriven)

Ev aluate 
Performanance of 

Decision Tree 
Algorithm

(from DataDriven)

Extract meta-features of 
classification datasets

(from DataDriven)

Create automatic algorithm 
recommendation model

(from ExpertDriven)

Create Rule

(from ExpertDriven)

Validate Rule

Knowledge Engineer

(from 
Actors)

(from DataDriven)

Integrate automatic algorithm 
recommendation model

(from DataDriven)

Learn classification 
model

«include»

«precedes»

«flow»

«flow»

«precedes»

«precedes»

«invokes»

«extend»

«invokes»

«precedes»

«include»

«precedes»

«invokes»

«include»

«precedes»
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Use Case Name: Build feature model 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 11-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain Expert 

Description: A feature model defines the valid combinations of features in a domain that enables capturing 
feature variability and interdependencies. For building feature model and its reusability, 
domain expert uses selected domain schema (i.e. lifelog and user profile schema) and selects 
the related features for final feature model.  

Trigger: Prior to classification model creation needed for required domain 

Preconditions: · System has retrieved the schema from DCL.
· Domain expert has selected domain under consideration (e.g. nutrition).

Postconditions: System will build the feature model 

Normal Flow: 1. Domain expert retrieves the schema from schema storage.
2. System loads and plots the schema
3. Domain expert builds the feature models as follows:

a. Select the required features for corresponding domain
b. Verify the consistency of the selected features (UCh as concept hierarchy)
c. Save the feature model

4. System creates the feature model based on selected features and visualizes it in
hierarchical form

5. Domain expert reviews the feature model and confirms it for saving into repository
6. System persists the feature model into repository.

Alternative Flows: N/A 

Exceptions: 

Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for classification model 
creation 

Special Requirements: N/A 

506



Assumptions: Initially we assume that feature model is valid 

Notes and Issues: One possible candidate representation for feature model is XML. 

Sequence Diagram: 

sd Build feature model

:Domain Expert

SchemaStorageFeatureModelManager FeatureModelStorage

UserProfileLifeLogSchema

FeatureModel

loop 

[ForEach Feature f IN schema]

DataDrivenGUI

loadSchema(domain)

loadSchema(domain)
loadSchema(domain) :
UserProfileLifeLogSchema

«create»

returnSchema() :schema
returnSchema() :schema

plotSchema()

createFeatureModel()

*selectFeatures() :SchemaFeatures

createFM(schemaFeatures:sf)

createFM(sf)

«create»
saveFeatureModel(featureModel:fm)

visualizeFeatureModel(featureModel:fm)

reviewsFeatureModel()

confirmFeatureModel(featureModel:fm) :
boolean

saveFeatureModel()

saveFeatureModel(fm)

saveFeatureModel(featureModel:fm)
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Use Case ID: KCL-UC-02 

Use Case Name: Prepare lifelog and user profile data 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision Date: 15-07-2015 

Actors: Domain Expert 

Description: It is important to pre-process the data (i.e. lifelog and user profile data) to generate models 
with high accuracy. ‘Prepare lifelog and user profile data’ use case apply various pre-
processing techniques such as missing value handling, outlier detection, transformation, and 
features selections to convert unprocessed data into processed data. 

Trigger: Prior to classification model creation needed for high accuracy of model learning 

Preconditions: · System has retrieved the data from DCL, which is unprocessed data.

Postconditions: System will prepare and store the data 

Normal Flow: 1. Domain expert loads the unprocessed data
2. System displays the retrieved data
3. For each attribute:

a. Domain expert identifies the missing values and select appropriate
method from following options for missing value replacement.

§ Default value
§ Mean
§ Mode

b. System replaces the missing values using selected method.
4. For each attribute:

a. Domain expert apply outlier detection method UCh as interquartile range
and scatterplot.

b. System display the outliers
c. Domain expert select appropriate method from following options for

outlier replacement.
§ Mean
§ Mode

d. System replace the outlier using selected method.
5. For each attribute:

a. Domain expert identifies, normalizes the non-transformed values, and
updates the dataset.

b. System modifies the values set and update the dataset
6. Domain expert applies the attributes filtration techniques (i.e ranking)
7. System computes the ranks for all attributes and displays to expert
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8. Domain expert select the highly ranked attributes (i.e. rank value >= 0.8)
9. System filters the attributes based on selected attributes and displays to domain

expert
10. Domain expert saves the processed data into repository
11. System persists the processed data into repository

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for classification model 
creation 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: · An outlier is any value that is numerically distant from most of the other data
points in a set of data. It can be detected by histograms, scatterplots, or
interquartile range techniques.

· Data transformation is the process to convert and normalize the data from one
format to another. It can be done by Log, square root, or arcsine transformation
techniques.

Sequence Diagram: 
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sd Prepare lifelog and user profile data

:Domain Expert

MissingValueHandler OutlierHandler AttributeSelectorTransformer DataStorage

UnprocessedData

ProcessedData

PreProcessingHandler

loop 

[ForEach Attribute att IN uPD]

loop 

[ForEach Attribute att IN pd]

loop 

[ForEach Attribute att IN pd]

DataDrivenGUI

loadData()

loadData(featuremodel:fm)

loadData(fm)

«create»
returnData() :
UnprocessedDatareturnUnprocessedData()

replaceMissingValue()

replaceMissingValue()

pd:create()

«create»

replaceMissingValue(unprocessedData:uPD,
pd, method)

identifyMissingValues(att)

replaceMissingValue(attribute:att, method m)

processedData() :pd
returnProcessedData()

replaceOutlier()

replaceOutlier()

replaceOutlier(pd,method)

detectOutlier(att, outlierMethod)

replaceOutlier(attribute:att, method:m)

processedData() :pd
returnProcessedData()

transformData()
transformData()

transformData(pd, method)

*transformData(attribute:att,
method:m)

processedData() :pd
returnProcessedData()

fi lterAttribute()

fi lterAttribute()

fi lterAttribute(pd)

computeRanks(pd)

fi lterAttributes(pd)

processedData() :pd
returnProcessedData()

saveProcessedData()

saveProcessedData()

saveProcessedData(pd)
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 Use Case ID: KCL-UC-03 

Use Case Name: Generate Guideline 

Created By: Taqdir Ali and Maqbool 
Hussain 

Last Updated By: Taqdir Ali, Maqbool Hussain 

Date Created: 11-07-2015 Last Revision Date: 15-07-2015 

Actors: Domain Expert 

Description: Guidelines are the combination of one or multiple rules in form of decision tree. The tree 
format guidelines are understandable to the domain experts and it can easily interpret and 
execute by computer. 

Trigger: Whenever domain expert wants to generate new guideline or update the existing one. 

Preconditions: 1. The domain expert shall be authenticated with full access on the guideline
management.

2. Domain expert shall have existing guidelines as reference for generating guideline tree.

Postconditions: · The expert shall generate guidelines to acquire their knowledge into the system.

Normal Flow: 1. Domain expert opens the guidelines editor.
2. System displays new guideline tree form and load the wellness model.
3. Domain expert selects/drags tree node into editor form.
4. System display the node and open the corresponding properties window, which

includes;
a. Loads wellness model tree.
b. Displays operators, relationships and node type (conditional, conclusion or

both) artifacts.
5. Domain expert selects concepts for the node using any of the following methods

and confirm to save the node.
a. Using wellness model, dragging concepts and facts into node conditional

or conclusion part.
b. Using auto pop-up Intelli-sense window to select concepts and facts into

conditional or conclusion part.
6. System saves the tree node and displays as part of the guideline tree.
7. Domain expert add other nodes to guideline tree by using step repeating step 3 on

ward. After completion, (s)he saves the guideline tree.
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8. System validates the guideline tree using “KCL-UC-04” and save into guideline 
repository. 

Alternative Flows: 2a. System loads existing guideline tree for modification (modifying existing or adding new 
node). 

a. Domain expert selects existing node in guideline tree or drag new node to 
appropriate place in guideline tree. 

b. To modify node, step 3 onward will be invoked in Normal Flow. 
 

Exceptions: N/A 

Includes: Validate Guideline 

Frequency of Use: Whenever domain expert want to create new guideline tree or update existing guideline tree. 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: · Guidelines tree created will base on existing guidelines of corresponding domain 
and domain expert shall interpret textual guidelines into tree format.  

· Appropriate modelling of guideline is challenging task. 

Sequence Diagram: 
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Use Case ID: KCL-UC-04 

sd Interaction

:Domain Expert

GuidelineEditor GuidelineRepository

GuidelineTreeForm

WellnessModelHandler

WellnessModel

GuidelineTree

Guideline
Validator

assert 

[Both steps applies only for nodetype: Conditional/Conclusion]

loop 

[ForEach Node n]

openGuidelineEditor()

loadForm() :GTF

«create»

loadWellnessModel(domain:d) :
WellnessModel:wModel

load()

«create»
creatGuidelineTree()

creatGuidelineTree() :
GT

«create»

*createNode(wModel)

setConceptsIntoNode(wmConcept)

setConceptConditions()

setConclusion()

SaveGuidelineTree()

validateGuideline(GT) :boolean

SaveGuidelineTree(GT)

acknowlegement()
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Use Case Name: Validate Guideline 

Created By: Taqdir Ali and 
Maqbool Hussain 

Last Updated By: Taqdir Ali, Maqbool Hussain 

Date Created: 11-07-2015 Last Revision Date: 15-07-2015 

Actors: Domain Expert 

Description: Guidelines have different facts and conclusions in form of nodes related with different 
relationships. The guidelines tree shall be validated for the possible duplication. 

Trigger: Whenever domain expert wants to generate new guideline or update the existing one. 

Preconditions: 1. System shall be running 
2. The domain expert shall be authenticated with full access on the guideline 

management. 

Postconditions: · Validated guideline tree 

Normal Flow: 1. Domain Expert save the new guideline or update the existing guideline. 
2. The system validate guideline for inconsistency and duplication as follows. 

a. Fetch the existing guidelines and process each node and relationship 
b. Guideline Tree is approved for having no inconsistency and duplication of 

new nodes and relationships of the facts and conclusion with the existing 
guidelines. 

c. Guideline Tree is stored into guidelines repository. 
d. Acknowledge the expert to save guideline successfully. 

 

Alternative Flows: 2b. Guideline Tree is found having inconsistency or duplication with existing guideline 
tree 

a. The system produces alert the inconsistency or duplication in guideline 
tree 

b. Domain expert review the alert message and correct the guideline tree. 
c. Step 1 and Step 2 of normal flow is executed. 

 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to create new guideline or update existing guideline. 
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Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: Appropriate modelling of guideline and validation is challenging task. 

Sequence Diagram: 

 

 

 

 

  

sd Interaction

:Domain Expert

Guidell ine Editor Guideline
Validator

Guideline Storage

«create»
GuidelineTree

alt 

[if duplication and inconsistancy does not exist then save]

[ else alert to expert]

saveGuideline(guidelineTree)

validateGuideline(guidelineTree)

searchNodesAndRelationships(guidelineTree)

«create»returnSearchResult() :
GuidelineTree

checkConsistancyDuplication() :
boolean

storeGuideline(guidelineTree)

Acknowledge()

alertExpertForDuplicationInconsistancy()

alert()
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Use Case ID: KCL-UC-05 

Use Case Name: Retrieve user profile and lifelog schema 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain Expert, DCL 

Description: User profile and lifelog schema retrieval help domain expert to view all available features for 
building feature model.  

Trigger: Prior to classification model creation needed for required domain 

Preconditions: · System has access through service interface to retrieve user profile and 
lifelog schema from DCL 

· System and DCL has agreement on common schema representation format 
· DCL has capability to share user profile and lifelog schema in secure 

environment. 

Postconditions: System will receive user profile and lifelog schema conform to its representation scheme.  

Normal Flow: 1. Domain expert selects the domain and sends requests to DCL for user profile and lifelog 
schema. 

2. DCL shares the user profile and lifelog schema 
3. System receives the user profile and lifelog schema   
4. Domain expert uses the system and performs the following tasks; 

a. Verifies the conformance of received schema 
b. Plots the verified schema 
c. Saves the verified schema 

5. System saves the verified schema 

Alternative Flows: N/A 

Exceptions: 1a. System unable to connect to DCL 
a. System connection is failed during retrieving user profile and lifelog 

schema 
b. System hold and will retry after sometime to connect to DCL and retrieve 

the user profile and lifelog schema 
4a. System unable to verify lifelog schema conformance 

a. System fail to conform the schema representation from DCL 
b. System will send message to DCL about incompatible schema 

format 
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Includes: N/A 

Frequency of Use: When new service is required and mining mind have sufficient data for classification model 
creation 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: If DCL is unable to send user profile and lifelog schema in required format, then alternate 
strategy has to be considered. 

Sequence Diagram: 

 

 

 

Use Case ID: KCL-UC-06 

Use Case Name: Retrieve user profile and lifelog data 

sd Retriev e lifelog and user profile schema

:Domain Expert

FeatureModelManager DataCurationLayer (DCL 2) SchemaStorageDataDrivenGUI

UserProfileLifeLogSchema

loadSchema(domain)
loadSchema(domain) requestSchema(domain) :

UserProfileLifeLogSchema

create(UserProfileLifeLogSchema) :
UPLLSchema

«create»

verifySchemaConformance(UPLLSchema) :
boolean

:UPLLSchema

plotSchema(UPLLSchema)

saveSchema()

saveSchema(UPLLSchema)

saveSchema(UPLLSchema)
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Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain Expert, DCL 

Description: User profile and lifelog data has hidden knowledge that can be explored after loading from 
data storage 

Trigger: Prior to classification model creation needed for required data 

Preconditions: · System has access through service interface to retrieve user profile and 
lifelog data from DCL 

· DCL has capability to share user profile and lifelog data in secure 
environment. 

· System has already loaded the previously imported user profile and lifelog 
schema 

Postconditions: System will receive user profile and lifelog data based on selected schema 

Normal Flow: 1. Domain expert loads the feature model for selected domain 
2. System loads the corresponding feature model 
3. Domain expert sends request to DCL for user profile and lifelog data based on 

loaded feature model 
4. DCL shares the user profile and lifelog data 
5. System receives the user profile and lifelog data 
6. Domain expert uses the system and performs the following tasks; 

o Verifies the user profile and lifelog data 
o Saves the data after verification. 

7. System saves the verified data 

Alternative Flows:  

Exceptions: 3a. System unable to connect to DCL 
a. System connection is failed during retrieving user profile and lifelog data 
b. System hold and will retry after some time to connect to DCL and retrieve 

the user profile and lifelog data 
6a. System receives irrelevant data 

a. System detects the irrelevant data sent by DCL. 
b. System request again DCL to make sure that data received is according to 

feature selected. 

Includes:  

Frequency of Use: When new service is required and mining mind have sufficient data for classification model 
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creation 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: If DCL is unable to send data based on dynamic feature selection from schema, then alternate 
strategy has to be considered. 

Sequence Diagram: 

 

 

 

Use Case ID: KCL-UC-07 

Use Case Name: Extract meta-features of classification datasets 

sd Retriev e user profile and lifelog data

:Domain Expert

DataCurationLayer
(DCL 2)

DataLoader DataStorageFeatureModelStorageDataDrivenGUI

loadData()

loadData(domain)

loadFeatureModel(domain)

returnFeatureModel(domain) :
FeatureModel

requestData(featuremodel:fm)

returnData(fm) :
UserProfileLifeLogData

verifyData(fm) :
boolean

returnData(fm) :
UserProfileLifeLogData

saveData()

saveData(fm)
saveData(fm)
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Created By: Rahman Ali Last Updated By: Maqbool Hussain  

Date Created: 16-07-2015 Last Revision Date: 20-07-2015 

Actors: Knowledge Engineer/Domain Expert, UCI archive 

Description: Datasets have simple, statistical, information theory and landmarking meta-features that can 
best describe nature of a dataset. These features can best used for building an algorithm 
selection model. 

Trigger: In the offline process, when the algorithm selection model is build, and in the online process, 
when an appropriate algorithm is needed to be identified for a new query dataset  

Preconditions: UCI archive datasets are available and are in refined format 

Postconditions: The meta-features are ready for being used in building algorithm selection model. 

Normal Flow: 1. Knowledge Engineer selects one dataset from UCI archive. 
2. System retrieves selected dataset. 
3. Knowledge Engineer provides dataset to meta-feature extractor for extracting meta-

features. 
4. System extracts following meta-features set for selected dataset. 

a. basic meta-features 
b. statistical meta-features 
c. information theory meta-features 
d. extract landmark features 

5. Knowledge Engineer reviews the extracted meta-features and saves it into meta-
features base (MFB). 

6. System saves meta-features into a MFB. 
7. Knowledge Engineer repeats step 1-6 for each intended dataset. 

Alternative Flows: 1a. Meta-feature extraction for online dataset 

a. Domain Expert provides new dataset used for classification model creation.  
b. Step 3-4 of Normal Flow is executed for Domain expert interactions with system.   

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequently, whenever a new dataset arrives as a query dataset. 

Special Requirements: Minimum availability of classification datasets > 60 for a reasonable accuracy 

520



Assumptions: · The archived datasets are available and are in refined .arff format 
· The meta-feature space is defined in advance 

Notes and Issues: Meta-feature extraction is time consuming task for offline process as we have to take into 
account more than 60 datasets.  

Sequence Diagram: 
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Use Case ID: KCL-UC-08 

sd Extract meta-features of classification datasets-2

:Domain Expert :Knowledge Engineer :UCI archeive

MetaFeatureBaseMetaFeatureExtractor

MetaFeature

MetaFeatureManager

loop 

[ForAllSupportedMetaFeatureType]

par 

[processMode: offl ine]

[processMode:online]

par 

[processMode: offl ine]

[processMode: online]

loop MetaFeatureExtraction

[ForEach datasetId]

selectDataSets()

loadDatasets(datasetPath)

extractMetaFeatures(listDatasets, processMode)

extractMetaFeatures(onlineDataset, processMode) :
List<MetaFeature>

extractMetaFeatures(listDatasets, processMode) :List<MetaFeature>

createMetaFeatureList()

«create»

extractMetaFeaturs(metaFeatureType) :
MetaFeature

addMetaFeatureToList(metafeature)

reviewMetaFeaturesList() :metaFeatureList

saveMetaFeatures()

saveMetaFeatures(metaFeatureList, datasetId)

MetaFeatureSaved(datasetId)

metaFeatureSaved(datasetId)

returnMetaFeatureList() :metaFeatureList
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Use Case Name: Evaluate performance of decision tree algorithm 

Created By: Rahman Ali Last Updated By: Maqbool Hussain 

Date Created: 16-07-2015 Last Revision Date: 20-07-2015 

Actors: Knowledge Engineer, UCI archive 

Description: Different algorithms have different performance score for the same dataset. To build an 
algorithm selection model, performance score of each algorithm needs to evaluate for 
choosing an appropriate one.  

Trigger: In the offline process, when the algorithm selection model is to build the first time. 

Preconditions: · UCI archive datasets are available and are in .arff format
· The algorithm to be considered is specified in advanced (Decision Tree algorithms

implemented in Weka)
· The evaluation metric is specified (F-measure)

Postconditions: All datasets records in Meta-Feature Base (MFB) will be assigned with optimal decision tree 
algorithm class label. 

Normal Flow: 1. Knowledge Engineer selects UCI archive dataset, mentioned in MFB, for finding optimal 
decision tree algorithm. 

2. System (Weka) loads selected datasets.
3. Knowledge Engineer setups experiment;

a. Enlists all the decision tree algorithms available in system (Weka)
b. Configure significance test (alpha=0.5)
c. Configure algorithms comparison metric (f-measure)

4. System runs experiment and produces detailed f-score for all selected algorithms.
5. Knowledge Engineer performs following tasks;

a. Records evaluation matrix.
b. Chooses algorithm with the highest f-score.
c. Assigns chosen algorithm as class label in MFB.
d. Step 1-5 are repeated for other non-labeled datasets in MFB.
e. After finishing labeling all records in MFB, saves the updated MFB as training

dataset for algorithm selection (TDAS).
6. System saves the updated records in MFB as final TDAS.

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 
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Frequency of Use: · Rarely, once enough new datasets are added to the system

Special Requirements: N/A 

Assumptions: · The decision tree-based algorithms are implemented in Weka.

Notes and Issues: Evaluating performance of decision tree algorithms over a large number (min 60) classification 
dataset is a computationally complex task. For minimum 60 datasets and at least 5 decision 
tree algorithms, a minimum of 300 experiments are required. Moreover, 60 additional 
significance test experiments are needed. On average, each experiment takes times in 
minutes ranging from 2 minutes to 30 minutes, depending on the complexity of the dataset. 

Sequence Diagram: 

sd Ev aluate Performanance of Decision Tree Algorithm SD

Knowledge Engineer

(from Actors)

UCI archeive

(from Actors)

PerformanceEvaluator
(Weka)

MetaFeatureBase

TrainingDatasetAlgorithmSelection

loop 

[ForEach Dataset: dataset]

selectDataset(MFBId)

:dataset

evaluateAlgorithm(dataset)

enlistDecisiontreeAlgorithms()

configureSignificanceTest()

configureAlgorithmsEvaluationMetric()

runExperiement()

ChooseAppropriateAlgorithm(evaluationMetric)

:algorithm

assignClassLable(algorithm, MFBId)

:labeled MFBId

saveLabeledMFB()

createTDAS(labeledMFB)

:TDAS
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Use Case ID: KCL-UC-09 

Use Case Name: Create automatic algorithm recommendation model 

Created By: Rahman Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision Date: 22-07-2015 

Actors: Knowledge Engineer/Domain Expert 

Description: An automatic algorithm selection model enables knowledge engineer to automatically select 
appropriate algorithm for building classification model for his new dataset  

Trigger: When the training dataset comprising datasets meta-features and algorithms performance 
evaluation are made available. 

Preconditions: The datasets meta-features and algorithms performance training datasets is made available. 

Postconditions: The automatic algorithm recommendation model (AARM) is ready to integrate in Mining 
Minds for real time algorithm selection. 

Normal Flow: 1. Knowledge Engineer selects TDAS.
2. System (Weka) loads TDAS.
3. Knowledge Engineer performs preprocessing of the TDAS (i.e., discretization, and

features selection).
4. System refines the datasets with appropriate features.
5. Knowledge Engineer select an algorithm from decision tree (DT) or Rules learner (RL) for

building AARM.
6. System executes selected algorithm on TDAS and produces evaluation matrix.
7. Knowledge Engineer records performs following tasks;

a. Records evaluation matrix and repeats step 5-6 till all algorithms finished.
b. Knowledge Engineer selects the appropriate algorithm.

8. System builds AARM model using the selected algorithm.
9. Knowledge Engineer saves AARM.
10. System saves the AARM into AARM storage.

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 
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Frequency of Use: Rarely, when TDAS is updated with new datasets or algorithms 

Special Requirements: Availability of records > 60 for minimum acceptable accuracy 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram: 
sd Create Algorithm Recommendation Model SD

TrainingDatasetAlgorithmSelectionAlogirthmModelBuilder
(Weka)

AutoAlgorithmRecommendationModel

Knowledge Engineer

(from Actors)

AlgorithmEvaluationMetric

loop AlgorithmEv aluation

[ForEach Algorithm:algorithm]

AARMStorage

selectsTrainingData(pathTDAS)

loadTDAS() :TDAS

discretize(TDAS, method)

extractFeatures(TDAS, method)

:TDAS with selected features

selectAlgorithm(List<Algorithm>)

createListAEM()

getEvaluationMetric(algorithm) :
AlgorithmEvaluationMetric

addAEMtoList(AEM)

buildModel() :AARM

selectAppropriateAlgorithm(AEM) :Algorithm

create() :AARM

executeAlgorithm(Algorithm,
AARM)

:AARM

save(AARM)
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Use Case ID: KCL-UC-10 

Use Case Name: Create Rule 

Created By: Taqdir Ali Last Updated By: Maqbool Hussain 

Date Created: 11-07-2015 Last Revision Date: 29-07-2015 

Actors: Domain Expert 

Description: Knowledge bases need to enhance with up-to-date knowledge for correct recommendation. 
The expert shall create rules in the knowledge base to transform their practices into 
executable knowledge in form of rules. 

Trigger: Domain experts trigger it for rule creation/updating when needed. 

Preconditions: · The domain expert shall be authenticated with full access of rule management in
the knowledge base.

Postconditions: The correct rule shall be saved into the knowledge base. 

Normal Flow: 1. Domain expert opens the rule editor.
2. System loads wellness domain model in form of concepts tree.
3. Domain expert selects concepts for the rule conditions and conclusion using any of

the following methods;
o Using wellness model, dragging concepts and facts into conditional or

conclusion part of the rule editor.
o Using auto pop-up Intelli-sense window to select concepts and facts into

conditional or conclusion part of the rule editor.
4. System checks the existing rules to add/update the rule

o Add new facts of the rule in condition.
o Add new conclusion according to rule facts.

5. Step 3-4 will be repeated for each new/updated concept added to rule, and
domain expert finally saves the rule.

6. System save rule as follows;
o The system validates the rule using “KCL-UC-11”.
o The system stores the validated rule into the knowledge base

Alternative Flows: 6a. System founds the rule is already exists in rule repository 

o Domain expert review the existing facts and conclusion.
o Step 5-6 will be followed to change the rule.

Exceptions: N/A 
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Includes: Validate Rule 

Frequency of Use: Whenever domain expert want to add rule or edit the existing rule. 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: · If knowledge base does not exist in system the administrator shall build the 
knowledge base first and configure with system. 

· After investigation, we may use unify representation for rules and guidelines. 

Sequence Diagram: 
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sd Interaction

:Domain Expert

RuleEditor WellnessModelHandler Knowledgebase

«create»
WellnessModel

RuleValidator

Rule

alt 

[If rule does not already exists then add]

[else update]

loop RuleCreation

openRuleEditor()

loadWellnessModel(Domain:d) :
WellnessModel:wModel

Load()

CreateRule()

:rule

«create»

selectDesiredConcept()

addFactsInCondition()

addFactsInConclusion()

updateFactsInCondition()

updateFactsInConclusion()

saveRule()

validateRule(rule) :Boolean

saveRule(rule)

acknowledgement()
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Use Case ID: KCL-UC-11 

Use Case Name: Validate Rule 

Created By: Taqdir Ali Last Updated By: Maqbool Hussain 

Date Created: 11-07-2015 Last Revision Date: 29-07-2015 

Actors: Domain Expert 

Description: In new rules creation and editing existing rules, duplication and inconsistency may occur. The 
validation is needed to validate and find the duplication and inconsistency among the rules. 

Trigger: · When new rule is going to create. 
· When existing rule is going to update 

Preconditions: The rule creation and editing process completed by physician successfully. 

Postconditions: The validated rule shall be saved into knowledge base. 

Normal Flow: 1. Domain expert saves the created rule. 
2. System validate rule for inconsistency and duplication as follows 

a. Fetch the facts and conclusion of existing rules. 
b. The new or updated rule approved for having no inconsistency and 

duplication. 
c. Created rule stores into the rules repository. 
d. Acknowledge the expert to save the rule successfully. 

Alternative Flows: 2b. The created rule is found having inconsistency or duplication with existing rules in 
the rules repository 

a. The system produces alert the inconsistency or duplication of the rule with 
existing rules in repository. 

b. Domain expert review the alert message and correct the created rule. 
c. Step 1 and Step 2 of normal flow is executed. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to save the rule 

Special Requirements: N/A 
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Assumptions: N/A 

Notes and Issues: Finding duplication using facts of condition and conclusion in existing rules is challenging task. 

Sequence Diagram: sd Interaction

:Domain Expert

RuleEditor RuleValidator Knowledgebase

alt 

[If duplication and incosistancy does not exist then save]

[Else alert to the expert]

saveRule(rule)

validateRule(rule) :Boolean

searchFactsConclusion(rule)

returnSearchResult() :
rule

checkDuplicationConsistancy() :boolean

storeRuleInKnowlegeBase()

Acknowledge()

alertForInconsistancyDuplication()

alert()
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Use Case ID: KCL-UC-12 

Use Case Name: Integrate automatic algorithm recommendation model 

Created By: Rahman Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision Date: 28-07-2015 

Actors: Knowledge  Engineer  

Description: For real time recommendation of classification algorithm for a new dataset, AARM need to be 
integrated in Mining Minds Data Driven knowledge acquisition approach. 

Trigger: When AARM is built. 

Preconditions: · AARM is available 
· Data driven approach has a unified interface to support AARM as plugin 
· Data driven has unified interface for accessing Meta-Feature Extractor. 

Postconditions: AARM is plugged into data driven environment and readily available for real time 
recommendation of appropriate classification algorithm. 

Normal Flow: 1. Knowledge engineer selects AARM and performs the following tasks; 
· Analyses number of rules in the AARM 
· Analyses condition attributes used in each rule of AARM 
· Transforms rules into executable classes (using any IDE of Java). 

2. Knowledge engineer integrates the executable AARM into data driven as follows; 
a. Write integration code (following unified interface) into data driven source 

code 
b. Update possible configuration for newly added AARM plugin. 
c. Update possible configuration for accessing Meta-Feature Extractor. 

3. Knowledge Engineer compile the AARM as integral part with data driven code. 
4. Knowledge engineer tests AARM with sample dataset. 

 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 
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Frequency of Use: Rarely, once the AARM is updated 

Special Requirements: AARM has acceptable accuracy (60%) 

Assumptions: AARM is created 

Notes and Issues: N/A 

Sequence Diagram: 

 

 

Use Case ID: KCL-UC-13 

sd conutRulesInModel

AutoAlgorithmRecommendationModel
(AARM)

IDE (Java)

Knowledge Engineer

(from Actors)

AARMStorageModelLoader
(Weka)

AARMReasoner

loadAARM()

load(AARMPath)

:AARM

analyseModel()

analyzeRules()

analyzeConditions()

planForEquivalentCode()

writeCodeForAARM()

compileAARMasAPI() :AARM.jar

openDataDrivenProject()

IntegrateAARM()

IntegrateAARM(config, AARM)

IntegrateMFE()

IntegrateMFE()

compileDatadrivenWithAARM()

testAARM(dataset)
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Use Case Name: Learn classification model 

Created By: Maqbool Ali Last Updated By: Maqbool Hussain 

Date Created: 10-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain Expert 

Description: An expert wants to see hidden knowledge from user profile lifelog data that can be explored 
by model learning mechanism with the help of learning method as well as processed data. 

Trigger: Learn model required to explore hidden knowledge 

Preconditions: · System has loaded the prepared user profile lifelog data 

Postconditions: System will build the classification model (decision tree)  

Normal Flow: 1. Domain expert loads the user profile lifelog processed data for selected domain 
2. System loads the corresponding processed data 
3. Domain expert  invokes the “Recommend appropriate classification algorithm” use 

case by providing processed data to load the appropriate learning algorithm  
4. System loads the appropriate decision tree learning algorithm 
5. Domain expert select the algorithm tuning parameters of selected algorithm for 

further improving the results 
6. System applies the tuning parameters on selected algorithm and computes the 

learning accuracy after learning the user profile lifelog processed data 
7. Repeat the step 5-6 until required learning accuracy is achieved. 
8. Domain expert finalizes the classification model with acceptable accuracy and saves 

the model. 
9. System saves the decision tree learning model. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: KCL-UC-14 (Recommend appropriate classification algorithm) 

Frequency of Use: When new service is required and mining mind have sufficient data for classification model 
creation 

Special Requirements: N/A 
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Assumptions: N/A 

Notes and Issues: Acceptable Accuracy: Depends on criticality of the domain. For example, classification model 
for clinical domain needs high accuracy, while for the case of nutrition domain, high accuracy 
is not critical. 

 

 

Sequence Diagram: 

 

 

Use Case ID: KCL-UC-14 

Use Case Name: Recommend appropriate classification algorithm 

sd Learn classification model

ModelLearner DataStorage ClassificationModelCreator

:Domain Expert

ClassificationAlgorithmRecommender

DecisionTreeModel

DataDrivenGUI

loop ClassficationModelWithAcceptableAccuracy: DTM

[ForEach TuningParameter tp]

ClassificationModelStorage

consider RecommendAppropriateClassificationAlgorithm

loadData(domain, processed)

loadData(domain, processed) :UserProfileLifeLogData

:upLLData

loadAlgorithm()

loadAlgorithm(upLLData) :RecommendedAlgorithm

:RAlgo

learnModel()

*selectAlgorithmConfiguration(RAlgo,tp)

*learnModel(RAlgo, upLLData) :DecisionTree

*learnModel(RAlgo, upLLData) :DecisionTreeModel

executeAlgorithm(RAlgo, upLLData) :
DecisionTree

create(decisionTree)

«create»
:decistionTreeModel

saveModel()

saveModel(DTM)

saveModel(DTM)
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Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: 16-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain expert 

Description: For building classification model for the user new dataset, AARM shall automatically 
recommend appropriate classification algorithm. 

Trigger: When domain expert wants to build a classification model. 

Preconditions: · AARM is plugged into the data driven environment 
· Meta-features extractor is plugged into the data driven environment 
· New dataset is stored in local machine, structured in .arff file format 

Postconditions: The recommended appropriate classification algorithm can be used for building classification 
model 

Normal Flow: 1. Domain expert loads new dataset (.arff file) from the data driven datasets storage using 
data driven environment. 

2. System extracts meta-features of the new dataset by including KCL-UC-07 (alternate 
flow) 

3. Domain experts provides meta-features to system for recommending appropriate 
classification algorithm 

4. System performs meta-reasoning over integrated AARM using the following steps; 
a. Starts matching each meta-feature value of the new dataset with condition 

attributes of each rule 
b. If matched, fires the rule, recommend right hand side of the rule as the 

appropriate algorithm 
c. Else, display a message “could not recommend” 

Alternative Flows: 1a. 4c(a) If AARM not available or have no acceptable recommendation accuracy, use Weka 
experimenter. 

Exceptions: N/A 

Includes: KCL-UC-07 (alternate flow) 

Frequency of Use: Frequently, when domain expert needs to select appropriate algorithm for his/her dataset 

Special Requirements: N/A 

Assumptions: N/A 
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Notes and Issues: N/A 

Sequence Diagram: 

 

 

Use Case ID: KCL-UC-15 

Use Case Name: Manage concepts of domain model 

Created By: Taqdir Ali Last Updated By: Taqdir Ali, Maqbool Hussain 

Date Created: 27-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain Expert 

Description: The concepts of wellness domain shall be used in creation of rules and generation of 
guidelines in tree format. The domain expert shall easily select the required concepts from 

sd Recommend appropriate classification algorithm SD

Domain Expert

(from Actors)

DataStorageDataDrivenGUI MetaFeatureExtractor AutoAlgorithmRecommendationModel
(AARM)

alt 

[If Rule Fired]

[Else]

AARMReasoner

loop 

AlgorithmSelector

alt 

[selectionMethod = default]

[selectionMethod = automatic]

selectAlgorithm()

selectAlgorithm(selectionMethod)

:List<Alogorithm>

specifyAlogrithm() :Algorithm

loadDataset(datasetSource)

:dataset

ExtractMetaFeatures(dataset)

:MetaFeatures

RecommendAppropriateAlgorithm(MetaFeatures)

loadAARM()

MatchAARMRules(MetaFeatures)

MatchAARMRules(MetaFeatures)

:RecommendedAlgorithm

:Algorithm

:NoRecommendation

:No appropriate algorithm is found
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wellness domain model. 

Trigger: Domain Model will be loaded during rule creation or guideline creation. 

Preconditions: The expert be authenticated with full access of concepts management in domain 
model 

Postconditions: The right concept shall be added or edited at the right location in wellness model 

Normal Flow: 1. Domain expert creates rule (using KCL-UC-10) or creates guideline (using KCL-
UC-03). 

2. System loads domain model for corresponding domain. 
3. Domain expert selects concepts from loaded domain model. 
4. System associate domain concept to part of rule or guideline tree. 
5. Domain expert assigns value to selected concept.  
6. System assigns corresponding value to selected concept and show it in rule or 

guideline tree. 
7. Step 4-6 are repeated till rule or guideline is finished. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to add or edit the concepts in wellness model 

Special Requirements: N/A 

Assumptions: Wellness model repository in the system is exist. 

Notes and Issues: If wellness model storage does not exist in system the administrator shall build the wellness 
model storage first and configure with system. 

Sequence Diagram: 
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sd Interaction

Domain Expert

Rule Editor Guideline Editor Wellness Model
Handler

«create»
Wellness Model

par 

loop 

createRule()

createGuideline()

loadWellnessModel(Domain)

load(Domain)

«create»:WellnessModel

displayModel(WellnessModel)

selectConcept()

selectDesiredConcept() :Concept

setValue()

assignValue()
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Use Case ID: KCL-UC-16 

Use Case Name: Transform Knowledge Rule 

Created By: Taqdir Ali and Maqbool 
Hussain 

Last Updated By: Maqbool Hussain 

Date Created: 27-07-2015 Last Revision Date: 27-07-2015 

Actors: Domain Expert 

Description: The new created rules are needed to transform to some computer interpretable, executable 
format for execution as well as to shareable, standard format for maintenance and sharing 
with other organizations. 

Trigger: Whenever domain expert wants to store the created or updated rule. 

Preconditions: The expert created rule successfully and the system validated the rule. 

Postconditions: System shall transform the created and validated rule into appropriate 
representation. 

Normal Flow: 1. Domain expert save the new created rule or update the existing rule. 
2. The system identifies the appropriate representation model 
3. Fetch the artifacts of the identified representation model 
4. Transforms the rule into the artifacts and syntax of the identified 

representation model. 
5. The rule in the representation model is stored into the repository. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to save rule 

Special Requirements: N/A 

Assumptions: N/A 
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Notes and Issues: Appropriate representation configuration is challenging task. 

Sequence Diagram: 

 

 

 

  

sd Interaction

:Domain Expert

Rule Editor Model
Transformation

Manager

Representation
Model Storage

saveRule()

transformRule(rule)

identifyAppropriateRepresentationModel()

fetchArticatsSyntax()

transformRuleIntoArtifactsSyntax()

storeIntoRepresentationStorage()

acknowledgement()
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Use Case ID: KCL-UC-17 

Use Case Name: Create Situation Event 

Created By: Maqbool Hussain Last Updated By: Maqbool Hussain 

Date Created: 29-07-2015 Last Revision Date: 29-07-2015 

Actors: Domain Expert 

Description: Situation Event is important features of mining mind which includes set of associated 
recommendation rules. Situation event is created and the rule is indexed in knowledgebase 
based on situation event. 

Trigger: Whenever domain expert wants to store the created or updated rule. 

Preconditions: The rule has salient features based on which the rule can be indexed. 

Postconditions: · Rule is saved into knowledgebase 
· Rule is indexed based on the created situation event 

Normal Flow: 1. Domain expert start creating rule; 
a. Performs steps 1-5 in KCL-UC-10. 
b. Selects salient features (indicating as event) from conditions of the 

rule. 
2. The system performs following actions; 

a. Create situation event with salient features. 
b. Saves the situation event and assign index (generate if situation 

event is not exist in knowledgebase index). 
c. Index the created rule with situation event. 

3. Domain expert saves the rule by performing steps 5-6 in KCL-UC-10. 
4. System saves the rule and index of the rule. 

Alternative Flows: N/A 

Exceptions: N/A 

Extends: Create Rule (KCL-UC-10) 

Frequency of Use: Whenever domain expert want to save rule 
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Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues:  

Sequence Diagram: 

 

 

 

Rule Validator: Use case diagram 

sd Interaction

:Domain Expert

RuleEditor SituationEventHandler

SituationEvent

KnowledgebaseIndex Knowledgebase

consider  Create Rule

assert (openRuleEditor, CreateRule, loop RuleCreation)

consider Create Rule

assert (Sav eRule)

createRule()

:rule
creatSituation(Set<Facts>salientFeatures)

creatSituationEvent(salientFeatures, rule)

create(salientFeatures)
:situation

«create»

saveSituation(situation)

assignIndex()

:situationIndex

createSituationIndexforRule(situationIndex, rule)

saveRule()

saveRule(rule)
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Use Case ID: KCL3-UC-18 

Use Case Name: Validate Rule 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 04-03-2017 Last Revision Date: 05-03-2017 

Actors: Domain Expert 

Description: In new rules creation and editing existing rules, duplication and inconsistency may occur. The 
validation is needed to validate and find the duplication and inconsistency among the rules. 

Trigger: · When new rule is going to create. 
· When existing rule is going to update 
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Preconditions: The rule creation and editing process completed by physician successfully. 

Postconditions: The validated rule shall be saved into knowledge base. 

Normal Flow: 3. Domain expert saves the created rule. 
4. System validate rule for inconsistency and duplication as follows 

a. Fetch the facts and conclusion of existing rules. 
b. The new or updated rule approved for having no inconsistency and 

duplication. 
c. Created rule stores into the rules repository. 
d. Acknowledge the expert to save the rule successfully. 

Alternative Flows: 3b. The created rule is found having inconsistency or duplication with existing rules in 
the rules repository 

a. The system produces alert the inconsistency or duplication of the rule with 
existing rules in repository. 

b. Domain expert review the alert message and correct the created rule. 
c. Step 1 and Step 2 of normal flow is executed. 

Exceptions: N/A 

Includes: 1. Extract conditions 
2. Test cases generation 

Frequency of Use: Whenever domain expert want to save the rule 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: Finding duplication using facts of condition and conclusion in existing rules is challenging task. 

Sequence Diagram: 
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Use Case ID: KCL3-UC-19 

Use Case Name: Extract conditions 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 04-03-2017 Last Revision Date: 05-03-2017 

Actors: Domain Expert 

Description: Whenever the rule is validated, the test cases are generated, the test cases depends on 
conditions of the rule. Therefore, all the facts and conditions are needed to extract from rules. 

sd Interaction

:Domain Expert

RuleEditor RuleValidator Knowledgebase

alt 

[If duplication and incosistancy does not exist then save]

[Else alert to the expert]

saveRule(rule)

validateRule(rule) :Boolean

searchFactsConclusion(rule)

returnSearchResult() :
rule

checkDuplicationConsistancy() :boolean

storeRuleInKnowlegeBase()

Acknowledge()

alertForInconsistancyDuplication()

alert()
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Trigger: · When new rule is going to validate. 
· When existing rule is going to validate. 

Preconditions: The rule creation and editing process completed by physician successfully. 

Postconditions: Multiple pairs of facts and conditions are extracted. 

Normal Flow: 1. System fetch the rule, which is being to be added or updated 
2. System shall identify the logical operators in the rule. 
3. System splits the rule based on the identified logical operators 
4. In splat conditions, find the type of keys and their values. 

a. If type is discrete then execute non-interval test case generation. 

Alternative Flows: 4b. If type is interval then 
a. Execute interval case generator 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to validate the rule 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: Finding duplication using facts of condition and conclusion in existing rules is challenging task. 

Sequence Diagram: 
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Use Case ID: KCL3-UC-20 

Use Case Name: Test cases generation 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 04-03-2017 Last Revision Date: 05-03-2017 

Actors: Domain Expert 

Description: Whenever the rule is validated, the test cases are generated, the new created rule or existing 
modified rule is checking for duplications and conflict using the generated test cases. 

Trigger: · When new rule is going to validate. 
· When existing rule is going to validate. 

Preconditions: The rule conditions and facts are identified and extracted successfully. 

Postconditions: Multiple test cases shall generate after successful process. 
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Normal Flow: 1. If type of extracted condition or fact is discrete 
a. System shall fetch the possible values from wellness model 
b. Generate matched test cases with respect to the extracted condition. 
c. Generate unmatched conditions with respect to the extracted condition. 
d. Store the generated test cases with corresponding conditions in test case 

base. 

Alternative Flows: 1. (b) If type of extracted condition or fact is interval 
a. System finds the type of interval 
b. If interval is single side infinite interval or exact value interval then 

generate following 3 test cases. 
i. Generate case for X-1 

ii. Generate case for X 
iii. Generate Case for X+1 

c. If interval is double sided finite interval then generate following 6 test 
cases. 

i. Generate case for X-1 
ii. Generate case for X 

iii. Generate Case for X+1 
iv. Generate case for Y-1 
v. Generate case for Y 

vi. Generate Case for Y+1 
 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to validate the rule 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: Finding duplication using facts of condition and conclusion in existing rules is challenging task. 

Sequence Diagram: 
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Use Case ID: KCL3-UC-21 

Use Case Name: Evaluate rule 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 04-03-2017 Last Revision Date: 05-03-2017 
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Actors: Domain Expert 

Description: Whenever the rule is to be validated, the new created or existing modified rule is needed to 
test with respect to generated test cases, then evaluate the rule with those test cases 

Trigger: · When new rule is going to validate. 
· When existing rule is going to validate. 

Preconditions: The test cases are successfully generated and executed for rule which is going to evaluate. 

Postconditions: Find the duplicate and conflicted rules based on executed test cases. 

Normal Flow: 1. Domain experts views all the auto generated test cases on viewer. 
2. Domain expert selects the test cases to execute and test on the created rule 
3. Domain experts executes the selected test cases  
4. The system gives results of executed test cases based on the included use case 

“check and resolve anomalies”. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to validate the rule 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: Finding duplication using facts of condition and conclusion in existing rules is challenging task. 

Sequence Diagram: 
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Use Case ID: KCL3-UC-22 

Use Case Name: Check and resolve anomalies 

Created By: Taqdir Ali Last Updated By: Taqdir Ali 

Date Created: 04-03-2017 Last Revision Date: 05-03-2017 

Actors: Domain Expert 

Description: Whenever the rule is to be validated, the executed test cases checks and identifies the 
anomalies in form of duplicate and conflict. The domain experts identified and resolve those 
anomalies. 
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Trigger: · When new rule is going to validate. 
· When existing rule is going to validate. 

Preconditions: The test cases are successfully generated and executed for rule which is going to evaluate. 

Postconditions: Find and resolve the duplicate and conflicted rules based on executed test cases. 

Normal Flow: 1. System shows the results of execution of test cases on the creation rule or 
modification rule. 

2. Domain experts views the result messages on result viewer for finding duplication 
and conflict 

3. If duplicate rules exist 
a. Discard the new created rule. 

4. If conflict exists in the created rule 
a. Find the conflicting attributes and facts in the rule. 
b. Resolve the conflict and gives the priority to rules 

5. Store the rules into the knowledge base. 

Alternative Flows:   3 (a) If there is no duplicate 
a. Check the rule for conflict. 

  4 (a) If there is no conflict 
a. Store the rule into the knowledge base 

 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever domain expert want to validate the rule 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: Finding duplication using facts of condition and conclusion in existing rules is challenging task. 

Sequence Diagram: 
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Section 5.4 
 

Service Curation Layer(SCL) 
Requirement Specification 
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1.1 Service Curation Layer 

1.1.1 SCL Functional Requirement  

Requirements 
#ID 

Description 

SCL-FR-01 The layer shall receive the service request from user application, third 
party application, or mining mind platform generated events 

SCL -FR-02 The layer shall retrieve data from intermediate database (user profile, 
lifelog, and environmental variables) 

SCL -FR-03 The layer shall retrieve production knowledge from knowledge base 

SCL -FR-04 The layer shall identify the unresolved user requests and notify the 
corresponding layer for missing knowledge 

SCL -FR-05 The layer shall deliver the results to the service requester and to 
corresponding layer of mining mind for persistence 

SCL -FR-06 The layer shall generate goal based recommendation 

SCL -FR-07 The layer shall personalize the recommendation based on location and 
weather information. 

SCL -FR-08 The layer shall provide take care of user preference-based 
recommendation through continuous feedback from the user. 

 

1.1.2 SCL Non-Function Requirements 

Requirements 
#ID 

Description 

SCL -NFR-01 The service request shall include the user identification required to 
prepare the data request 

SCL -NFR-02 The user application and host layer of the services shall connect to the 
internet  

 

1.1.3 SCL 3 Terms and Definitions 

Terms Description 

SCL Service Curation Layer  

DCL  Data Curation Layer  
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KCL Knowledge Curation Layer  

SL Supporting Layer  

Reasoning The process of producing recommendations 

RBR Rule Base Reasoning 

Case A case is collection of data/information that represent a complete 
state of a subject in a particular time 

CBR Case Base Reasoning 

Hybrid Reasoning A combined reasoning of RBR and CBR 

Unresolved Case A new case for which the existing knowledge is insufficient to solve 

Production 
Knowledge 

The knowledge is in production environment and is ready for 
execution 

Recommendation An actionable statement provided to the subject for healthy habit 
induction 

Fact An informative statement provided to the subject for education 

Goal A target that a subject is intend to achieve  

Achievement The measurement of the subject status so far towards achieving the 
goal  

Interpreted 
Recommendation 

The recommendation passed through the process of interpretations  

Environmental 
Variables 

Environment variables represent the factors related to environment 
rather than user such as weather, time, season etc. 

Service An outcome of the system in which a subject is interested such as 
recommendation, facts, alerts, notifications. 

 

1.1.4 Use Cases 

1.1.4.1 Use Case List 

Use Case #ID Description 

SCL-UC-01 Load data for building recommendation 

SCL-UC-02 Prepare data for building recommendation 

SCL-UC-03 Load Rules 
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SCL-UC-04 Build Recommendation 

SCL-UC-05 Receive Production Knowledge 

SCL-UC-06 Report Unresolved Case 

SCL-UC-07 Load data for interpreting recommendation 

SCL-UC-08 Prepare data for interpreting recommendation 

SCL-UC-09 Interpret Context 

SCL-UC-10 Interpret Content 

SCL-UC-11 Explain recommendations 

SCL-UC-12 Prepare Results 

SCL-UC-13 Receive service request  

SCL-UC-14 Handle Data 

SCL-UC-15 Deliver service results 

SCL-UC-16 Goal-based recommendation Generation 

SLC-UC-17 Provide Educational Support for user awareness 

SCL-UC-18 Location- and weather-based Personalized recommendation 

SCL-UC-19 User Preference-based refined recommendations 

SCL-UC-20 Provide Alternative Recommendation 

 

1.1.4.2  Use Case Diagram 
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 uc System Use Cases Updated

Service Orchestrator

Recommendation Interpreter

Recommendation Builder

(from Rec Builder)

load data for building 
recommendation

(from Rec Builder)

Prepare data for 
building 

recommendation

(from Rec Builder)

build recommendation

«actor»
DCL 3.0

(from Actors)

(from Rec Interpreter)

Interprete context

(from Rec Interpreter)

load data for 
interpreting 

recommendation

(from Rec Interpreter)

prepare data for 
interpreting 

recommendation

(from Rec Interpreter)

explain 
recommendation

(from Rec Interpreter)

interprete content

SCL 3.0

(from Service 
Orchestrator)

Receiv e Serv ice 
Request

(from Service 
Orchestrator)

Deliev er Serv ice 
Results

«actor»
User Application / 

SL 3.0

(from System Use 
Cases)

«actor»
KCL 3.0

(from System 
Use Cases)

(from Service 
Orchestrator)

Handle Data

(from System Use 
Cases)

Load Rules

(from Rec 
Interpreter)

Prepare Results

(from System Use 
Cases)

Identify SNS 
trends

EducationSupport

Alt-Recommendation

FoodRecommender

Env ContextInterpreter

GoalBased Recommendation

«invokes»

«invokes»

«include»

«include»

«include»

«invokes»

«include»

«include»

«invokes»

«invokes»

«include»

«invokes»

«include»

«invokes»

«include»

«invokes»

«invokes»

«invokes»

«extend»

«extend»

«include»

«extend»
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1.1.4.3  Description 

 

Use Case ID: SCL-UC-01 

Use Case Name: Load data for building recommendation 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 14, 2015 Last Revision Date: July 28, 2015 

Actors: SCL-UC-02 (Prepare Data) 

Description: Retrieving user profile and lifelog data is required for reasoning to 
generate recommendation. This data is retrieved using Data Handler of 
the Service Orchestrator. 

Trigger: Triggered when a new service request is received from the user 
application or DCL. 

Preconditions: User profile and lifelog data is available in user lifelog. 

Postconditions: User profile and lifelog data is successfully retrieved and prepared for 
reasoner to process. 

Normal Flow: 1. Data Preprator sends request for loading data 
2. Data Loader receives the request and performs the following tasks; 

a. Analyses the request and user for the appropriate data 
loading 

b. Prepare separate requests for user lifelog data 
3. Data Loader sends analyses request to Data Handler 
4. Data Handler provides the data to Data Loader 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent; repeated for every service request 
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Special Requirements: N/A 

Assumptions: Service Orchestrator knows the required data for each registered 
service. 

Notes and Issues: N/A 

Sequence Diagram 

 

 

  

 sd Interaction

DataLoaderDataPreprator DataHandler

LoadData(uid, sid)

AnalyseDataRequest(uid, sid)

PrepareDataRequest(uid, sid)

LoadData(uid, sid)

:data

:ack
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Use Case ID: SCL-UC-02 

Use Case Name: Prepare data for building recommendation 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 14, 2015 Last Revision Date: July 28, 2015 

Actors: SCL-UC-04 (Build Recommendation) 

Description: Knowledge based reasoning requires prepared data to execute the rules 
during the reasoning process. 

Trigger: Triggered when new service request is made for generating 
recommendations 

Preconditions: User profile and lifelog data is loaded into RB 2 

Postconditions: User prepared data is readily available for reasoner to process. 

Normal Flow: 1. Recommendation Builder sends data preparation request to Data 
Preparator along with the loaded data 

2. Data Preparator prepares profile data 
3. Data Preparator prepares lifelog data 
4. Data Preparator returns prepared data to Recommendation Builder 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-01 

Frequency of Use: Very frequent; for every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-03 

Use Case Name: Load Rules 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 28, 2015 Last Revision Date: July 28, 2015 

Actors: SCL-UC-04 (Build Recommendation) 

Description: Rule-based reasoned needs knowledge rules to perform reasoning using 
the prepared data to generate recommendations for the service request. 

Trigger: At the time when new service request arrives for recommendation. 

Preconditions: · Updated knowledge is available in Production Knowledge Base. 
· KCL and RB 2 agree on common format of production rules. 

Postconditions: The reasoned is ready to execute the rules and generate 
recommendations. 

Normal Flow: 1. Recommendation Builders send knowledge load request to Rule 
Loader 

2. Rule Loader sends request to Production Knowledge Base 
3. System performs the following tasks; 

a. Analyses the request knowledge 

 sd Prepare Data SD

Recommendation
Builder

Data Preparator

prepare data(data)

prepare profile data()

prepare lifelog data()

:prepared data
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b. Search production knowledge base for the requested rules 
c. Loads the rules 
d. Provides the rules back to Recommendation Builder 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent: when reasoner is invoked for new service generation. 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 

 

  

 sd Load Rules SD

Recommendation
Builder

Production
Knowledge Base

Rule Loader

LoadRules(sid)

LoadRules(sid)

AnalyseKnowledgeRequest(sid)

SerchProductionRules(sid)

LoadRules(sid)

:rules
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Use Case ID: SCL-UC-04 

Use Case Name: Build recommendations 

Created By: Rahman Ali Last Updated By: Rahman Ali 

Date Created: July 15, 2015 Last Revision Date: July 15, 2015 

Actors: SCL-UC-13 (Request Handler), SCL-UC-04, SCL-UC-02, SCL-UC-01, SCL-
UC-03, SCL-UC-09 (Interpret Context) 

Description: RBR performs rule-based reasoning to generate recommendations using 
the production rules and prepared data. 

Trigger: At the time when new service request arrives for recommendation. 

Preconditions: Knowledge is available in Production Knowledge Base. 

Postconditions: The recommendation is reported to RI 2, if reasoning is successful, 
otherwise the new case is provided to Unified Knowledge Interface 
along with the missing rule message. 

Normal Flow: 1. Request Handler invokes recommendation builder for 
recommendation 

2. Recommendation Builder load prepared data 
3. Recommendation Builder retrieves loaded rules 
4. Recommendation Builder performs rule-based reasoning on the 

prepared data and loaded rules 
5. Recommendation Builder generates recommendation and perform 

the following tasks; 
a. Prepare recommendation 
b. Provides recommendations to Context Interpreter for 

interpretation 

Alternative Flows: 5a. The system could not find rule to execute 

a. Recommendation Builder sends message along with 
Unresolved Case to Case Notifier 

Exceptions: N/A 

Includes: SCL-UC-02, SCL-UC-03 
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Frequency of Use: Frequent: when recommendation builder is invoked for generating 
recommendation. 

Special Requirements: N/A 

Assumptions: KCL and RB 2 agree on common format of production rules. 

Notes and Issues: N/A 

Sequence Diagram 

 

 

 

  

 sd Build Recommendation

Recommendation
Builder

Request Handler ContextInterpreter

loop RBR

[if rule matched, break]

Case NotifierData Preparator Data Loader Rule Loader

alt 

[if recommendation is generated based on the available rules]

[else]

BuildRecommendation(uid, sid)

PrepareData(uid, sid)

LoadData(uid, sid)

:data

:prepared data

LoadRules(sid)

:rules

ExecuteRule(data, rules)

PrepareRecommendation()

InterpretRecommendations(Recommendations)

send unresolved case(unresolved case)
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Use Case ID: SCL-UC-05 

Use Case Name: Receive Production Knowledge 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 5, 2015 Last Revision Date: July 28, 2015 

Actors: KCL 

Description: The knowledge is originated by KCL and is transfer to SCL 2 to keep a 
local copy of the production knowledge. 

Trigger: At knowledge creation/update time 

Preconditions: SCL 2 and KCL has a common representation agreement 

Postconditions: The SCL 2 copy of knowledge is updated and is synchronized with KCL 

Normal Flow: 1. KCL interrupt Knowledge Handler for new knowledge 
2. Knowledge Handler verifies the knowledge 
3. Knowledge Handler make a local of the received knowledge in the 

Production Knowledge Base 
4. Knowledge is persisted in Production Knowledge Base 
5. KCL is acknowledged of the knowledge receipt 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Less frequent: at knowledge creation/update time 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 
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Sequence Diagram 

 

 

Use Case ID: SCL-UC-06 

Use Case Name: Report unresolved case 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 5, 2015 Last Revision Date: July 28, 2015 

Actors: SCL-UC-04 (Build Recommendation), KCL 

Description: Notifying KCL that reasoner is incapable to generate recommendation 
for the service request. KCL may be able to acquired new knowledge 
for such service request to handle in future. 

Trigger: At the time when reasoner is not capable to generate recommendation 
because of insufficient knowledge in the KB. 

 sd Receiv e Production Knowledge  SD

KCL 2 KnowledgeHandler ProductionKnowledgeBase

UpdateKnowledgeBase(Rules)

ReceiceInterrupt(Rules)

VerifyRules(Rules)

UpdateKnowledgeBase(Rules)

PersistKnowledge(Rules)

:ack
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Preconditions: Reasoner has completed the reasoning process 

Postconditions: The message with reason is successfully reported to KCL 

Normal Flow: 1. Recommendation Builder notify unresolved case as new case 
prepare the report 

2. Case Notifier analyses the new case 
3. Case Notifier prepare the new case report 
4. Case Notifier sends new case report to KCL 
5. KCL acknowledges the new case receipt 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Less frequent: when reasoner detects new case not handled with 
existing knowledge. 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-07 

Use Case Name: Load data for interpreting recommendations 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 15, 2015 Last Revision Date: July 28, 2015 

Actors: Data Preparer 

Description: The data is loaded from DCL through Service Orchestrator in order to 
interpret the recommendations 

Trigger: After recommendation is built 

Preconditions: · Recommendation are built 
· User profile is stored in lifelog 
· Context is recognized  

Postconditions: The user profile, lifelog, and environmental variable data is available for 
preparation. 

 sd Report Unresolv ed Case SD

KCL 2RecommendationBuilder CaseNotifier

NotifyNewCase(sid)

AnalyseNewCase(sid)

PrepareNewCaseReport(NewCase)

SendReport(NewCase)

:ack

570



Normal Flow: 1. Data Loader receives interrupt from Data Preparer 
2. Data loader prepare data request 
3. Data loader send request to Data Handler  
4. Data loader receives data from Data Handler 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 

 

Use Case ID: SCL-UC-08 

Use Case Name: Prepare data for interpreting recommendations 

 sd prepare data request

Data Preparer Data Loader Data Handler

load data(user id)

prepare data request()

load data(user id)

:data

:data
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Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 15, 2015 Last Revision Date: July 28, 2015 

Actors: Context Interpreter 

Description: The loaded data is prepared for interpretations according to different 
functions such as lifelog for contextual interpretations, user profile for 
content interpretations, and environmental variables for explanations. 

Trigger: After loading data for interpretations 

Preconditions: · Recommendation are built  
· Data is loaded 

Postconditions: The user profile, lifelog, and environmental variable data is prepared 
and is available for interpretations 

Normal Flow: 1. Context Interpreter sends data to Data Preparer for preparations 
2. Data Preparer prepares lifelog data 
3. Content Interpreter sends request to Data Preparer for preparing 

profile data 
4. Data Preparer prepares profile data 
5. Data Preparer prepares environmental variable data for the 

Explanation Generator 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-07 

Frequency of Use: Very frequent: at every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues:  

Sequence Diagram 
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Use Case ID: SCL-UC-09 

Use Case Name: Interpret context 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 15, 2015 Last Revision Date: July 28, 2015 

Actors: Build Recommendation (SCL-UC-4) 

Description: The loaded data is prepared for interpretations according to different 
functions such as lifelog for contextual interpretations, user profile for 
content interpretations, and environmental variables for explanations. 

 sd prepare user profile data

Content
Interpreter

Data PreparerContext
Interpreter

Explanation
Generator

alt Prepare Data()

prepare lifelog data()

:prepared data

prepare data(data)

prepare user profile data()

:prepared data

Prepare Data()

prepare environmental variable data()

:prepared data
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Trigger: After loading data for interpretations 

Preconditions: Recommendation are built and data is loaded 

Postconditions: The user profile, lifelog, and environmental variable data is prepared 
and is available for interpretations 

Normal Flow: 1. Context Interpreter receives request for from Recommendation 
Interpreter for context interpretation 

2. Context Interpreter load and prepare data lifelog data (contextual 
data) for interpretations. 

3. Context interpreter select a context 
4. Context interpreter interprets the context 
5. Repeat 2-4 until all applicable contexts interpreted 
6. Context Interpreter receives the interpreted context 
7. Context Interpreter sends the recommendations to content 

interpreter for interpreting the contents 

Alternative Flows: 7a. if user is not available then the process is halt and message is sent 
to Recommendation Builder. 

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-10 

Use Case Name: Interpret contents 

Created By: Muhammad Afzal Last Updated By: Rahman Ali 

Date Created: July 15, 2015 Last Revision Date: July 28, 2015 

Actors: Interpret Context (SCL-UC-09) 

Description: The recommended contents of recommendations are difficult for user 
to understand. These contents needs to be interpreted with support of 
multimedia contents. 

Trigger: After interpretation of the context  

Preconditions: Recommendations are generated and context is interpreted 

 sd Interaction

Recommendation
Builder

Context
Interpreter

Data Preparer Content
Interpreter

loop 

alt User Av ailable?

[if (available)]

[else]

Data Loader

interpret context(user id)

select context()

prepare data (selected context)

Load Data()

::Data

:prepared data

interprete context()

send interpretations()

:user is not avialable
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Postconditions: Recommendations are ready for explanation 

Normal Flow: 1. Context Interpreter sends the contextually interpreted 
recommendations to the content filterer. 

2. Content interpreter perform the following tasks; 
a. Select appropriate filter 
b. Applies the filter 

3. Step 2 is repeated for all filters 
4. Content interpreter selects the appropriate format  
5. Content interpreter adds the relevant url 
6. Content interpreter forwards the format and filtered contents to 

explanation generator 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Very frequent: when recommendation are generated 

Special Requirements: The format should be defined in advanced based on the user special 
conditions 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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 sd apply format

Context
Interpreter

Content
Interpreter

loop 

Data Preparer Data Loader Explanation
Generator

interprete content(interpreted context, recommendation)

select fi l ter()

Prepare Data(selected fi lter)

Load Data()

:data

:prepared data

apply fi lter()

Prepare Data(user id)

load data (user id)

:data

Prepare Data()

:prepared data

select format()

pick content url()

Explain Recommendation(interpreted rec)
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Use Case ID: SCL-UC-11 

Use Case Name: Explain Recommendations 

Created By: Muhammad Afzal Last Updated By: Rahman Ali 

Date Created: July 15, 2015 Last Revision Date: July 20, 2015 

Actors: Interpret content (SCL-UC-10) 

Description: Usually user don’t understand the contents of recommendations. To 
make them understandable the interpreted recommendations needs to 
be explained based on the user understandability. 

Trigger: When contents are interpreted 

Preconditions: Recommendations are interpreted 

Postconditions: Recommendations are ready to deliver to the user 

Normal Flow: 1. Explanation generator receives the interpreted recommendations 
from content interpreter. 

2. Explanation generator performs the following tasks; 
a. Select environment variable 
b. Generate explanation 

3. Explanation Generator sends explained recommendation to 
educational support handler 

4. Educational support handler performs the following tasks 
a. generate query 
b. locate resource 
c. link resource 
d. send resource link to interpreter 

5. System sends explanation and educational resource links to result 
preparer. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Very frequent: when recommendations are interpreted 
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Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 

 

 

Use Case ID: SCL-UC-12 

Use Case Name: Prepare Results  

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

 sd prepare results

Content
Interpreter

Explanation
Generator

Education
Supporter

Data HandlerData Preparer Data Loader Result Preparer

explain recommendation(interpreted rec)

Prepare Data()

Load Data()

:data

:prepared data

generate explanation()

send explanation()

add education support()

generate query()

locate resource()

link resource()

Send (resource' l ink(s))

prepare results()
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Date Created: July 5, 2015 Last Revision Date: July 20, 2015 

Actors: Explain Recommendation (SCL-UC-11), Interpret Contents (SCL-UC-10) 

Description: This use case prepare the results accumulated from explanation 
generator and content interpreter and forwards to results handler of 
service orchestrator. 

Trigger: When recommendation are interpreted and explained 

Preconditions: The recommendation are interpreted and explained 

Postconditions: The results are forwarded to service orchestrator. 

Normal Flow: 1. Result Preparer receives outputs from content interpreter and/or 
explanation generator as well as education support. 

2. Result Preparer combines the received results  
3. Result Preparer sends the results to result handler of service 

orchestrator 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-13 

Use Case Name: Receive service request  

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 5, 2015 Last Revision Date: July 20, 2015 

Actors: User Application / SL 

Description: Service orchestrator receives request from user application, or DCL for 
recommendation. Orchestrator parses the request and invokes required 
service of Mining Mind for responding. 

Trigger: At the time of a request from the user application, or from mining mind 
generated events. 

Preconditions: · User is registered with Mining Minds 
· Service is registered as mining Minds valid service 
· Service-data binding is specified in advance 

Postconditions: The request is received and recommendations are generated 

 sd Interaction

Content
Interpreter

Explanation
Generator

Education
Support

Prepare Results SO: Result
Handler

send(interpreted recommendations)

send(explanation)

send(links to educational resources)

prepare results()

send(interprted and explained recommenations)

:ack
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Normal Flow: 1. Service orchestrator receives the service request from user 
application 

2. System parses the request 
a. Search for the registered service 
b. Identifies the service type 
c. Identifies data requirements of the service 
d. Identifies the appropriate handling module 

3. Service Orchestrator passes the request to recommendation 
builder of SCL 2 to build the recommendation 

Alternative Flows: 1.a Event handler of service orchestrator receives the request as an 
interrupt from DCL, whenever a situation occurs 

4.a  Step 2-4 of the normal flow are executed. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent: at every service request 

Special Requirements: N/A 

Assumptions: Service orchestrator and DCL agreed on service contract. 

Notes and Issues:  

Sequence Diagram 
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Use Case ID: SCL-UC-14 

Use Case Name: Handle Data 

Created By: Muhammad Afzal Last Updated By: Muhammad Afzal 

Date Created: July 28, 2015 Last Revision Date: July 28, 2015 

Actors: DCL 

Description: This use case receives data request from recommendation builder and 
recommendation interpreter. It makes request from DCL to get the 
data for requester. 

Trigger: At data request time 

Preconditions: Service Request has been received to service orchestrator 

Postconditions: Data has been provided to requester 

Normal Flow: 1. Data Handler in Service Orchestrator received data loading request 
from recommendation builder 

2. Prepare data request 

 sd SCL2-UC-01

Service
Orchestrator

Recommendation
Builder

DCL 2

alt 

User Application

service request(user id, service id)

service request()

search register service(service id)

identifies service type()

identifies data requirements()

identifies service handler component()

activate service provider componet()
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3. Retrieve data from DCL 
4. Send data to RB: Data Loader 

Alternative Flows: 1a. Data Handler in Service Orchestrator received data loading request 
from recommendation interpreter 

Step 2-3 of normal flow 

4a. Send data to RI: Data Loader 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very Frequent: At every service request 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram 

 

 

 sd Interaction

RB: Data Loader RI: Data Loader Data Handler DCL 2

alt 

alt 

Load Data(user id)

Load Data(user id)

prepare data request()

retrieve data(user id, datatime)

:data

:data

:data
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Use Case ID: SCL-UC-15 

Use Case Name: Deliver service results 

Created By: Muhammad Afzal Last Updated By: Rahman Ali, Muhammad 
Afzal 

Date Created: July 5, 2015 Last Revision Date: July 20, 2015 

Actors: Application / SL 

Description: It is required to send request response to the service requester in the 
form of recommendation. Service orchestrator delivers the interpreted 
recommendation to user. 

Trigger: At the time of completion of interpretations 

Preconditions: Recommendations are generated and interpreted 

Postconditions: Service results are successfully delivered to the requester and DCL for 
persistence 

Normal Flow: 1. Service orchestrator receives results from recommendation 
interpreter  

2. System perform the following tasks; 
a. Prepares the response message 
b. Associate recommendations with service meta-data 

3. Service Orchestrator sends recommendations to DCL for 
persistence 

4. Service  Orchestrator receives acknowledgement of storage 
5. Service  Orchestrator sends interpreted recommendations to SL 
6. Service  Orchestrator receives acknowledgement of receipt 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Very frequent: at every service request completion 
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Special Requirements: N/A 

Assumptions: Service orchestrator agreed on service contract with DCL and user 
application. 

Notes and Issues: N/A 

Sequence Diagram 

 

 

 

 

 

 

 

 

 

 

 

 sd Interaction

Service
Orchestrator

DCL 2 SL 2Recommendation
Interpreter

sends service results(results)

prepare the service response()

associate meta data ()

sends service response()

ack()

sends service response()

ack()
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Goal Based Recommendation Generation 

Use Case ID: SCL-UC-16 

Use Case Name: Goal-based recommendation Generation 

Created By: Muhammad Sadiq Last Updated By: Muhammad Sadiq 

Date Created: March 16, 2017 Last Revision Date: March 16, 2017 

Actors: DCL, Serivice Orchestrator, Recommendation Interpreter 

Description: GoalBased recommender generates goal based recommendation based 
on the user values 

Trigger: DCL/User invokes goal based recommender through service 
orchestrator for goal based personalized recommendation generation 

Preconditions: Prepares request 

Postconditions: Goal based recommendation is ready to be sent 

Normal Flow: 1. User characteristic information e.g. height, weight etc. is 
received  

2. GoalBased Reasoner computes user BMI 
3. Computed BMI is compared with Standard BMI 
4. The difference of computed and standard BMI is generated 
5. Categorize user based on the computed BMI difference 
6. Generate recommendation based on respective BMI status 
7. Return recommended goal and associated information to 

service orchestrator 
8. Service orchestrator sends the recommendation to RI for 

personalization of the recommendation 
9. RI personalizes the generated recommendation and sends it 

back to service orchestrator 
10. Service orchestrator return the generated personalized goal 

based recommendation to DCL 

Alternative Flows: N/A 

Exceptions: N/A 

Includes:  

Frequency of Use: Depending on situation. 

Special Requirements: N/A 

Assumptions: KCL 3.0 and RB 2 agree on common format of production rules. 

Notes and Issues: N/A 
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Sequence Diagram 
 

 

 

 

Use Case ID: SCL-UC-17 

Use Case Name: Provide Educational Support for user awareness 

Created By: Imran Ali Last Updated By: Imran Ali 

Date Created: March 16, 2017 Last Revision Date: March 16, 2017 

Actors: Build Recommendation (SCL-UC-4) 

Description: Provide educational support to the user for first 4 weeks of the 
subscription period. Educational support consists of audio/visual aids 
and informative web resources 

Trigger: After loading data for interpretations 

Preconditions: Recommendation are built and data is loaded 
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Postconditions: The user profile, lifelog, and environmental variable data is prepared 
and is available for interpretations 

Normal Flow: 5. Recommendation Interpreter receives request from 
Recommendation Builder 

6. Recommendation Interpreter extracts users information from 
lifelog 

7. Recommendation Interpreter evaluates the matching educational 
contents for the target user audience 

8. Recommendation Interpreter prepares the required educational 
contents 

9. Recommendation Interpreter sends the required educational 
content unit to result preparer 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Thrice a day: Time-based 

Special Requirements: N/A 

Assumptions: Service Orchestrator knows the required data for each registered 
service. 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-18 

Use Case Name: Location- and weather-based Personalized recommendation 

Created By: Imran Ali Last Updated By: Imran Ali 

Date Created: March 16, 2017 Last Revision Date: March 16, 2017 

Actors: Build Recommendation (SCL-UC-4) 

Description: Interpret recommendations for environmental contexts and provide the 
required information in an structured form to SL 

Trigger: After loading data for interpretations 

 sd prepare results

Content
Interpreter

Explanation
Generator

Education
Supporter

Data HandlerData Preparer Data Loader Result Preparer

explain recommendation(interpreted rec)

Prepare Data()

Load Data()

:data

:prepared data

generate explanation()

send explanation()

add education support()

generate query()

locate resource()

link resource()

Send (resource' l ink(s))

prepare results()

590



Preconditions: Recommendation are built and data is loaded 

Postconditions: The user profile, lifelog, and environmental variable data is prepared 
and is available for interpretations 

Normal Flow: 1. Recommendation Interpreter receives physical activity based 
recommendation 

2. Recommendation Interpreter assess the user interruptibility 
3. In case of availability Recommendation Interpreter evaluates the 

contextual viability of the recommendation 
4. Recommendation Interpreter sends the recommendation for 

education support 
5. Recommendation Interpreter prepares educational unit for the 

target user is prepared 
6. Final recommendation package is sent to Result Preparer 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: Service Orchestrator knows the required data for each registered 
service. 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-19 

Use Case Name: User Preference-based refined recommendations 

Created By: Imran Ali Last Updated By: Imran Ali 

Date Created: March 16, 2017 Last Revision Date: March 16, 2017 

Actors: Build Recommendation (SCL-UC-4) 

 sd apply format

Context
Interpreter

Content
Interpreter

loop 

Data Preparer Data Loader Explanation
Generator

interprete content(interpreted context, recommendation)

select fi l ter()

Prepare Data(selected fi lter)

Load Data()

:data

:prepared data

apply fi lter()

Prepare Data(user id)

load data (user id)

:data

Prepare Data()

:prepared data

select format()

pick content url()

Explain Recommendation(interpreted rec)
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Description: Interpret Recommendations based on User’s Preferences for Food-
based Recommendation 

Trigger: After loading data for interpretations 

Preconditions: Recommendation are built and data is loaded 

Postconditions: The user profile and lifelog data is prepared and is available for 
interpretations 

Normal Flow: 1. Recommendation Interpreter receives food-based 
recommendation 

2. Recommendation Interpreter evaluates the targeted user group 
3. Recommendation Interpreter retrieves preferences of the user 
4. Recommendation Interpreter matches user preferences with the 

targeted food-categorizes (menu-sets) 
5. Recommendation Interpreter finalizes the menu-set selection 
6. Final recommendation package is sent to Result Preparer 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: Service Orchestrator knows the required data for each registered 
service. 

Notes and Issues: N/A 

Sequence Diagram 
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Use Case ID: SCL-UC-20 

Use Case Name: Provide Alternative Recommendation 

Created By: Imran Ali Last Updated By: Imran Ali 

Date Created: March 16, 2017 Last Revision Date: March 16, 2017 

Actors: Build Recommendation (SCL-UC-4) 

Description: Interpret Recommendation for special condition. An alternative 
recommendation is generated when the provided recommendation is 
not deemed viable for the user 
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Trigger: After loading data for interpretations 

Preconditions: Recommendation are built and data is loaded 

Postconditions: The user profile, lifelog, and environmental variable data is prepared 
and is available for interpretations 

Normal Flow: 1. Recommendation Interpreter receives physical activity based 
recommendation 

2. Recommendation Interpreter evaluates the availability of the user 
3. Recommendation Interpreter evaluates the special user conditions 
4. Recommendation Interpreter decides of the need for alternative 

recommendation 
5. Educational contents are prepared for the final recommendation 
6. Final recommendation package is sent to Result Preparer 

Alternative Flows: 1.1 Stall recommendation is user is not available  

Exceptions: N/A 

Includes: SCL-UC-08 

Frequency of Use: Very frequent; at every service request 

Special Requirements: N/A 

Assumptions: Service Orchestrator knows the required data for each registered 
service. 

Notes and Issues: N/A 

Sequence Diagram 

595



 

 

 

 

 sd Interaction

Recommendation
Builder

Context
Interpreter

Data Preparer Content
Interpreter

loop 

alt User Av ailable?

[if (available)]

[else]

Data Loader

interpret context(user id)

select context()

prepare data (selected context)

Load Data()

::Data

:prepared data

interprete context()

send interpretations()

:user is not avialable
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Section 5.5 
 

Supporting Layer(SL) 
Requirement Specification 
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Supporting Layer 
1. SL Requirement Specification  

1.1. SL Terms and Definitions 

Terms Description 
DCL Data Curation Layer Ver. 3 
SCL Service Curation Layer Ver. 3 
ICL Information Curation Layer Ver. 3 

KCL Knowledge Curation Layer Ver. 3 
SL Supporting Layer Ver. 3 

Self-report  A method which involves asking a participant about their feelings, 
attitudes, beliefs and so on 

User Capabilities  User cognitive, perceptual and physical characteristics 
Context of use Environmental variables and low level context (location) 

Device 
Characteristics 

Screen size, resolution, memory, and battery 

UI Adaptation The changes in user interface 
Observational Data User interaction data with the user interface 

User Experience User perception, satisfaction about the user interfaces 
User Profile User related data that do not change frequently 

2. Use Case Diagram and Details 

3.2 Use Case List 
Requirements #ID Description 

SL-UC-01 User registration 
SL-UC-02 Retrieve capabilities for user interface adaptation 
SL-UC-03 Mapping the user capability information into model 
SL-UC-04 Adapt user interface based on user profile, context and device 
SL-UC-05 User capabilities collection 
SL-UC-06 Self-reporting user experience measurement 
SL-UC-07 Collect and analyze observational data 
SL-UC-08 Acquire Recommendations for displaying to end user 
SL-UC-09 Feedback Collection 
SL-UC-10 Retrieve capabilities for context based services 
SL-UC-11 Map Request to Query 
SL-UC-12 Transform Data 
SL-UC-13 Classify Data 
SL-UC-14 Analyze Data 
SL-UC-15 Display Analytics 
SL-UC-16 Take Expert Input 
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Use case diagram 

 

 
 

3.2 Use Case Details 

Use Case ID: SL-UC-01 

Use Case Name: User registration  

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: End-user 
Secondary: DCL 

Description: This use case is for the user registration.  A user must register with the MM 
app before they are able to use it. Registration primarily consists of 
entering an email address for verification and creating a password. All 

uc Use Case Model for v ersion 2.5
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basic demographics, account, activity level, user interest information, and 
personalized map information shall be collect from user and persist in DCL.  

Trigger: End user  

Preconditions: The non-register user asked the application to register to it. 

Postconditions: The user successfully registered to the application and can access its 
functionality 

Normal Flow: 1. The user start registration of the new account by pressing the “Sig up” 
button on the application first screen.  

2. Then Terms & Conditions page displayed 
3. The application will display the multi-step registration form with empty

 fields for the account and user profile. 
4. The user annotates the map for personalization by selecting different l

ocations of his interest.  
5. Validate User Input  

·  The application will automatically validate all the user input fo
r all the required fields  

· The user cannot proceed until providing the correct data. 
6. The user can press “Submit” button and the new account data will be p

ersisted to the DCL. 

Alternative Flows: 2a. In step 2. If the user Agree with Terms & Conditions  
· User is allowed to the next step by click on agreed term & conditio

n checkbox. 
2b. In step 2. If user not agree with terms & conditions then 

· User is redirect to the first screen. 
 

3a. in step 3. Display Validation Error   
· If the validation failed, then the validation icon will be displayed ne

arby the wrong field and there will be validation message. 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user first time use the system [low] 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A  

Sequence Diagram  
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Use Case ID: SL-UC-02 

Use Case Name: Retrieve capabilities for user interface adaptation 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: DCL 

Description: This use case focuses on the retrieval of the capabilities for user interface 
adaptation. The capabilities includes user profile information, context 
information and device information. It is utilized for adaptation based on 
changes or observational data. 

Trigger:  
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Preconditions: The DCL provide the access to required information 

Postconditions: All required capabilities are successfully collected. 

Normal Flow: 1. SL generates request for user, device, and context information colle
ction from DCL 

2. This information is utilized for the adaptation of the user interfaces 
3. The adaptation is based on changes in user profile, context informat

ion or collected observational data 

Alternative Flows:  N/A 

Exceptions: If there is not capabilities information then the default user interfaces will 
be displayed. 

Includes: N/A 

Frequency of Use: Always when the application is running [High] 

Special Requirements: N/A 

Assumptions: The capabilities information should be available with the DCL. 

Notes and Issues: N/A 

Sequence Diagram  

 
 
 

Use Case ID: SL-UC-03 
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Use Case Name: Mapping the user capability information into model 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: DCL 

Description: The collected capabilities information from DCL.0 shall be mapped against 
the hierarchical structure of the model 

 Trigger: SL initiate communication with DCL. 

Pre-conditions: 1. User is a registered client of MM platform  
2. Updated user profile must be available  

Post-conditions: 1. User profile and environmental variables are received by UI/UX 
2. All collected variables are successfully mapped and validated 

Normal Flow: 1. UI/UX send request to DCL.0 for environmental variables (e.g., tem
perature, weather, time, noise, light level etc.) and user profile vari
ables (e.g. uid, name, age, perceptual information) 

2. DCL sent back the requested variables. 
3. The semantic modeller maps the data to model  
4. The mapped information is persisted in model. 

Alternative Flows: N/A 

Exceptions:  

Includes: SL3-UCS-01 

Frequency of Use: Always when the application is running [High] 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL-UC-04 

Use Case Name: Adapt user interface based on user profile, context and device 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: DCL, end user 

Description: The collected information of user profile, context of use and device 
characteristics from DCL results in adaption of the user interface  

Trigger: End user start interacting with user interface 

Pre-conditions: · The user profile and context of use and device data has been colle
cted by UI/UX Authoring tool 

Post-conditions: · Adaptive UI rendered/generated  based on collected information 
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Normal Flow: 1. User request for personalize user interface to UI/UX. 
2. UI/UX send request to adaptation engine for generating the perso

nalized user interface based on user, context and device informati
on. 

3. Adaptation engine perform reasoning based on pre-defined adapti
on and navigations rules. 

4. Reasoner recommend the user interface components and its styles
 to generate the UI. 

5. Then personalized generated UI is displayed to end user. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user interact with the system 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL-UC-05 

Use Case Name: User capabilities collection 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: End user, DCL 

Description: The UI/UX collects the user capabilities information’s by analyzing the  
user perception such as user visual and color perception 

Trigger: User uses the tools for collection 

Pre-conditions: · Perception collection tools are installed 

Post-conditions: · User perceptual information successfully collected and update info
rmation in user profile DCL 

Normal Flow: 1. User select the tools for color and visual perception and interact w
ith it accordingly. 

2. Tools acquire its interaction data in order to find the user percepti
ons 

3. User experience calculate its final value. 
4. Final values are stored in user profile DCL. 

Alternative Flows:  

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user interact with the system 

Special Requirements:  

Assumptions: Service contract between SL and DCL is defined 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL-UC-06 

Use Case Name: Self-reporting user experience measurement 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: End user, DCL 

Description: The UI/UX shall collect feedback about how users feel about the system 
during or after use by self-reporting method. 

Trigger: End user 

Pre-conditions: · Self-reporting questionnaire already exist

Post-conditions: · The feedback is successfully collected

Normal Flow: 1. The end user provide feedback using the questionnaire.
2. The feedback is sent to user experience in order to evaluate the us

er response.
3. user experience variables such as usability, pleasure, beauty are ca

lculated based on filled questions
4. The UI/UX update the calculated variables values in user profile by

sending request to DCL
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Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: When user interact with the system 

Special Requirements: N/A 

Assumptions: N/A 

Notes and Issues: N/A 

Sequence Diagram  

 

 
 

Use Case ID: SL-UC-07 

Use Case Name: Collect and analyze observational data 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: End user, DCL 
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Description: The UI/UX shall identify areas of improvement and maximize the user 
interaction by analyzing the user interaction with app. 

Trigger: Initiated by end user 

Pre-conditions: · Analytics tracker is already installed 

Post-conditions: · Observational data are successful collected and analyzed for user e
xperience measurement  

Normal Flow: 1. Analytics collector collect the user interaction data such as user ID,
 event, session, screen, crashes & exceptions, and user timings 

2. The collected data is stored locally before being dispatched 
3. Data is dispatched for user experience measurement from the app

 for every 30 minutes  
4. the pragmatic quality such as usability-( e.g. performance, issues) a

re calculated in order to find the user experience (UX) 
5. UX quality variables are sent to DCL2 for storage/updating in user 

profile. 

Alternative Flows: N/A 

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Frequent, request by SL 

Special Requirements: N/A 

Assumptions: Service contract between DCL and SL is defined 

Notes and Issues: N/A 

Sequence Diagram  
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Use Case ID: SL-UC-08 

Use Case Name: Acquire Recommendations for displaying to end user 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: End-user 
Secondary: SCL, DCL 

Description: This use case collects the recommendations generated by SCL and displays 
it on the user interface for the end users. The provided recommendations 
are displayed according to user capabilities, context of use, and device 
characteristics. This information is obtained from the DCL. 

Trigger: SCL push the recommendations to the App or  end-user send request for 
recommendations 

Preconditions: End-user subscribes to particular services 

610



Postconditions: All recommendations are successfully displayed according to user 
capabilities, context, and device characteristics.  

Normal Flow: 1. SCL generate the recommendations and provide it to user interface 
2. The SCL recommendations are acquired by the SL 
3. SL investigates the user capabilities, context of use, and device charact

eristics by obtaining from DCL 
4. The recommendation are displayed in graphical user interface based o

n collected capabilities of user, context and device information. 

Alternative Flows: 2a. In step 2. The SCL recommendations are acquired by the SL 
1. user request for recommendations (pull method)  

 
2b. In step 2. The SCL recommendations are acquired by the SL 

1. SL  push recommendations to App based on situations  

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Whenever the recommendations are generated by SCL [Medium] 

Special Requirements: N/A 

Assumptions: The user profile data and context information should exist in the DCL 

Notes and Issues: N/A  

Sequence Diagram  
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Use Case ID: SL-UC-09 

Use Case Name: Feedback Collection 

Created By: Jamil Hussain Last Updated By: Jamil Hussain 

Date Created: March 09 2017 Last Revision Date: 09 March 2017 

Actors: Primary: End-user 
Secondary: DCL 

Description: The UI/UX shall collect feedback about how users feel about 
recommendations and additional questionnaires in a predefined time period 

Trigger: End user 

Preconditions: Self-reporting questionnaire already exist 

Postconditions: The feedback is successfully collected 
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Normal Flow: 1. The end user provide feedback using the questionnaires and 
feedback about recommendation. 

2. The DCL stores the feedback in the lifelog for user preferences in 
the case of feedback. 

3. The questionnaires are stored in the lifelog for further analysis from 
the expert 

 

Alternative Flows:   
 

  

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Every 3 weeks 

Special Requirements: N/A 

Assumptions: The feedback data is saved in DCL 3.0 

Notes and Issues: N/A  

Sequence Diagram  

 

 

 
 
 
 
sa 
 

613



Use Case ID: SL-UC-10 

Use Case Name: Retrieve capabilities for context based services 

Created By: Jamil Hussain 
 

Last Updated By: Jamil Hussain 

Date Created: March 09 2017 Last Revision Date: March 09 2017 

Actors: DCL, SCL 

Description: The UI/UX shall collect feedback about how users feel about 
recommendations and additional questionnaires in a predefined time period 

Trigger: End user 

Preconditions: Self-reporting questionnaire already exist 

Postconditions: The feedback is successfully collected 

Normal Flow: 1. The end user provide feedback using the questionnaires and 
feedback about recommendation. 

2. The DCL stores the feedback in the lifelog for user preferences in 
the case of feedback. 

3. The questionnaires are stored in the lifelog for further analysis from 
the expert 

 

Alternative Flows:   
 

  

Exceptions: N/A 

Includes: N/A 

Frequency of Use: Every 3 weeks 

Special Requirements: N/A 

Assumptions: The feedback data is saved in DCL  

Notes and Issues: N/A  

Sequence Diagram  
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Use Case ID: SL-UC-11 

Use Case Name: Map Request to Query 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: Expert 

Description: This use case focuses on mapping the expert request to the query library for 
data store interface. 

Trigger: The request from the expert panel for analytics 

Preconditions: A predefined query library for retrieving the big data 
 

Postconditions: The query is sent to the data store interface and the data is fetched. 
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Normal Flow:  
1. The expert requests the analytics for a specific context. 
2. The parameters of the request is extracted and sent to query manager. 
3. The query manager matches the parameters with the predefined queries 

in the query library. 
4. The Query is selected and tuned according to the duration of the data to 

be extracted.  
 

Alternative Flows: 
 

4a. In step 4 of the normal flow, if there is a more tuning done than the 
query  

1. The query is saved in the library for future calls. 

Exceptions:  N/A 

Includes: N/A 

Frequency of Use: This use case can be used by the domain expert about 5-10 times based on 
the volume of data. [Low] 

Special Requirements: N/A 

Assumptions: For this use case the assumption is a query library. 

Notes and Issues: 1. How many queries are there in the query library? 

Sequence Diagram  
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Use Case ID: SL-UC-12 

Use Case Name: Transform Data 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: Expert 

Description: The mapping query is transformed to specific model structure for trend 
analysis. 

Trigger: The data store interface initiates the data transformation process 

Preconditions: The data is sent from the data store interface. 
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Postconditions: The transformed data is sent to trend analyzer. 

Normal Flow: 1. The unstructured data from the big data repository is sent to the data inte
gration component. 

2. The data is transformed in an object model or a table depending on the re
quirements. 

3. The social network data is than additionally integrated which is retrieved t
hrough a web service. 

4. The transformed data is then checked for compliance with the model tem
plate. 

Alternative Flows: 
 

2a. In step 2 of the normal flow, if the data is retrieved from the life log then 
it is sent directly to the integration component. 

Exceptions: If the transformed data does not pass the compliance check, step 2 is started 
again. 

Includes: N/A 

Frequency of Use: This use case is used when the data comes from the big data and requires 
social data integration. [Low] 

Special Requirements: N/A 

Assumptions:  

Notes and Issues: 1. How many models can the data be transformed in? 

Sequence Diagram  
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Use Case ID: SL-UC-13 

Use Case Name: Classify Data 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: Expert 
 

Description: The transformed data is further classified and clustered to identify and 
analyze trends. 

Trigger: The transformed data is sent for trend analysis. 

Preconditions: The data is structured into a particular model. 

Postconditions: The data is classified into temporal, numerical and textual categories 

Normal Flow: 1. The model is passed for the classification. 
2. Metadata is extracted from the model. 
3. The data is categorized based on the extracted metadata. 
4. The temporal, numerical and textual data is extracted from the transform

ed data. 

Alternative Flows:  

Exceptions: 1. There is no temporal data to be classified. 
2. There is no numerical data to be classified. 
3. There is no textual data to be classified. 

Includes:  

Frequency of Use: This use case is used when the transformed data comes from model 
transformation module. [Low] 

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  
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Use Case ID: SL-UC-14 

Use Case Name: Analyze Data 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: Expert 

Description: The classified data is analyzed through association and clustering techniques 
for visualization and analytics. 

Trigger: The classified data is passed to association clustering for finding analytics and 
trends. 

Preconditions: The numerical, temporal and textual data is classified separately so that 
association could be applied. 

Postconditions: The association is done with the data for analytics and data to be plotted is 
sent for visualization. 
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Normal Flow: 1. The data classifier passes the data for association clustering. 
2. The temporal and numerical data is analyzed for clustering. 
3. The data is clustered into a group for graph plotting. 
4. The textual data is associated with each other to create analytics based o

n the textual attribute and their corresponding facts. 

Alternative Flows:  

Exceptions: 1. Clustering could not be done due to multiple outliers. 

Includes:  

Frequency of Use: This use case is used when the classified data is sent for grouping and 
association. [Low] 

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  

 
 
 

Use Case ID: SL-UC-15 

Use Case Name: Display Analytics 
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Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: Expert 

Description: The grouped data and relevant analytics is passed to visualization enabler so 
that the graphs are plotted and displayed. 

Trigger: The trend analyzer sends the data for graph visualization and plotting. 

Preconditions: The data is sent to visualization enabler distinguishable by their attributes 
and association. 

Postconditions: The analytics and relevant visualization is sent to the user interface. 

Normal Flow: 1. The data is categorized according to the graph templates for visualization.
  

2. The scales are defined for the grouped data to be plotted on the coordina
tes. 

3. The association text and the relevant facts about the data is also attached
 to the graph as analytics. 

Alternative Flows:  

Exceptions:  

Includes:  

Frequency of Use: This use case is used when the grouped data is sent for display in graph and 
analytics form. [Low] 

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  
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Use Case ID: SL-UC-16 

Use Case Name: Take Expert Input 

Created By: Shujaat Hussain Last Updated By: Shujaat Hussain 

Date Created: 14 July 2015 Last Revision Date: 09 March 2017 

Actors: Primary: Expert 

Description: This use case focuses on taking expert input on activity and nutrition for the 
user’s analytics 

Trigger: The request from the expert panel for input 

Preconditions: The user meal and activity information is stored 

 

Postconditions: The query is sent to the data store interface and the data is stored. 
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Normal Flow:  

1. The expert requests the input panel for a specific user. 
2. The parameters of the request is extracted and sent to query manager. 
3. The query manager matches the parameters with the predefined queries in 

the query library. 
4. The interface is shown for expert to input activity and meal information 
5. It is stored in the life log 
 

Alternative Flows: 4a. In step 4 of the normal flow, if there is a more tuning done than the query  

1. The query is saved in the library for future calls. 
 

Exceptions:  

Includes:  

Frequency of Use:  

Special Requirements:  

Assumptions:  

Notes and Issues:  

Sequence Diagram  

 
 

sd take input

data store interface

Expert

SCLDCL

WriteReview()

storeReview(review,expertId)

senduserdata(food,act)

storeData()
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Section 6 
 

Warm and Cold Service Scenario 
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Service ScenarioMining Minds Version 3.0

Warm Service ScenarioMining Minds Version 3.0
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Registration Stage – Register and Data Gathering

<Client Information>
• Client Name
• Date of Birth
• Gender

• User ID (account code)
• Nickname
• Password
• Linked SNS (e.g. the FACEBOOK ID, S-HEALTH ID)

<Registration>

<Somatology>
• Height
• Weight
• Somatotype of Body

<Medical History on Lifestyle Diseases>
• Diabetes  (if checked, additional input form presented)
• Hypertension (additional form) [ Mining Minds ver. 3.5]
• Dyslipidemia (additional form) [ Mining Minds ver. 3.5]

General user registration/authorization modules
User Registration 

Form
User Registration 

Form

<Contact>
• Contact Number(Mobile)
• Address
• e-mail

User’s Profile
Check-up

User’s Profile
Check-up

CONTACT NUMBER UID.Phone.Mobile
ADDRESS: UID.Address.Home
E-MAIL: UID.Email

NAME: UID.Name
Date of Birth: UID.Date_of_Birth
Gender: UID.Sex

Height: UID.Height
Weight: UID.Weight
Somatotype: UID.Somatotype

Diagnosed Diseased &MedicalStatus.Diabetes.Diagnosed
&MedicalStatus.Hypertension.Diagnosed
&MedicalStauts.Dyslipidemia.Diagnosed

Medical Check-up Data MedicalStatus.Data.FAST
MedicalStatus.Data.OGTT50
MedicalStatus.Data.HbA1c
MedicalStatus.Data.DBP
MedicalStatus.Data.SBP
MedicalStatus.Data.TC
MedicalStatus.Data.HDLC
MedicalStatus.Data.LDLC
MedicalStatus.Data.TG
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Question: What is your body type? Choose most similar type in the pictures.
Choices:

<Somatotype Assessment>

Data:
UID Field Name Date & Time of 

Assessment Toolset Data Unit Certified by

#### UID.Height yyyyMMddHHmmss {UserInput} Integer cm USER

#### UID.Weight yyyyMMddHHmmss {UserInput, DeviceID} ###.# kg USER

#### UID.Somatotype yyyyMMddHHmmss {UserChoice, ST_msr01, ST_msr02, …}
{Ectomorph, Endomorph, 

Mesomorph;
NULL}

N/A USER

#### UID.BMI yyyyMMddHHmmss {Rule.Index.BMI} ##.# kg/m^2 SYSTEM

Rule.Index.BMI
input: UID.Height.Current_date, UID.Weight.Current_date
output: UID.BMI = UID.Weight.Current_date/(UID.Height.Current_date*UID.Height.Current_date)

Question: Have you ever been diagnosed with 
any of following diseases or conditions?

<Medical History Assessment>

Data:
UID Field Name Date & Time of 

Assessment Toolset Data Unit Certified by

#### MedicalStatus.Diabetes.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStatus.Hypertension.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStauts.Dyslipidemia.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStatus.Data.FAST yyyyMMddHHmmss {UserInput, DeviceID} Integer mg/dL USER

#### MedicalStatus.Data.OGTT50 yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.HbA1c yyyyMMddHHmmss {UserInput}
##.#
##.#

Integer

%
mmol/mol

mg/dL
USER

#### MedicalStatus.Data.DBP yyyyMMddHHmmss {UserInput, DeviceID} Integer mmHg USER

#### MedicalStatus.Data.SBP yyyyMMddHHmmss {UserInput, DeviceID} Integer mmHg USER

#### MedicalStatus.Data.TC yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.HDLC yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.LDLC yyyyMMddHHmmss {UserInput} ###.# mg/dL USER

#### MedicalStatus.Data.TG yyyyMMddHHmmss {UserInput} Integer mg/dL USER

□ Diabetes or prediabetes
□ Hypertension or Prehypertension
□ Dyslipidemia

If the boxes are checked, present additional questions.

ü Diabetes or prediabetes
• Input your recent FAST test result :  (           ) mg/dL □ Don’t Know
• OGTT 50g test result :  (           ) mg/dL □ Don’t Know
• HbA1c :  (            ) %    or   (          ) mmol/mol □ Don’t Know

ü Hypertension or Prehypertension
• Recent measure of Blood Pressure :  Systolic (    )mmHg,   Diastolic  (     )mmHg

ü Dyslipidemia
• Recent measure of Total Cholesterol :  (           ) mg/dL
• Recent measure of HDL Cholesterol :  (           ) mg/dL
• Recent measure of LDL Cholesterol :  (           ) mg/dL
• Recent measure of Triglyceride:  (           ) mg/dL

• [ Mining Minds ver. 3.5]
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QA-based Assessment Stage

• Eating Regularity
• Food Group Balance
• Whole Grain Uptakes
• Protein Uptakes
• Vegetable Uptakes
• Fruits Uptakes
• Dairy Uptakes
• Red Meat Uptakes
• Sodium Uptakes 
• Added Sugar Uptakes

<Questionnaire: Dietary Habits>

Selected dietary habit assessment tools
(ex, GCH’s Questionnaire)

1. During the last month, how regularly do you eat?
2. Do you enjoy a wide variety of nutritious foods from the five groups every day?
3. When you eat cooked-rice, do you usually eat cooked-rice with multi-grains?
4. Do you usually take protein foods* in every servings?
5. Do you usually eat vegetables in every servings?
6. Do you usually eat fruits every day?
7. Do you usually dairy foods every day?
8. Do you usually eat red meat or high fat meat more than twice a week?
9. Do you usually take salty side dishes everyday?
10. Do you usually eat snacks or beverages with added sugars every day?

Dietary Habits 
Questionnaire
Dietary Habits 
Questionnaire

<Dietary Habits Data (in User’s Profile DB)>
Eating Regularity:DietaryHabits.EP.Regularity (1pt ~ 5pt)
Food Group Balance: DietaryHabits.EP.FGBalance (1pt ~ 5pt)
Whole Grain Uptakes: DietaryHabits.NT.WGUtk (1pt ~ 5pt)
Protein Uptakes: DietaryHabits.NT.PtUtk (1pt ~ 5pt)
Vegetable Uptakes: DietaryHabits.NT.VgUtk (1pt ~ 5pt)
Fruits Uptakes: DietaryHabits.NT.FtUtk (1pt ~ 5pt)
Dairy Uptakes: DietaryHabits.NT.DyUtk (1pt ~ 5pt)
Red Meat Uptakes: DietaryHabits.NT.RMUtk (1pt ~ 5pt)
Sodium Uptakes: DietaryHabits.NT.NaUtk (1pt ~ 5pt)
Added Sugar Uptakes: DietaryHabits.NT.SgUtk (1pt ~ 5pt)

Generate Initial 
Values for User 

Profile

Generate Initial 
Values for User 

Profile

<Lifestyle Questionnaire – Dietary Habits> CALL: GCH-DietPic-QN-DH-v001 questionnaire modules

During the last month, how regularly (eat three times a day) do you eat? 

Q1. Eat Regularity (DietaryHabits.EP.Regularity)

Q2. Food Group Balance (DietaryHabits.EP.FGBalance)

□ Almost Always □ Sometimes □ Seldom/Never 

Do you enjoy a wide variety of nutritious foods from the five groups every 
day? (the five groups: fruits, vegetables, grains, protein foods, and dairy)
□ Almost Always □ Sometimes □ Seldom/Never 

Q3. Whole Grain Uptakes (DietaryHabits.NT.WGUtk)

When you eat cooked-rice, do you usually eat cooked-rice with multi-grains?
□ Almost Always □ Sometimes □ Seldom/Never 

Q4. Protein Uptakes (DietaryHabits.NT.PtUtk)

Do you usually take protein foods* in every servings?   * Lean Meat 
(except red meat and high fat meat), Poultry, Fish and seafood, Eggs, 
Nuts and Seeds, Legumes/Beans
□ Almost Always □ Sometimes □ Seldom/Never 

Q5. Vegetables Uptakes (DietaryHabits.NT.VgUtk)

Do you usually eat vegetables in every servings?
□ Almost Always □ Sometimes □ Seldom/Never 

Do you usually eat fruits everyday?

Q6. Fruit Uptakes (DietaryHabits.NT.FtUtk)

Q7. Dairy Uptakes (DietaryHabits.NT.DyUtk)

□ Almost Always □ Sometimes □ Seldom/Never 

Do you usually dairy foods everyday?

□ Almost Always □ Sometimes □ Seldom/Never 

Q8. Red Meat Uptakes (DietaryHabits.NT.RMUtk)

Do you usually eat red meat or high fat meat more than twice a week?
□ Almost Always □ Sometimes □ Seldom/Never 

Q9. Sodium Uptakes (DietaryHabits.NT.NaUtk)

Do you usually take salty side dishes everyday?

□ Almost Always □ Sometimes □ Seldom/Never 

Q10. Added Sugar Uptakes (DietaryHabits.NT.SgUtk)

Do you usually eat snacks or beverages with added sugars every day?
□ Almost Always □ Sometimes □ Seldom/Never 
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GCH-DietPic-QN-DH-v001 questionnaire modules

No Classification Variable Name Measure Score Direction Question Referenence Answer Choice and Measure Example 
(Ans to Ref. Question)

1 Dietary Habits 
Screening

Eating Pattern Eating Regularity DQ_EP.Regularity 5-Scale Points Positive LOW During the last month, how regularly do you eat?
(Eat three times a day)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

2 Dietary Habits 
Screening

Eating Pattern Food Group Balance DQ_EP.FGBalance 5-Scale Points Positive LOW Do you enjoy a wide variety of nutritious foods from the five groups 
every day?
(the five groups: fruits, vegetables, grains, protein foods, and dairy)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

3 Dietary Habits 
Screening

Nutrient Whole Grain Uptakes DQ_NT.WGUtk 5-Scale Points Positive LOW When you eat cooked-rice, do you usually eat cooked-rice with multi-
grains?

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

4 Dietary Habits 
Screening

Nutrient Protein Uptakes DQ_NT.PtUtk 5-Scale Points Positive LOW Do you usually take protein foods* in every servings?
* Lean Meat (except red meat and high fat meat), Poultry, Fish and 
seafood, Eggs, Nuts and Seeds, Legumens/Beans

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

5 Dietary Habits 
Screening

Nutrient Vegetables Uptakes DQ_NT.VgUtk 5-Scale Points Positive LOW Do you usually eat vegetables in every servings? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

6 Dietary Habits 
Screening

Nutrient Fruits Uptakes DQ_NT.FtUtk 5-Scale Points Positive LOW Do you usually eat fruits every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

7 Dietary Habits 
Screening

Nutrient Dairy Uptakes DQ_NT.DyUtk 5-Scale Points Positive LOW Do you usually dairy foods every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

8 Dietary Habits 
Screening

Nutrient Red Meat Uptakes DQ_NT.RMUtk 5-Scale Points Positive HIGH Do you usually eat red meat or high fat meat more than twice a week? Almost Always (1)
Sometimes (3)
Seldom/Never (5)

9 Dietary Habits 
Screening

Nutrient Sodium Uptakes DQ_NT.NaUtk 5-Scale Points Positive HIGH Do you usually take salty side dishes everyday? Almost Always (1)
Sometimes (3)
Seldom/Never (5)

10 Dietary Habits 
Screening

Nutrient Added Sugar Uptakes DQ_NT.SgUtk 5-Scale Points Positive HIGH Do you usually eat snacks or beverages with added sugars every day? Almost Always (1)
Sometimes (3)
Seldom/Never (5)

No Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure
Example (Ans to Ref. Question)

1 Dietary Habits
Screening

Eating Pattern Eating Regularity DQ_EP.Regularit
y

5-Scale Points Positive LOW During the last month, how regularly do you eat?
(Eat three times a day)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

2 Dietary Habits
Screening

Eating Pattern Food Group Balance DQ_EP.FGBalanc
e

5-Scale Points Positive LOW Do you enjoy a wide variety of nutritious foods from the five groups
every day?
(the five groups: fruits, vegetables, grains, protein foods, and dairy)

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

3 Dietary Habits
Screening

Nutrient Whole Grain Uptakes DQ_NT.WGUtk 5-Scale Points Positive LOW When you eat cooked-rice, do you usually eat cooked-rice with
multi-grains?

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

4 Dietary Habits
Screening

Nutrient Protein Uptakes DQ_NT.PtUtk 5-Scale Points Positive LOW Do you usually take protein foods* in every servings?
* Lean Meat (except red meat and high fat meat), Poultry, Fish and
seafood, Eggs, Nuts and Seeds, Legumens/Beans

Almost Always (5)
Sometimes (3)
Seldom/Never (1)

5 Dietary Habits
Screening

Nutrient Vegetables Uptakes DQ_NT.VgUtk 5-Scale Points Positive LOW Do you usually eat vegetables in every servings? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

6 Dietary Habits
Screening

Nutrient Fruits Uptakes DQ_NT.FtUtk 5-Scale Points Positive LOW Do you usually eat fruits every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

7 Dietary Habits
Screening

Nutrient Dairy Uptakes DQ_NT.DyUtk 5-Scale Points Positive LOW Do you usually dairy foods every day? Almost Always (5)
Sometimes (3)
Seldom/Never (1)

8 Dietary Habits
Screening

Nutrient Red Meat Uptakes DQ_NT.RMUtk 5-Scale Points Positive HIGH Do you usually eat red meat or high fat meat more than twice a
week?

Almost Always (1)
Sometimes (3)
Seldom/Never (5)

9 Dietary Habits
Screening

Nutrient Sodium Uptakes DQ_NT.NaUtk 5-Scale Points Positive HIGH Do you usually take salty side dishes everyday? Almost Always (1)
Sometimes (3)
Seldom/Never (5)

10 Dietary Habits
Screening

Nutrient Added Sugar Uptakes DQ_NT.SgUtk 5-Scale Points Positive HIGH Do you usually eat snacks or beverages with added sugars every
day?

Almost Always (1)
Sometimes (3)
Seldom/Never (5)

Classification

the initial valuesDietary Habits
Assessment

Eating Pattern CaloriesNutrient:Proper Nutrient:Limits

Regularity Food Group 
Balance

Amount Source

Dietary QuestionnaireDietary Questionnaire

• DietaryHabits.EP.Regularity • DietaryHabits.EP.FGBalance

• DietaryHabits.NT.WGUtk
• DietaryHabits.NT.PtUtk
• DietaryHabits.NT.VgUtk
• DietaryHabits.NT.FtUtk
• DietaryHabits.NT.DyUtk
… to be added

• DietaryHabits.NT.RMUtk
• DietaryHabits.NT.NaUtk
• DietaryHabits.NT.SgUtk
… to be added
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• Performing Exercise Regularly
• Exercise Frequency
• Exercise Duration per unit session
• Exercise Intensity per each session in average
• Performing pre, post exercise or daily stretching
• Experience performing regular exercise
• Existence of restrictions on performing exercise
• Reason of restrictions on performing exercise
• Objective of Exercise
• Willingness on performing exercise
• Daily Walking Time
• Lifetime Movement Pattern - Prefer Active Lifestyle 
• Sedentary Lifestyle
• Prefer Walking

<Questionnaire: Physical Activity Habits>
Selected physical activity and exercise habit assessment tools

(ex, GCH’s Questionnaire)
1. Do you currently perform regular, intended exercise?
2. Do you currently perform exercise more than 3 to 5 times per week regularly?
3. How long do you exercise at each session?
4. How's the intensity level of exercise normally at each session?
5. Do you perform stretching normally before/after exercise or in daily life 

regularly?
6. Do you have an experience performing regular exercise?
7. Are there any restrictions on starting exercise, even though you are willing to 

do?
8. If you have any restrictions on starting exercise, why?
9. What is your objective of exercise?
10. Are you willing to start regular exercise? 
11. Do you usually walk more than 10 minutes on a daily basis?
12. Do you prefer exercise or working by moving your body?
13. Do you spend more time standing or moving your body rather than sitting?
14. Do you prefer walking short distance rather than ride?

Physical Activity and 
Exercise Habits 
Questionnaire

Physical Activity and 
Exercise Habits 
Questionnaire

<PA & Exercise Habits Data (in User’s Profile DB)>
Exercise Regularity: PAHabits.RE.REPf (0 or 1)
Exercise Frequency: PAHabits.RE.EF (0 or 1)
Exercise Duration: PAHabits.RE.Dur_ssn (5 scale pts)
Exercise Intensity: PAHabits.RE.Int_ssn (5 scale pts)
Stretching: PAHabits.RE.StrPf (0 or 1)
Experience on regular exercise: PAHabits.RE.REExp (0 or 1)
Restrictions on Exercise: PAHabits.RE.Rstr (0 or 1)
Source of Restrictions: PAHabits.RE.RstrRsn
Objective of Exercise: PAHabits.RE.ObjEx
Willingness exercise: PAHabits.RE.WnEx (0 or 1)
Daily Walking Time: PAHabits.PA.WkTime (0 or 1)
Prefer Active Lifestyle: PAHabits.PA.LMP (0 or 1)
Sedentary Lifestyle: PAHabits.PA.Sdty (0 or 1)
Prefer Walking: PAHabits.PA.PW (0 or 1)

Generate Initial 
Values for User 

Profile

Generate Initial 
Values for User 

Profile

QA-based Assessment Stage

<Lifestyle Questionnaire – PA & Exercise Habits> CALL: GCH-DietPic-QN-PA-v001 questionnaire modules

No Classification Variable Name Measure Score Direction Question Referenence Answer Choice and Measure 
Example (Ans to Ref. Question) Questionnaire routine/Comments

1 PA-Exercise 
Screening

Regular Exercise: General Performing Exercise 
Regularly

DQ_RE.REPf YES/NO Positive HIGH Do you currently perform regular, intended 
exercise?

1=Yes
0=No

If DQ_+K2:K11RE.REPf=0, skip 
#2~#5 questions (go to #6 
question)

2 PA-Exercise 
Screening

Regular Exercise: Status Exercise Frequency DQ_RE.EF YES/NO Positive HIGH Do you currently perform exercise more than 3 to 5 
times per week regularly?

1=Yes
0=No

3 PA-Exercise 
Screening

Regular Exercise: Status Exercise Duration per 
unit session

DQ_RE.Dur_ssn 5-scale pts
(conversion)

Positive HIGH How long do you exericse at each session? 2=More than 1 hour
1=More than 30 minutes
0=Less than 20 minutes

4 PA-Exercise 
Screening

Regular Exercise: Status Exercise Intensity per 
each session in 
average

DQ_RE.Int_ssn 5-scale pts
(conversion)

Positvie HIGH How's the intensity level of exercise normaly at 
each session?

2=Vigorous
1=Moderate
0=Light

5 PA-Exercise 
Screening

Regular Exercise: Status Performing pre, post 
exercise or daily 
stretching

DQ_RE.StrPf YES/NO Positive HIGH Do you perform stretching normaly before/after 
exercise or in daily life regularly?

1=Yes
0=No

End of Questionnaire for the user 
with DQ_RE.REPf=1

6 PA-Exercise 
Screening

Regular Exercise: General Experience performing 
regular exercise

DQ_RE.REExp YES/NO Positive HIGH Do you have an experience performing regular 
exercise?

1=Yes
0=No

Begin Questionnaire subroutine 
for the user with DQ_RE.REPf=0

7 PA-Exercise 
Screening

Regular Exercise: General Existence of 
restrictions on 
performing exercise

DQ_RE.Rstr YES/NO Positive LOW Are there any restrictions on starting exercise, even 
though you are willing to do?

1=Yes
0=No

If DQ_RE.Rstr=0, skip #7 question 
(go to #8 question)

8 PA-Exercise 
Screening

Regular Exercise: General Reason of restrictions 
on performing exericse

DQ_RE.RstrRsn N/A NEUTRAL If you have any restrictions on starting exercise, 
why?

3=Lack of time or space
2=Feel pains or sick
1=Do not want to exercise alone
0=Don't know how to

9 PA-Exercise 
Screening

Regular Exercise: General Objective of Exercise DQ_RE.ObjEx N/A NEUTRAL What is your objective of exercise? 2=for Diet
1=for Leisure
0=for Health

10 PA-Exercise 
Screening

Regular Exercise: General Willingness on 
performing exercise

DQ_RE.WnEx YES/NO Positive HIGH Are you willing to start regular exercise? 1=Yes
0=No

End of Questionnaire for the user 
with DQ_RE.REPf=0

11 PA-Exercise 
Screening

PA Level: PA Related Lifestyle Daily Walking Time DQ_PA.WkTime YES/NO Positive HIGH Do you usually walk more than 10 minutes on a 
daily basis?

1=Yes
0=No

12 PA-Exercise 
Screening

PA Level: Amount Lifetime Movement 
Pattern

DQ_PA.LMP YES/NO Positive HIGH Do you prefer exercise or working by moving your 
body?

1=Yes
0=No

.13 PA-Exercise 
Screening

PA Level: PA Related Lifestyle Sedentary Lifestyle DQ_PA.Sdty YES/NO Positive LOW Do you spend more time standing or moving your 
body rather than sitting?

1=No
0=Yes

14 PA-Exercise 
Screening

PA Level: PA Related Lifestyle Prefer Walking DQ_PA.PW YES/NO Positive HIGH Do you prefer walking short distance rather than 
ride?

1=Yes
0=No

632



the initial valuesPhysical Activity
Assessment

PA Level Regular
Exercise

PA-related 
Lifestyle Amount

Exercise QuestionnaireExercise Questionnaire

Status

Amount Methods

General
Assessment

Frequency
• PAHabits.RE.REPf
• PAHabits.RE.PEExp
• PAHabits.RE.Rstr
• PAHabits.RE.RstrRsn
• PAHabits.RE.ObjEx
• PAHabits.RE.WnEx

• PAHabits.RE.EF
• PAHabits.RE.Dur_ssn

• PAHabits.RE.Int_ssn • PAHabits.RE.StrPf

• PAHabits.PA.LMP
• PAHabits.PA.Sdty
• PAHabits.PA.PW

• PAHabits.PA.WKTime

No Variable Name Measure Score Direction Question Referenence
Answer Choice and Measure
Example (Ans to Ref. Question)

Questionnaire
routine/Comments

1 PA-Exercise
Screening

Regular
Exercise:
General

Performing Exercise
Regularly

DQ_RE.REPf YES/NO Positive HIGH Do you currently perform regular, intended
exercise?

1=Yes
0=No

If DQ_+K2:K11RE.REPf=0, skip
#2~#5 questions (go to #6
question)

2 PA-Exercise
Screening

Regular
Exercise: Status

Exercise Frequency DQ_RE.EF YES/NO Positive HIGH Do you currently perform exercise more than 3
to 5 times per week regularly?

1=Yes
0=No

3 PA-Exercise
Screening

Regular
Exercise: Status

Exercise Duration per
unit session

DQ_RE.Dur_ssn 5-scale pts
(conversion)

Positive HIGH How long do you exericse at each session? 2=More than 1 hour
1=More than 30 minutes
0=Less than 20 minutes

4 PA-Exercise
Screening

Regular
Exercise: Status

Exercise Intensity per
each session in
average

DQ_RE.Int_ssn 5-scale pts
(conversion)

Positvie HIGH How's the intensity level of exercise normaly at
each session?

2=Vigorous
1=Moderate
0=Light

5 PA-Exercise
Screening

Regular
Exercise: Status

Performing pre, post
exercise or daily
stretching

DQ_RE.StrPf YES/NO Positive HIGH Do you perform stretching normaly before/after
exercise or in daily life regularly?

1=Yes
0=No

End of Questionnaire for the
user with DQ_RE.REPf=1

6 PA-Exercise
Screening

Regular
Exercise:
General

Experience performing
regular exercise

DQ_RE.REExp YES/NO Positive HIGH Do you have an experience performing regular
exercise?

1=Yes
0=No

Begin Questionnaire
subroutine for the user with
DQ_RE.REPf=07 PA-Exercise

Screening
Regular
Exercise:
General

Existence of
restrictions on
performing exercise

DQ_RE.Rstr YES/NO Positive LOW Are there any restrictions on starting exercise,
even though you are willing to do?

1=Yes
0=No

If DQ_RE.Rstr=0, skip #7
question (go to #8 question)

8 PA-Exercise
Screening

Regular
Exercise:
General

Reason of restrictions
on performing
exericse

DQ_RE.RstrRsn N/A NEUTRAL If you have any restrictions on starting exercise,
why?

3=Lack of time or space
2=Feel pains or sick
1=Do not want to exercise
alone
0=Don't know how to9 PA-Exercise

Screening
Regular
Exercise:
General

Objective of Exercise DQ_RE.ObjEx N/A NEUTRAL What is your objective of exercise? 2=for Diet
1=for Leisure
0=for Health

10 PA-Exercise
Screening

Regular
Exercise:
General

Willingness on
performing exercise

DQ_RE.WnEx YES/NO Positive HIGH Are you willing to start regular exercise? 1=Yes
0=No

End of Questionnaire for the
user with DQ_RE.REPf=0

11 PA-Exercise
Screening

PA Level: PA
Related
Lifestyle

Daily Walking Time DQ_PA.WkTime YES/NO Positive HIGH Do you usually walk more than 10 minutes on
a daily basis?

1=Yes
0=No

12 PA-Exercise
Screening

PA Level:
Amount

Lifetime Movement
Pattern

DQ_PA.LMP YES/NO Positive HIGH Do you prefer exercise or working by moving
your body?

1=Yes
0=No

.13 PA-Exercise
Screening

PA Level: PA
Related
Lifestyle

Sedentary Lifestyle DQ_PA.Sdty YES/NO Positive LOW Do you spend more time standing or moving
your body rather than sitting?

1=No
0=Yes

14 PA-Exercise
Screening

PA Level: PA
Related

Prefer Walking DQ_PA.PW YES/NO Positive HIGH Do you prefer walking short distance rather
than ride?

1=Yes
0=No

Classification

Plan Subscription Stage
<User’s Dietary Habit Score>

Evaluation
Logic

Evaluation
Logic

Basic Indicator : Dietary Habit Score 
(GCH)

• DietaryHabits.EP.Regularity
• DietaryHabits.EP.FGBalance
• DietaryHabits.NT.WGUtk
• DietaryHabits.NT.PtUtk
• DietaryHabits.NT.VgUtk
• DietaryHabits.NT.FtUtk
• DietaryHabits.NT.DyUtk
• DietaryHabits.NT.RMUtk
• DietaryHabits.NT.NaUtk
• DietaryHabits.NT.SgUtk

SUM
scores

40 ~ 50 pts

30 ~ 39 pts

~ 29 pts

Rule Name: GCH-DietaryHabitEvaluation_BASIC_v1Rule Name: GCH-DietaryHabitEvaluation_BASIC_v1

Proper Eating Habits

LOGICLOGIC Evaluation 
CRITERIA

Evaluation 
CRITERIA

Evaluation
Results

Evaluation
Results

Moderate Eating Habits

Bad/Risky Eating Habits

Recommendation
Reference

Recommendation
Reference

[Recomm.DH.Proper.Ref001] You have relatively 
proper habits for keeping healthy lifestyle. KEEP 
your good habits will make you healthier and 
prevent lifestyle-oriented diseases.

[Recomm.DH.Moderate.Ref001] You have some 
proper eating habits, but also you have health-risky 
habits. To sustain your health lifestyle, try to correct 
your risky habits, and follow dietary guidelines and 
recommendations offered by our services.

[Recomm.DH.Bad.Ref001] You have many health-
risky habits. You need to review your eating habits 
and patterns. If you keep current lifestyles of eating, 
it will cause you entering chronic diseases such as 
hypertension, diabetes, dyslipidemia, obesity. 
Lifestyle modification is not a easy process, it 
requires tremendous efforts. Please keep following 
our recommendation and guide, and consult your 
matched expert.

<Rule Example>
Rule: GCH-DietaryHabitsEvaluation_BASIC_v1
included Logic: DietaryHabitScore{} //Sum DietaryHabits Points of 5-scale, with considering scoring direction Positive LOW 
Result evaluation: if DietaryHabitScore = < 29, DietaryHabitStatus = BAD; 30 ~ 39, DietaryHabitStatus = Moderate, 40+, DietaryHabitStatus = Proper
Choosing Recommendation Reference:
if DietaryHabitStatus = Moderate, call “Recom.DH.Moderate.Ref001”; if DietaryHabitStatus = Proper, call “Recomm.DH.Proper.Ref001”; if DietaryHabitStatus = 

Bad, call “Recomm.DH.Bad.Ref001”
* Reference Recommendation can varies during service time with analyzing service result database or expert’s choice/preferences or company/service aims or 
specific user’s preferences/ 

context or user group’s general responses. So Reference Choosing Algorithm is needed in future work. This could be done by tagging attributes to the 
“Reference Recommendations”, 

Reference 
Choosing 
Algorithm

Reference 
Choosing 
Algorithm

AlgorithmAlgorithm
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Plan Subscription Stage
<User’s PA Habit Groups>

Evaluation
Logic

Evaluation
Logic

Basic Indicator : User PA Type
(GCH)

Type
Def.

Rule Name: GCH-DietaryHabitEvaluation_BASIC_v1Rule Name: GCH-DietaryHabitEvaluation_BASIC_v1

LOGICLOGIC Evaluation CRITERIAEvaluation CRITERIA Evaluation
Results

Evaluation
Results

Recommendation
Reference

Recommendation
Reference

[Recomm.PAH.PfwE-HighPA.Ref001] text…..

<Rule Example>
Rule: GCH-PAHabitsEvaluation_BASIC_v1
included Logic: UserPAType{} // X(A:D)-Y(1:2)

Determine Y value (1 or 2):  if PALevel=HIGH, Y=1; PALevel=LOW, Y=0, where PALevel is defined by a PALevel defining rule.
in case of initial value (based on GCH questionnaire), if PAHabits.PA.WkTime + PAHabits.PA.LMP + ~PAHabits.PA.Sdty + 

PAHabits.PA.PW >= 3, PALevel=HIGH; else LOW
during the service time, analysis of step counts will replace PALevel value.                                                            

Determine X value (A, B, C, D):  if ((DQ_RE.REPf==1) AND ((PAHabits.PE.EF && PAHabits.RE.StrPf) == 1) AND PAHabits.RE.Int_ssn !=0), X=A
if ((DQ_RE.REPf==1) AND ((PAHabits.RE.EF && PAHabits.RE.StrPf) != 1) OR 

(PAHabits.RE.Dur_ssn*PAHabits.RE.Int_ssn==0)), X=B
if ((DQ_RE.REPf!=1) AND (DQ_RE.WnEx = 1), X=C
if ((DQ_RE.REPf!=1) AND (DQ_RE.WnEx = 0), X=D

Reference 
Choosing 
Algorithm

Reference 
Choosing 
Algorithm

AlgorithmAlgorithm

• PAHabits.RE.REPf
• PAHabits.RE.PEExp
• PAHabits.RE.Rstr
• PAHabits.RE.RstrRsn
• PAHabits.RE.ObjEx
• PAHabits.RE.WnEx
• PAHabits.RE.EF
• PAHabits.RE.Dur_ssn
• PAHabits.RE.Int_ssn
• PAHabits.RE.StrPf

A-1

A-2

B-1

B-2

C-1

C-2

D-1

D-2

Compare
Records & 

Refer
Def. Table

[Recomm.PAH.PfwE-LowPA.Ref001] text…..

[Recomm.PAH.PfmE-HighPA.Ref001] text…..

[Recomm.PAH.PfmE-LowPA.Ref001] text…..

[Recomm.PAH.nPfEw-HighPA.Ref001] text…..

[Recomm.PAH.nPfEw-LowPA.Ref001] text…..

[Recomm.PAH.nPfE-HighPA.Ref001] text…..

[Recomm.PAH.nPfE-LowPA.Ref001] text…..

PA Level
Defining 

Rule

PA Level
Defining 

Rule

• PAHabits.PA.WkTime
• PAHabits.PA.LMP
• PAHabits.PA.Sdty
• PAHabits.PA.PW

Registration Stage – Register and Data Gathering
<Diabetes Risk Assessment> Diabetes Risk Assessment Tool

(ex, GCH’s Questionnaire)
<Data from User Profile Database>
1. Age
2. Gender
3. Ethnicity (Default)
4. High Blood Pressure
5. Smoking
6. Eat Vegetables or Fruits
7. PA at least 2.5 hours per week

<Additional Questionnaire>
1. Family History
2. High Blood Glucose Level
3. Waist Measurement 

Diabetes Risk 
Assessment Tool

Diabetes Risk 
Assessment Tool

<Data in User’s Profile DB)>
Age: UID.Data_of_Birth
Gender: UID.Sex
Ethnicity: Asian(Default)
High BP: MedicalStatus.Hypertension.Diagnosed or 

MedicalStatus.Data.DBP/SBP
Smoking: T.B.D. (BQ_LH.Smoking)
Eat Veg or Fruits DietaryHabits.NT.FtUtk/VgUtk
PA 2.5+ hr/week PAHabits.PA.PATimeperWk

Family History T.B.D. (BQ_MI.FH)
High BG Level MedicalStatus.Data.BGTestResult or BQ_MI.HBG
Waist Measurement UID.WaistCircumference

Data for Diabetes 
Assessment

Data for Diabetes 
Assessment

if MedicalStatus.Diabetes.Diagnosed == 0,
&& MedicalStatus.Data.BGTestResult = NULL 

call DiabetesRiskAssessmentTool()

(results)
sum of risk points
5 or less: UID.Diabetes.Risk = Low
6 – 11: UID.Diabetes.Risk = Moderate
12 or more: UID.Diabetes.Risk = High 

• [ Mining Minds ver. 3.5]
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Registration Stage – User Assessment
[Classification of Users’ Status Type – reference for reference of recommendation]

Physiological Status 
Assessment

Diabetes
Assessment

Obesity
Assessment

Hypertension
Assessment

Dyslipidemia
Assessment

NormalNormal Pre-diabetesPre-diabetes DiabetesDiabetes

MedicalStatus.Data.FAST
!=0?

FAST?

MedicalStatus.Diabetes.
Diagnosed

Follow Check

Diabetes Risk
Assessment

Yes

No

Yes

No

100+ mg/dl

< 100 mg/dl

MedicalStatus.Data.OGTT50
!=0?

OGTT 75g?

Yes

< 200 mg/dl

200+ mg/dl

Diabetes Risk
Assessment

Recommendation:
OGTT 75g Test

Yes

No

Not Following (NF)

High/Moderate Risk Group

125+mg/dl FAST & High Risk Group &
2nd NF on OGTT 75g test recomm.

125+ FAST & Moderate/Low Risk Group &
2nd NF on OGTT 75g test recomm.

100~125 FAST & Moderate/High Risk Group
2nd NF on OGTT 75g test recomm.

OR100~125 FAST & Low Risk Group
2nd NF on OGTT 75g test recomm.

Recommendation:
FAST test

Follow Check

Yes

High/Moderate
Risk Group

Low Risk Group
1st NF2nd NF

• [ Mining Minds ver. 3.5]

Diabetes
Assessment

1. Your Age Group 
□ Under 35 years ;0 points
□ 35 – 44 years ;2 points
□ 45 – 54 years ;4 points
□ 55 – 64 years ;6 points
□ 65 years or over ;8 points

Reference: The Australian Type 2 Diabetes

2. Your Gender
□ Female ;0 points
□ Male ;3 points

3. Your ethnicity
□ Asia, Middle East, North Africa,

Southern Europe ;2 points
□ Other ;0 points

4. Have either of your parents, or any of your 
brothers or sisters been diagnosed with diabetes 
(type 1 or type 2)

□ No ;0 points
□ Yes ;3 points

5. Have you ever been found to have high blood 
glucose (sugar) (for example, in a health 
examination, during an illness, during 
pregnancy)?
□ No ;0 points
□ Yes ;6 points

6. Are you currently taking medication for high 
blood pressure?

□ No ;0 points
□ Yes ;2 points

7. Do you currently smoke cigarettes or any other 
tobacco products on a daily basis? 

□ No ;0 points
□ Yes ;2 points

8. How often do you eat vegetables or fruit?

□ No ;0 points
□ Yes ;1 points

9. On average, would you say you do at least 2.5 
hours of physical activity per week (for example, 
30 minutes a day on 5 or more days a week)?

□ No ;0 points
□ Yes ;1 points

10. Your waist measurement taken below the ribs 
(usually at the level of the navel, and while 
standing)

□ Waist Measurement (cm)     __________

MEN
□ Less than 90cm;0 points
□ 90 – 100cm ;4 points
□ More than 100cm ;7 points

WOMEN
□ Less than 80cm;0 points
□ 80 – 90cm ;4 points
□ More than 90cm ;7 points

Add up points:  ______ points
□ 5 or less: Low Risk
□ 6 – 11: Moderate Risk
□ 12 or more: High Risk

• [ Mining Minds ver. 3.5]
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Registration Stage – Register and Data Gathering
<Hypertension Risk Assessment> Hypertension Risk Assessment Tool

(ex, GCH’s Questionnaire)
<Data from User Profile Database>

<Additional Questionnaire>

Diabetes Risk 
Assessment Tool

Diabetes Risk 
Assessment Tool

<Data in User’s Profile DB)>

Data for Diabetes 
Assessment

Data for Diabetes 
Assessment

if MedicalStatus.Hypertension.Diagnosed == 0,
&& MedicalStatus.Data.DBP/SBP = NULL 

call HypertensionRiskAssessmentTool()

(results)
sum of risk points
## ~ ##: UID.Hypertension.Risk = Low
## ~ ##: UID.Hypertension.Risk = Moderate
## ~ ##: UID.Hypertension.Risk = High 

• [ Mining Minds ver. 3.5]

Registration Stage – Register and Data Gathering
<Dyslipidemia Risk Assessment> Dyslipidemia Risk Assessment Tool

(ex, GCH’s Questionnaire)
<Data from User Profile Database>

<Additional Questionnaire>

Diabetes Risk 
Assessment Tool

Diabetes Risk 
Assessment Tool

<Data in User’s Profile DB)>

Data for Diabetes 
Assessment

Data for Diabetes 
Assessment

if MedicalStatus.Dyslipidemia.Diagnosed == 0,
&& MedicalStatus.Data.TC/HDLC/LDLC/TC = NULL 

call DyslipidemiaRiskAssessmentTool()

(results)
sum of risk points
## ~ ##: UID.Dyslipidemia.Risk = Low
## ~ ##: UID.Dyslipidemia.Risk = Moderate
## ~ ##: UID.Dyslipidemia.Risk = High 

• [ Mining Minds ver. 3.5]
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Registration Stage – Decision of User Type
<Classification of User’s Status Type>

Diabetes Obesity Hypertension Dyslipidemia Group Code Recommendation
Guidelines(General/Edu.)

Recommendation
Guidelines(Nutrition)

Recommendation
Guidelines(PA)

Normal Low Weight Normal Group 1 ~ 5 NBG.LW.NBP.DL0 ~ NBG.LW.NBP.DL4 Carbohydrate uptake control
Muscular exercise recomm.

Proper Calories, Regular Eating, 3-times Eating, 
Protein uptakes, Snack Control, Dairy Intakes

Aerobic/Muscular exercise ratio 
control

Pre-Hypertension Group 1 ~ 5 NBG.LW.MHBP.DL0 ~ NBG.LW.MHBP.DL4

Hypertension Group 1 ~ 5 NBG.LW.HBP.DL0 ~ NBG.LW.HBP.DL4

Normal Weight Normal Group 1 ~ 5 NBG.NW.NBP

Pre-Hypertension Group 1 ~ 5 NBG.NW.MHBP

Hypertension Group 1 ~ 5 NBG.NW.HBP

Over weight/
Obesity

Normal Group 1 ~ 5 NBG.OW.NBP

Pre-Hypertension Group 1 ~ 5 NBG.OW.MHBP

Hypertension Group 1 ~ 5 NBG.OW.HBP

Pre-Diabetes Low Weight Normal Group 1 ~ 5 MHBG.LW.NBP

Pre-Hypertension Group 1 ~ 5 MHBG.LW.MHBP

Hypertension Group 1 ~ 5 MHBG.LW.HBP

Normal Weight Normal Group 1 ~ 5 MHBG.NW.NBP

Pre-Hypertension Group 1 ~ 5 MHBG.NW.MHBP

Hypertension Group 1 ~ 5 MHBG.NW.HBP

Over weight/
Obesity

Normal Group 1 ~ 5 MHBG.OW.NBP

Pre-Hypertension Group 1 ~ 5 MHBG.OW.MHBP

Hypertension Group 1 ~ 5 MHBG.OW.HBP

Diabetes Low Weight Normal Group 1 ~ 5 HBG.LW.NBP

Pre-Hypertension Group 1 ~ 5 HBG.LW.MHBP

Hypertension Group 1 ~ 5 HBG.LW.HBP

Normal Weight Normal Group 1 ~ 5 HBG.NW.NBP

Pre-Hypertension Group 1 ~ 5 HBG.NW.MHBP

Hypertension Group 1 ~ 5 HBG.NW.HBP

Over weight/
Obesity

Normal Group 1 ~ 5 HBG.OW.NBP

Pre-Hypertension Group 1 ~ 5 HBG.OW.MHBP

Hypertension Group 1 ~ 5 HBG.OW.HBP

• [ Mining Minds ver. 3.5]
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Registration

1

2

3 4

Daily Recommendations and Lifelogging

Questionnaire 

0 Week 1~4 Week

Methodology: 4weeks lifelog data + 
Questionnaire Data

Education

1~4 Week

4~8 Weeks

Methodology: 4weeks Goal 
Completion + Questionnaire Data

4~8 Weeks

Methodology: Check Changing 
Habit + Expert Evaluation

8~11 Weeks 8~11 Weeks

Monitoring Habits
(No Recommendation)

11~12 Weeks

4~8 Weeks

Feedback Process

3

Feedback Process

Education

STAGE - I

STAGE - II

STAGE - III

MMv3.0 Cold Service Scenario
Execution Flow
Mining Minds Driven Twelve Weeks Duration|

Daily Recommendations and Lifelogging

Registration

1

Daily General Cold Service

Questionnaire 

0 Week 1~4 Week

Methodology: 4weeks lifelog data + 
Questionnaire Data

Education

1~4 Week

Feedback Process Education

STAGE - I

MMv3.0 Cold Service Scenario
Working Example STAGE - I

 NAME : John Doe.
 AGE : 28 yrs.
 GENDER : Male

 HEIGHT : 165 cm
 WEIGHT : 163 lbs
 BMI : 27
 STATUS : Overweight

EDUCATIONAL
VIDEOS
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2

3

0 Week 1~4 Week 1~4 Week

4~8 Weeks

Methodology: 4weeks Goal 
Completion + Questionnaire Data

4~8 Weeks

8~11 Weeks 8~11 Weeks

4~8 Weeks

Feedback Process

Feedback Process

Education

STAGE - II

MMv3.0 Cold Service Scenario - Working Example STAGE - II

Daily Recommendations and Lifelogging

Daily Recommendations and Lifelogging

EDUCATIONAL
VIDEOS
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Jogging
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MMv3.0 Cold Service Scenario - Working Example STAGE – II à III

Daily Recommendations and Lifelogging

Daily Recommendations and Lifelogging

 C
a
l I

n
ta

k
e
 G

o
a
l-
2
0
7
0

 C
a
l B

u
rn

 G
o
a
l-
1
3
0 Cal. Intake : 800

Egg

 C
a
l I

n
ta

k
e
 G

o
a
l-
1
3
4
0

Cal. Burnt : 60

 C
a
l B

u
rn

 G
o
a
l-
9
0

Brisk Walk
30 min.

Running
20 min.

Fruits

Cal. Intake : 1740

Cal. Burnt : 90

 C
a
l I

n
ta

k
e
 G

o
a
l-
4
0
0

C
a
l B

u
rn

 G
o
a
l-
6
0

Walk
40 min.

Vegetables

Cal. Intake : 70
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Methodology: Check Changing 
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<Client Information>
• Client Name
• Date of Birth
• Gender

• User ID (account code)
• Nickname
• Password
• Linked SNS (e.g. the FACEBOOK ID, S-HEALTH ID)

<Registration>

<Somatology>
• Height
• Weight
• Somatotype of Body

<Medical History on Lifestyle Diseases>
• Diabetes  (if checked, additional input form presented)
• Hypertension (additional form) [ Mining Minds ver. 3.5]
• Dyslipidemia (additional form) [ Mining Minds ver. 3.5]

General user registration/authorization modules
User Registration 

Form
User Registration 

Form

<Contact>
• Contact Number(Mobile)
• Address
• e-mail

User’s Profile
Check-up

User’s Profile
Check-up

CONTACT NUMBER UID.Phone.Mobile
ADDRESS: UID.Address.Home
E-MAIL: UID.Email

NAME: UID.Name
Date of Birth: UID.Date_of_Birth
Gender: UID.Sex

Height: UID.Height
Weight: UID.Weight
Somatotype: UID.Somatotype

Diagnosed Diseased &MedicalStatus.Diabetes.Diagnosed
&MedicalStatus.Hypertension.Diagnosed
&MedicalStauts.Dyslipidemia.Diagnosed

Medical Check-up Data MedicalStatus.Data.FAST
MedicalStatus.Data.OGTT50
MedicalStatus.Data.HbA1c
MedicalStatus.Data.DBP
MedicalStatus.Data.SBP
MedicalStatus.Data.TC
MedicalStatus.Data.HDLC
MedicalStatus.Data.LDLC
MedicalStatus.Data.TG

MMv3.0 Cold Service Scenario STAGE - I

Question: What is your body type? Choose most similar type in the pictures.
Choices:

<Somatotype Assessment>

Data:
UID Field Name Date & Time of 

Assessment Toolset Data Unit Certified by

#### UID.Height yyyyMMddHHmmss {UserInput} Integer cm USER

#### UID.Weight yyyyMMddHHmmss {UserInput, DeviceID} ###.# kg USER

#### UID.Somatotype yyyyMMddHHmmss {UserChoice, ST_msr01, ST_msr02, …}
{Ectomorph, Endomorph, 

Mesomorph;
NULL}

N/A USER

#### UID.BMI yyyyMMddHHmmss {Rule.Index.BMI} ##.# kg/m^2 SYSTEM

Rule.Index.BMI
input: UID.Height.Current_date, UID.Weight.Current_date
output: UID.BMI = UID.Weight.Current_date/(UID.Height.Current_date*UID.Height.Current_date)

MMv3.0 Cold Service Scenario STAGE - I
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Question: Have you ever been diagnosed with 
any of following diseases or conditions?

<Medical History Assessment>

Data:
UID Field Name Date & Time of 

Assessment Toolset Data Unit Certified by

#### MedicalStatus.Diabetes.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStatus.Hypertension.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStauts.Dyslipidemia.Diagnosed yyyyMMddHHmmss {UserChoice, ExpertInput} {Yes; NULL} N/A USER

#### MedicalStatus.Data.FAST yyyyMMddHHmmss {UserInput, DeviceID} Integer mg/dL USER

#### MedicalStatus.Data.OGTT50 yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.HbA1c yyyyMMddHHmmss {UserInput}
##.#
##.#

Integer

%
mmol/mol

mg/dL
USER

#### MedicalStatus.Data.DBP yyyyMMddHHmmss {UserInput, DeviceID} Integer mmHg USER

#### MedicalStatus.Data.SBP yyyyMMddHHmmss {UserInput, DeviceID} Integer mmHg USER

#### MedicalStatus.Data.TC yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.HDLC yyyyMMddHHmmss {UserInput} Integer mg/dL USER

#### MedicalStatus.Data.LDLC yyyyMMddHHmmss {UserInput} ###.# mg/dL USER

#### MedicalStatus.Data.TG yyyyMMddHHmmss {UserInput} Integer mg/dL USER

□ Diabetes or prediabetes
□ Hypertension or Prehypertension
□ Dyslipidemia

If the boxes are checked, present additional questions.

ü Diabetes or prediabetes
• Input your recent FAST test result :  (           ) mg/dL □ Don’t Know
• OGTT 50g test result :  (           ) mg/dL □ Don’t Know
• HbA1c :  (            ) %    or   (          ) mmol/mol □ Don’t Know

ü Hypertension or Prehypertension
• Recent measure of Blood Pressure :  Systolic (    )mmHg,   Diastolic  (     )mmHg

ü Dyslipidemia
• Recent measure of Total Cholesterol :  (           ) mg/dL
• Recent measure of HDL Cholesterol :  (           ) mg/dL
• Recent measure of LDL Cholesterol :  (           ) mg/dL
• Recent measure of Triglyceride:  (           ) mg/dL

• [ Mining Minds ver. 3.5]

MMv3.0 Cold Service Scenario STAGE - I

QA-based Assessment

• Eating Regularity
• Food Group Balance
• Whole Grain Uptakes
• Protein Uptakes
• Vegetable Uptakes
• Fruits Uptakes
• Dairy Uptakes
• Red Meat Uptakes
• Sodium Uptakes 
• Added Sugar Uptakes

<Questionnaire: Dietary Habits>

Selected dietary habit assessment tools
(ex, GCH’s Questionnaire)

1. During the last month, how regularly do you eat?
2. Do you enjoy a wide variety of nutritious foods from the five groups every day?
3. When you eat cooked-rice, do you usually eat cooked-rice with multi-grains?
4. Do you usually take protein foods* in every servings?
5. Do you usually eat vegetables in every servings?
6. Do you usually eat fruits every day?
7. Do you usually dairy foods every day?
8. Do you usually eat red meat or high fat meat more than twice a week?
9. Do you usually take salty side dishes everyday?
10. Do you usually eat snacks or beverages with added sugars every day?

Dietary Habits 
Questionnaire
Dietary Habits 
Questionnaire

<Dietary Habits Data (in User’s Profile DB)>
Eating Regularity:DietaryHabits.EP.Regularity (1pt ~ 5pt)
Food Group Balance: DietaryHabits.EP.FGBalance (1pt ~ 5pt)
Whole Grain Uptakes: DietaryHabits.NT.WGUtk (1pt ~ 5pt)
Protein Uptakes: DietaryHabits.NT.PtUtk (1pt ~ 5pt)
Vegetable Uptakes: DietaryHabits.NT.VgUtk (1pt ~ 5pt)
Fruits Uptakes: DietaryHabits.NT.FtUtk (1pt ~ 5pt)
Dairy Uptakes: DietaryHabits.NT.DyUtk (1pt ~ 5pt)
Red Meat Uptakes: DietaryHabits.NT.RMUtk (1pt ~ 5pt)
Sodium Uptakes: DietaryHabits.NT.NaUtk (1pt ~ 5pt)
Added Sugar Uptakes: DietaryHabits.NT.SgUtk (1pt ~ 5pt)

Generate Initial 
Values for User 

Profile

Generate Initial 
Values for User 

Profile

MMv3.0 Cold Service Scenario STAGE - I
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<Lifestyle Questionnaire – Dietary Habits> CALL: GCH-DietPic-QN-DH-v001 questionnaire modules

During the last month, how regularly (eat three times a day) do you eat? 

Q1. Eat Regularity (DietaryHabits.EP.Regularity)

Q2. Food Group Balance (DietaryHabits.EP.FGBalance)

□ Almost Always □ Sometimes □ Seldom/Never 

Do you enjoy a wide variety of nutritious foods from the five groups every 
day? (the five groups: fruits, vegetables, grains, protein foods, and dairy)
□ Almost Always □ Sometimes □ Seldom/Never 

Q3. Whole Grain Uptakes (DietaryHabits.NT.WGUtk)

When you eat cooked-rice, do you usually eat cooked-rice with multi-grains?
□ Almost Always □ Sometimes □ Seldom/Never 

Q4. Protein Uptakes (DietaryHabits.NT.PtUtk)

Do you usually take protein foods* in every servings?   * Lean Meat 
(except red meat and high fat meat), Poultry, Fish and seafood, Eggs, 
Nuts and Seeds, Legumes/Beans
□ Almost Always □ Sometimes □ Seldom/Never 

Q5. Vegetables Uptakes (DietaryHabits.NT.VgUtk)

Do you usually eat vegetables in every servings?
□ Almost Always □ Sometimes □ Seldom/Never 

Do you usually eat fruits everyday?

Q6. Fruit Uptakes (DietaryHabits.NT.FtUtk)

Q7. Dairy Uptakes (DietaryHabits.NT.DyUtk)

□ Almost Always □ Sometimes □ Seldom/Never 

Do you usually dairy foods everyday?

□ Almost Always □ Sometimes □ Seldom/Never 

Q8. Red Meat Uptakes (DietaryHabits.NT.RMUtk)

Do you usually eat red meat or high fat meat more than twice a week?
□ Almost Always □ Sometimes □ Seldom/Never 

Q9. Sodium Uptakes (DietaryHabits.NT.NaUtk)

Do you usually take salty side dishes everyday?

□ Almost Always □ Sometimes □ Seldom/Never 

Q10. Added Sugar Uptakes (DietaryHabits.NT.SgUtk)

Do you usually eat snacks or beverages with added sugars every day?
□ Almost Always □ Sometimes □ Seldom/Never 

MMv3.0 Cold Service Scenario STAGE - I

/Monthly Report (1/5) 34

Name: John, Gender: Man, Ages: 30
Overall Evaluation - Red (Physical Activities: Green, Nutrition Intakes: Red, Blood Sugar: Red)

1st March 2017
Height : 174cm
Weight: 80kg

Fat: High (60%)
Blood Sugar Level: 95mg

31st March 2017

Height: 174cm
Weight: 79kg

Fat: High (58.3%)
Blood Sugar Level: 90mg

Goal Achievement Rate (Daily Average)
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/Monthly Report (2/5) 35

/Monthly Report (3/5) 36

Physical Activities Evaluation - Green
Goal: 2400kcal, Achievement: 2600kcal (High) Daily Average Activities

Nutrition Intakes – Red
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/Monthly Report (4/5) 37

Goal: 2400kcal, Achievement: 2800kcal (Bed) Daily Average Nutrition Rate of Food Intakes

/Monthly Report (5/5) 38

Blood Sugar Level – Red Expert Guideline

1. Please avoid to take direct sugar
2. Please avoid ice cream and beverage
3. Please control the amount of rice and 

processed bread
4. Please monitor your blood glucose daily
5. Please avoid sedentary behavior 
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MMv3.0 Cold Service Scenario STAGE - I
<Education: Intimation Timings>

MORNING

NOON

EVENING

CONTENT

EDUCATIONAL
VIDEOS

TIME of DAY

NUTRITION

PHYSICAL
ACTIVITY

TIMING

/Personalized Goal (Calorie Based) – STAGE II 40

Calories Based Goal

Calories Intake

BMR based 
Requirement

Male
(10 x weight + 

6.25 x height – 5 
x age +5) x 

Activity level

Female
(10X weight + 
6.25 x height –
5x age -161) x 
Activity level

Food based 
Consumption

Calories/serving Sum of calories 
of day Food

%age of Nutrient/ day 
required calories

Carbohydrates
Proteins
Fats

Calories Burn Physical Activities MET and Weight 
based

Sum(ActMetValue x 
3.5  x weight x  
duration)/200

Personalization
Age, Gender, Height, Weight and Activity level -> Calorie Goal

The Basal Metabolic Rate (BMR) is calculated by using the following formula:
BMR = 10 * weight(kg) + 6.25 * height(cm) - 5 * age(y) + 5 (man)
BMR = 10 * weight(kg) + 6.25 * height(cm) - 5 * age(y) - 161 (woman)
No activity =BMR calories
Exercise 1-3 times/week= 1.22*BMR ->Light Exercise
Exercise 3-5 times/week= 1.375* BMR -> Moderate Exercise
Exercise5-7 times /week= 1.55* BMR ->  Very Active
Exercise  more than 7times/week= 1.95*BMR ->Extra Active.

G
oa

l I
de

nt
ifi

ca
tio

n

_____MET Value x 3.5 x _____kg body 
weight ÷ 200 = calories burned per 
minute.

Calories Burn / week= 1000 (Normally)
.

G
oa

l I
de

nt
ifi

ca
tio

n

**https://www.cooperinstitute.org/2012/04/met-minutes-a-simple-common-value-to-track-exercise-progress/
**http://www.calculator.net/calorie-calculator.html?ctype=standard&cage=33&csex=m&cheightfeet=5
&cheightinch=11&cpound=150&cheightmeter =180&ckg=60&cactivity=1.375&printit=0&x=83&y=16
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/Appendix- Nutrition Calories – STAGE II 41

/Appendix- Physical Activities – STAGE II 42
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/
Preference-based Recommendation

(Physical Activity) - STAGE II 43

Running: 5 min
Walking: 15 min
Stretching: 18 min
Cycling: 8 min
Jumping: 3 min

Recommendation 
Builder

Preferences

Explanation Templates
Running: You are recommended running for [] mins.
Running: Running is good for health, …
Walking: You are recommended walking for [] mins.
Walking: Walking is good for health, …
Cycling: You are recommended cycling for [] mins…
Cycling: Cycling is good for health, …
Stretching: You are recommended stretching for []..
Stretching: Stretching is good for health, …
Jumping: You are recommended Jumping for [] …
Jumping: Jumping is good for health, …

Recommendation

“You are recommended Walking
for 15 mins to meet your daily 
activity goals. It is Sunny outside 
so take a bottle of water with 
you. See you in the evening.” 

ALGORITHM
• Start
• Recevie PA 

recommendations
• Fetch contextual data
• Create Contextual Matrix
• Create Aggregate Vec.

• For Each Recommendation:
• Evaluate (Rec)
• Select Feasible (Rec)
• IF Rec == Multiple
• THEN: 

Chk_Preferences
• Select Preferred Rec

• Fetch Explanation Template
• Update Template
• Fetch Educational material
• Finalize Rec. Unit
• Stop

/
Preference-based Recommendation

(Dietary Recommendation) – STAGE II 44

800 Calories

Recommendation 
Builder

Goal

Calories 
Ranges

[801 - 1000]

[601 - 800]

[501 - 600]

[100 - 500]

B

A

C

D

Set Menu 1

Set Menu 2

Set Menu 3

<<Food Items>>

<<Food Items>>

<<Food Items>>

<<Food Items>>

<<Food Items>>

<<Food Items>>

<<Food Items>>

<<Food Items>>

<<Food Items>>

ALGORITHM
• Start
• Map Goal to Calories 

Ranges
• Fetch ‘Set Menu’ list
• Fetch User dislikeList

• For Each ‘Set Menu’
• Fetch ‘foodItems’
• Match ‘foodItems’ to 

dislikeList
• Filter Matched Items
• Calculate % of 

Matched Items
• IF matched <= 50% 

Then: Select

• Sort all Selected ‘ Set 
Menu’, Desc Order

• Recommend Top Most 
Selected ‘Set Menu’

• Stop

Preference 
Based Selection
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/Cold Scenario Unique Features 45

Life Journal
Assessment Report 
* Summarized calories intake
* Summarized calories burn
* Average target goal
* Summary of Activities

Personalized Goal
Physiological Factors
* Age
* Gender
* Height
* Weight
* Health Status

Physical Activity
Nutrition

Guide Service
* Preference based Physical Activities
* Preference based Dietary  
…Recommendation 
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Section 7 

Mining Minds Version 3.0 
Architecture Detail Description
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Mining Minds

Usman Akhtar

(Version 3.0)

Ubiquitous Computing Lab, 
Kyung Hee University, Korea

/Introduction 

Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

Hive

• Active Data Reader:

• For Analytics and Visualization, SL required
real-time data read based on provided
parameters.

• Support for Visualization and Analytics
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/Motivation

• To store raw sensory, environmental variables in a large-scale non-volatile persistence
(Big Data) with CRUD operations.

• Real-time data storage

• For Analytics and Visualization, SL required real-time data read based on provided
parameters

• Active data read operations

• Big data storage should handle very large amounts of data and keep scaling to keep up
with growth.

• Scalability with respect to the data.

/Goals

• Non-volatile storage of data from heterogeneous sources with
CRUDS operations.

• Supports of CRUD operations and REST Service end-point

• Build to handle the REST request and provide data for
Visualization and Analytics.

• High Scalability and Interactive.
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/Features 

Stream-based soft real-time data read for Analytics and 
Visualization

Storage of Heterogeneous data at real-time

Selection of the particular query depending upon the query 
parameters

Conversion of the Result-set into data message per defined data 
format

Support for the REST Service through a Specialized Thrift server. 

Support for the SQL operations on the top of the Hadoop Cluster.

Support to evaluate the Apache Hive Query performance on raw 
sensory data, as published in this paper. [1] 

[1] Muhammad Bilal Amin, Oresti Banos, Wajahat Ali Khan, Hafiz Syed Muhammad Bilal, Jinhyuk Gong, Dinh-Mao Bui, Soung Ho Cho, Shujaat Hussain, Taqdir Ali, Usman Akhtar, 
Tae Choong Chung and Sungyoung Lee, "On Curating Multimodal Sensory Data for Health and Wellness Platforms", Sensors (SCIE, IF: 2.033), vol. 16,no. 7, 
doi:10.3390/s16070980 , 2016

/Role of Big Data Storage in Mining Mind

• How is it different from Ver. 1.5 ?

• Data Raw sensory and environmental data was only written in Big Data Storage

• Read access for data was not available

• Role

• Non-Volatile storage of data from 
heterogeneous sources with CRUDS 
operations.

• Allow active and passive data read 
operations
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/DCL V2.0 Architecture

• To store raw sensory, environmental variables in a large-scale non-volatile persistence
(Big Data) with CRUD operations.

• Real-time data storage

• For model training and rule generation, KCL requires interface to selected
historic sensory data

• Passive data read operations

• For Analytics and Visualization, SL required real-time data read based on
provided parameters

• Active data read operations

Hive 

/DCL V2.5 Architecture

Data Curation Layer

Sensory Data Processing and Life-log Persistence

Life-log Representation and Mapping

Schema and 

Instance Mapper
Storage Verifier

Representation Model 

Selector

Big Data Storage

Sensory Data Acquisition and 
Synchronization

Sensory 

Data 

Acquisition 

Service

Raw Data buffer(s)

Instance

WriterSensory Data 

Synchronizer

Life-log 
Monitoring (LLM)

Situation Event 

Detector

Constraints 

Configurator

Monitor Event 

Configurator

Data 
Persistence

Message 

Model

Data Writer

Query 
Writer

Query 

Authoring

Query 

Deployer

Query 
Library

MapReduce

Hive

Life-log 
Sync

Active 
Data 

Reader

Query 

Loader

Data 

Exporter

Data 

Format

Passive Data 
Reader

Query Loader

Data Exporter

SchemaScan

Physical Data 
Storage

HDFS
HDFS

HDFS

HBase

life-log

Intermediate Database

user 

profiles

LLM 

Configuration

data

Hive
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/Big Data Storage - Tools

Tools and Technologies 

/Active Data Reader Implementation 

Active Data Reader

REST Service

Analytics and Visualization

D
a
ta

 M
a
n
a
g
e
m

e
n
t 

&
 S

to
ra

g
e

D
a
ta

 A
n
a
ly

ti
c
s 

&
 U

se

Provide Data for Visualization

1. Built for REST Services 
(request handle).

2. Support for Visualization and 
Analytics

3. Highly scalable and 
interactive Query 

Loader

Data 

Exporter 
Data 

Format

Request

Receive
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/Active Data Reader – Internal Implementation Details

Query Loader

Request Handler

Map Reduce 
Queries

Data exporter

Hive Queries

Storage Connector

Result Set

Data Format 

Destination 
Format 

Big Data Storage 

Raw and Sensory 
data

A
n
a
ly

ti
c
s 

a
n
d
 

V
is

u
a
li
z
a
ti

o
n

ADRController.java

HiveConnector.java

BigDataConnector
(Function)

ADRDataModel.java

Json Format 
(Function)

Send User ID

Send the requested data Send Json Format

Component: Active data Reader

Use Hive 
Interface

Source Code Available at: https://github.com/ubiquitous-computing-lab/Mining-Minds/tree/master/data-curation-layer/active-data-reader

/MMv3.0 Active Data Reader

• Output

 User Location from the Big data 
(Give the SL on label counts after 
searching the records the Big Storage)

 Using REST SERVICES 

• Input

 User ID to calculate the Location

• Implementation Module
 Active Data Reader

Active Data Reader

Mapreduce Queries

Hive Queries

Data Exporter

Data Format

SL send userid
Input

Output

Location Count from Big Data Storage  

and Send the output To SL

Big Data 

Storage

Processing
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/Active Data Reader – Handling Requests

Start

Query 

parameter

Request for Data

Query Loader
Parameter 

Match

YesNo
Hive Query

Physical Data Store

Data Exporter

End

Handling Online Data Request for Data Visualization and 
Analytics

1. Data read request is generated by Visualization and 

Analytics Components of SL

2. Active data reader selects the particular query 

depending upon the query parameters

3. Selected Query is sent to physical data store for 

execution

4. Required data is returned as a result set to Data 

exporter

5. Result-set is converted into data message per 

defined data format and send to the SL

/Functional Diagram

Big Data Storage

Hive 

Intermediate 

Database
Multimodal Data Sources

Data 

Persistence

Message 

Model

Data Writer

Create

Physical Data 

Store

Hive

MetaStore

HDFS

HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 

Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 

Authoring 
Query Deployer

1

[life-log

data] Create

[life-log data]

Raw 

Data 

Storage 

Service

[Sensory data, env. variables]

1

2

[S
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s]

DCL Service Request / Response Send 

[Result Set]

[query] 1

[q
u
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ry

]2

3

[Result Set]

Supporting Layer 
4[Result Set]

4
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/Big Data Storage Components Details

1. Physical Data Storage
• Role

• Non-volatile Persistence to
raw-sensory and 
environmental
data

• Input
• Data Read Request
• Data Write Request

• Output
• Result set in case of Data 

Read
• Acknowledgment in case of 

Data Write

Big Data Storage

Hive 

Intermediate 

Database
Multimodal Data Sources

Data 

Persistence

Message 

Model

Data Writer

Create

Physical Data 

Store

Hive

MetaStore

HDFS

HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 

Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 

Authoring 
Query Deployer

1

[life-log

data] Create

[life-log data]
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Data 

Storage 

Service
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ry
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, 
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1

2

[Query]

DCL Service Request / Response Send 

3

[Result Set]

[query] 1

[q
u
e
ry

]2

3
4

4 [Result Set]

Supporting Layer 4

Knowledge Curation Layer 4

[Result Set]

1

2

/Big Data Storage Components Details

Big Data Storage

Hive 

Intermediate 

Database
Multimodal Data Sources

Data 

Persistence

Message 

Model

Data Writer
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Store
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2. Data Persistence

• Role
• De-serialized data 

according to message 
model

• Input
• Raw sensory data

• Output
• De-serialized data 

according to the format
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3.  Life-log Synchronizer

• Role
• Temporal backups for 

life-log data in non-
volatile persistence

• Input
• Life-log data, timestamps 

etc.
• Output

• Life-log result set
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4. Query Writer

• Role
• Build query and 

execute on data
• Input

• Query library 
• Output

• Query
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5. Passive Data Reader

• Role
• Received Request for 

schema for offline data 
request

• Input
• Query parameter
• Request for schema

• Output
• Result Set
• Schema
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6. Active Data Reader

• Role

• Online data request for data 

visualization and analytics

• Input

• Query parameter

• Request for schema

• Output

• Result Set in message format
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Writing Raw Sensory Data and environment 

variables into Non-volatile storage in real-time

1. Raw Sensory data is received by Data 

Writer of Data Persistence Component

i. Data is de-serialized according to 

the Message Model

2. De-serialized message is sent to HDFS for 

persistence

3. Data gets written inside HDFS : 

/Execution Scenario #2

Offline Query Authoring

1. Big Data Storage Requirements are 

converted into MapReduce Queries

2. Queries are written using Eclipse as an 

IDE

3. Query is tested and deployed as part of 

Query writer in Big Data Storage

Big Data Storage

Hive 

Intermediate 

Database
Multimodal Data 

Sources

Data 

Persistence

Message 

Model

Data Writer

Create

Physical Data 

Store

Hive

MetaStore

HDFS

HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 

Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 

Authoring 
Query Deployer

1

[life-log

data] Create

[life-log data]

Raw 

Data 

Storage 

Service

[Sensory data, env. variables]

[S
e
n
so

ry
 d

a
ta

, 

e
n
v
. 

v
a
ri

a
b
le

s]

1

2

[Query]

DCL Service Request / Response Send 

3

[Result Set]

[query]

[q
u
e
ry

]

2

3
4

4 [Result Set]

Supporting Layer 4

Knowledge Curation Layer 4

[Result Set]

MapReduce Queries

660



/Execution Scenario #3

Online Data Request for Data Visualization 

and Analytics

1. Data read request is generated by 

Visualization and Analytics Components 

of SL

2. Active data reader selects the particular 

query depending upon the query 

parameters

3. Selected Query is sent to Hive for execution

4. Required data is returned as a result set to 

Data exporter

5. Result-set is converted into data message 

per defined data format
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/Execution Scenario #4

Offline Data Request by KCL for Model Training and Rules Generation

1. Request for Schema of the persisted data is received 

by the Passive Data Reader

2. Scanned and most updated schema from Non-volatile 

storage is returned to KCL

3. KCL selects the parameters from the schema to 

generate a query and submits the request to Passive 

Data Reader

4. Passive Data Reader selects the query from 

Query Library

5. Selected Query is sent to Hive for execution

6. Required data is returned as a result set to 

Data exporter

7. Result-set is converted into data message and 

returned to KCL
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/Execution Workflow

Big Data Storage

Hive 

Intermediate 

Database
Multimodal Data 

Sources

Data 

Persistence

Message 

Model

Data Writer

Create

Physical Data 

Store

Hive

MetaStore

HDFS

HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 

Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 

Authoring 
Query Deployer

[life-log

data] Create

[life-log data]

Raw 

Data 

Storage 

Service

[Sensory data, env. variables]

1

2

[S
e
n
so

ry
 d

a
ta

, 

e
n
v
. 

v
a
ri

a
b
le

s]

1

2

[Query]

DCL Service Request / Response Send 

3

[Result Set]

[Selected query] 1
2

3

4 [Result Set]

Supporting Layer 4

Knowledge Curation Layer 4

[Result Set]

4

• Raw Sensory data is received by Data Writer of Data Persistence Component.

• Data is de-serialized according to the message model
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• De-serialized message is sent to HDFS for Persistence.
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• Active Data reader is responsible for handling online data request for data visualization and analytics
• Data read request is generated by visualization and Analytics components of SL.
• Active data reader selects the particular query depending upon the query parameters
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• Selected query is sent to Physical Data Store for Execution

664



/Execution Workflow

Big Data Storage

Hive 

Intermediate 

Database
Multimodal Data 

Sources

Data 

Persistence

Message 

Model

Data Writer

Create

Physical Data 

Store

Hive

MetaStore

HDFS

HDFS

Life-Log Synchronizer

Passive Data Reader

Schema cache

Scan 

Query 

Loader

Select

Data Exporter

Create Response

Active Data Reader

r 

Query Loader

MapReduce Queries

Hive Queries

Data Exporter 

Data Format

Query Writer

Query 

Authoring 
Query Deployer

[life-log

data] Create

[life-log data]

Raw 

Data 

Storage 

Service

[Sensory data, env. variables]

1

2

[S
e
n
so

ry
 d

a
ta

, 

e
n
v
. 

v
a
ri

a
b
le

s]

1

2

[Query]

DCL Service Request / Response Send 

3

[Result Set]

[Selected query] 1

[q
u
e
ry

 p
a
ra

m
e
te

r]

2

3

4 [Result Set]

Supporting Layer 4

Knowledge Curation Layer 4

[Result Set]

4

• Requested data is returned as a result set to data exporter

• Result set is converted into data message per defined data format and send to SL
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• Scanned and most updated schema from Non-volatile storage is returned to KCL.

• KCL selects the parameters from the schema to generate a query and submit to Passive Data Reader

• Passive data reader selects the query and sent to Physical Data Store for execution. 
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• Required data is returned as a result set to data exporter

• The result set is returned to KCL 

/DCL 2.5 Detailed Architecture 
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/Contribution

• Storage of Heterogeneous data at real-time

• Stream-based soft real-time data read for Analytics and Visualization

• Schema-based query selection and execution over Big Data Storage

• Availability to the most updated schema of persisted Data

• Temporal backups of Life-log data for non-volatile storage 

• Able to build the big data ecosystem that facilitate request from the other 
layers.

Mining Minds
Data Synchronization 

Specification

Dinh-Mao Bui
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/Agenda

• Introduction
•Sync component
•Sync architecture
•Sync features
•Sync strategies
•Contribution

/Introduction

• Sensory Data Acquisition and Synchronization subcomponent obtains the raw 
sensory data from multi-modal data sources, both in a real-time (active) and 
off-line (passive) manner. 

• This data is synchronized based upon the user identification and the time stamp 
of the data generation, and subsequently, it is queued for the context 
determination.

• Implementation of Raw Sensory Data Acquisition and Synchronization (DAS) 
consists of a REST service that collects raw sensory data from multi-modal data 
sources. 

• The key in this acquisition is the association of accumulated data with their 
time of origination. 

• All data sources subsist independently along with independent clocks; 
therefore, a logical clock is required for identifying the data origination at the 
same time from multiple sources. 

• Consequently, DAS implements the time frame-based synchronization methods 
called Complete- and Incomplete-sync. 
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/Synchronization component

/

Data Curation Layer

Data Acquisition and Communication
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ICL Client: Write Thread
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Asynchronous Non-Blocking communication

• This is data synchronization component in DCL 3.0

Synchronization component
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/Synchronization architecture

Node.js
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Data Buffer

1. Built for HTTP support (device 

independence)

2. Support for Real-time 

Communication

3. Non-Blocking IO (Asynchronous)

4. Highly scalable by event-based 

callback

/Synchronization features

• Fully implemented on node.js.

• Fully commented.

• Support huge number of sensors (up to 1280 sensors).

• Scalable data structure.

• Can run as a standalone component or be integrated into other 
software.

• Source code is validated and benchmarked the performance [1].

[1] Amin, Muhammad Bilal, Oresti Banos, Wajahat Ali Khan, Hafiz Syed Muhammad Bilal, Jinhyuk Gong, Dinh-

Mao Bui, Soung Ho Cho et al. "On curating multimodal sensory data for health and wellness 

platforms." Sensors 16, no. 7 (2016): 980.
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/Synchronization strategies

Sensory Buffer Synchronization

time window
t = 3 sec

segment 

1

time window
t = 3 sec

segment 

2

segment 

3

time window
t = 3 sec

Sensory Buffer Synchronization

time window
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segment 

1

time window
t = 3 sec

segment 

2

segment 

3

time window
t = 3 sec

Sensory Buffer Synchronization

time window
t = 3 sec

time window
t = 3 sec

time window
t = 3 sec

segment

1

segment

2

segment

3

1. Complete Sync 2. Eager Sync 3. Rendezvous Sync

• Executes when all the required sensory data is 

received in time window

• Support for highly accurate context

determination

• Only possible when all the data sources are 

almost time- and communication-synced

• Executes in regular interval time without the 

dependence on data sources

• Support for real-time execution with no delays

• Ignores out-windowed packets; resulting in 

lower accuracy for context determination

• Executes Executes when all the required sensory data is 

received

• Support for highly accurate context determination

• No guarantee for real-time execution due to delay in sync

/Contribution

• Design adaptive data structure.

• Design new synchronization algorithm.

• Integrate synchronization algorithm in to the system (working

properly at the moment).

• Conduct the benchmarks and experiments for the anchor paper.

• Code refactoring completed.

• Apply design pattern into source code.

• API design and implementation.
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• Motivation

• Life-log Monitoring Conceptual View

• Lifelog Monitor Architecture

• Offline Process
• Register Monitoring Condition

• Online Process
• Monitoring Situation

• Challenges & Contributions

672



/Overview

Lifelog persistently record and archive some informational dimension of 
user's (user lifelog) life experience in a particular data category.

Life-log monitoring is to trace the 'threads' of an individual's life in terms 
of events to observe a situation over time.

https://en.wikipedia.org/wiki/DARPA_LifeLog

User’s Life Experience Life-log Life-log Monitoring

/Motivation

• Recognize the event from stream of life-log
• Identification of target events for efficient 

monitoring

• Dynamically accommodate critical condition for 
monitoring

• Accommodate critical situations on the basis of 
expert’s opinion.

• Detect the alarming condition from stream of 
life-log to notify

• Evaluate the alarming situation with respect to user 
context and generate intimation.
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/

Intermediate

database

Life-log Monitoring – Conceptual View

Life-log Monitor

Configuration: Monitoring Events & Constraints

Notify:
Alarming User
Situation

Life-log

1

2

6

5

Monitoring Events 
& Constraints

Filtered Events:
Satisfied User
Events 

Data 
Acquisition & 

Synchronization

Life-log 
Representation 

& Mapping

Offline Process

Online Process

Configuration Data

1

2

3

4

Low Level 
Data

High Level 
Context

User, 
Event

/

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints 
Configurator

Constraints Manager

User Situation 
Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Service Curation 
Layer 

Service 
Orchestrator

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Life-log Monitor –Architecture

Event Classifier

Life-log Data 

JSON : Monitoring Events ,
Constraint Conditions 

Constraint 
Conditions 

Monitoring
Events 

Constraint Conditions 

UserID,
Age,
Gender

Constraint 
Conditions 

Monitoring
Events 

UserID,
Activity,
Duration

Monitoring Event,
Conditions

JSON : UserID, Event , Conditions 

674



/

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Offline Process: Register Monitoring Condition 

Event Classifier

Life-log Data 

@Post: Input

2
3

5a

4a

5b

4b

1

JSON : Monitoring Events ,
Constraint Conditions 

Monitoring Events

Constraint 
Conditions 

Constraint Conditions 

Monitoring Events

• Monitoring conditions are provided 

through I–Kat tool in KCL and shared 

with DCL in JSON format.

• JSON is parsed into constitute units.

• Parsed units are classified into 

monitoring events and stored in 

configuration Data

1

/

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager
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Event Manipulator

Multi Event Resolver

Offline Process: Register Monitoring Condition 

Event Classifier
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@Post: Input
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3
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JSON : Monitoring Events ,
Constraint Conditions 

Monitoring Events

Constraint 
Conditions 

Constraint Conditions 

Monitoring Events

• Classified constraint conditions are 

provided to store into configuration 

data .

• Constraint Conditions are converted 

into Key-value pair format and stored in 

configuration data. 

2
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/

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints
Configurator

Constraints Manager

User Situation Verifier

Knowledge Curation 
Layer 

Knowledge Sharing 
Interface

Intermediate 
Database

Configuration
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Offline Process: Register Monitoring Condition 

Event Classifier

Life-log Data 

@Post: Input
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JSON : Monitoring Events ,
Constraint Conditions 

Monitoring Events

Constraint 
Conditions 

Constraint Conditions 

Monitoring Events

• Monitoring conditions are provided 

through I–Kat tool in KCL and shared 

with DCL in JSON format.

• JSON is parsed into constitute units.

• Parsed units are classified into 

monitoring events and stored in 

configuration Data

1
• Classified constraint conditions are 

provided to store into configuration 

data .

• Constraint Conditions are converted 

into Key-value pair format and stored in 

configuration data. 

2

/

Data Curation Layer

Life-log Monitor

Situation Event Detector

Alarming Situation Evaluator

Active Log Manager

Alarming Situation Notifier

Constraints Configurator

Situation Event Manager

User Situation Verifier

Intermediate 
Database

Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager

Event Parser

Event Manipulator

Multi Event Resolver

Event Classifier

Life-log Data 

Online Process: Situation Monitoring

Service Curation 
Layer 

Service 
Orchestrator

@Post: Output

{
"EventsAlert":

[
{

"User_ID":100,
"Activity":"Sitting",
“Duration“:60

}
]

}

@Post: Output

RESTful Web Services

Data 
Acquisition &

Synchronization

Data 
Representation 

& 
Mapping

Information Curation 
Layer 

Data Router

1

2

3

4

5
6 7

10

11

12 13

9
8

Recognized Activity,
UserID, 
TimeStamp

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

• Data Representation and Mapping update recognized activity in lifelog.

• Database update trigger activate Active Log Manager to get verified the 

activity and condition for monitoring.

3
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Data Curation Layer
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Situation Event Detector
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Configuration 
Data 

Profile Data 

Monitor Event Configurator

Monitor Event Manager
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Online Process: Situation Monitoring
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Service 
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@Post: Output
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}
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• Data Representation and Mapping update recognized activity in lifelog.

• Database update trigger activate Active Log Manager to get verified the 

activity and condition for monitoring.
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Monitoring Event 

Constraint Conditions
Monitoring Event 

UserID

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

• Active Log Manager update the monitoring situation after getting verified of 

constraints and monitoring events.

• Monitoring event and constraint conditions are verified against a user id to 

keep the context.

4
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Data Curation Layer
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Step-1 | Step-2 | Step-3 | Step-4 | Step-5

• Alarming situation Evaluator continuously monitor the ActiveLog to find out the 

user’s activities to filter out abnormal one.

• Alarming Situation Notifier build the JSON and send it to service curation layer 

to notify about user and abnormal situation.
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• Data Representation and Mapping update recognized activity in lifelog.

• Database update trigger activate Active Log Manager to get verified the 

activity and condition for monitoring.
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Step-1 | Step-2 | Step-3 | Step-4 | Step-5

• Active Log Manager update the monitoring situation after getting verified of 

constraints and monitoring events.

• Monitoring event and constraint conditions are verified against a user id to 

keep the context.

4

Step-1 | Step-2 | Step-3 | Step-4 | Step-5

• Alarming situation Evaluator continuously monitor the ActiveLog to find out the 

user’s activities to filter out abnormal one.

• Alarming Situation Notifier build the JSON and send it to service curation layer 

to notify about user and abnormal situation.
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/Situation Detection- Algorithm

Start

Process: 
User, Event, 

StartTime

Event 
Trigger

Check for 
Event

Verify 
User/Event 
Constraints

Target Value 
of Event

Current Life 
Log

End
Yes

Yes

No No

• Situation Detection
• Step 1 :Population of Current Life 

log 
• Activation: On-Insert Trigger on 

life-log

• Retrieval of User, event and 
Starttime

• Checking Event for Monitoring

• Verification of user against event’s 
constraints

• Retrieval of target value of event
• Populate current life log with user, 

event, starttime,  and target value.

/Situation Detection- Algorithm

Start

Monitor 
Current Life 

Log

Alarming 
Condition

Next Target 
Exist

Notify

End

Update Next 
Target

Yes

Yes

No

No

• Situation Detection
• Step 2 : Monitoring of Current Life 

log 
• Monitoring: Time Based

• Filter users whose Alarming 
condition meet.

• Notify the user (Just display )

• Search next available target 
condition of event

• Update current lifelog with 
updated  target value of event

• If no further target value then 
remove of user from monitoring Remove user 

from 
Monitoring
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/Contributions

• Monitoring of Life-log for occurrence of alarming situation in personal life in 

real time manner. 

• Accommodate dynamically  constraints of  events on the recommendation 

of experts. 

• Configuration of Life-log monitor with  contributing factors / target 

variables.

/Challenges & Contributions

• Challenges

• Real time monitoring of activities

• Monitor the selected activities of specific
users.

• Intimation for different situations against
multiple activities of users at a time.

• Monitor the correlated activities for
complex situation i.e nutrition monitoring
for sedentary person

• Contributions

• Key-value pair style to manage diverse
type of activities with monitoring
conditions.

• Runtime identification of monitor-able
activities of selected users.

• Monitoring of multiple activities with
multiple situation for users at run time.

• Monitoring of complex situation.
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/Introduction

• Representation of Lifelog: Daily Activities, Goals, Recommendations and 
feedback have Continuous Semantics.

Heterogeneous 
Data

Stream Data Processing

Activities

Goals

TDB RDB

Total 9 representation models in 
literature

/Related Work

Graphical Representation
[1], [2]

Features

Limitations

 Diagrammatic Representation at design time
 Focus on issues of formality and generality 
 Cover diversity, quality and complex 

relationships

 Needs to translate into usable format
 Limitation of privacy and distribution of data 

Logic Based Representation 

[3]

Features

Limitations

 Adding data as facts and using expressions 
or rules

 Sensed data represent in First Order 
Predicate Logic 

 Also represent the meta-propositional 
properties

 Model does not support design and 
documentation of design process

 The sensed data cannot be used by software 
tool 

Ontological Representation      

[4], [5], [6], [7], [16], [17]

Features

Limitations

 Ontology based models for data 
representation

 Focus on interoperability and uniform 
format of data

 Store two types of knowledge, Domain and 
generic knowledge

 Ontological model using case-based 
reasoning

 Feedback system for verification and 
falsification

 Face challenges of abductive reasoning
 No logical reasoning on different hypothesis
 Facing challenges to exploring temporal and 

spatial inferences
 No scalability in design model
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/Related Work

Tuple-Based Representation

[8], [9]
Hierarchical Representation 

[10]

Domain-Focused Representation

[11]

Features

Limitations

Features

Limitations

Features

Limitations

 Using key-value pair storage system
 Contains number of attributes and 

corresponding values as a single record 
 System gave special emphasis to group 

activity and data access rights
 Data stores as tuple

{ID, Subject, State, Time, Lag, Interval}

 Limitation of capturing variety of data
 No Consistency checking
 No reasoning support

 Represent data in structure like tree
 Enhance the efficiency of searching data
 Stores data of Identity, Location, Status and 

Time

 Static data model for storing specific type of 
data

 Cannot store the sensed data from 
environment directly

 General data model to represent the facts
 Provides ease of querying, processing and 

adaptation of incomplete data
 Stored data in 4Ws

(Who, What, Where, When)

 Less expressiveness
 Less flexibility
 Needs to improve robustness and 

adaptability

/Related Work

Spatial Representation

[12]
Hybrid Representation 

[13]

Object Oriented Representation

[14], [15]

Features

Limitations

Features

Limitations

Features

Limitations

 Stored the spatial data for Geographical 
Information System

 Five tiers of ontology was proposed for GIS
 handle the occurrence of exceptional 

situations in consistency constraints

 It needs more efforts to gather the location 
data

 It is hard to keep the location data up to 
date

 Integrate different existing representation 
model

 Integration of ontological, tuple based and 
logic based representation

 Due to ontological model, it has clear 
advantages of interoperability and 
heterogeneity

 Inappropriate choices that arise from 
reliance on flawed data that reflect the 
user‘s requirements

 Inappropriate privacy
 Preferences exposed to users

 Data stores as object oriented principles
 It followed object’s modelling entities like 

People, Places and Objects
 Person, place, thing and patient are the 

main modelled entities

 Limitation of interoperability
 Use third party system to overcome this 

limitation
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/Comparison b/w Object Oriented and Ontological Model

• Pros 
Data stores as object oriented 

principals
Allows “Real World” to be modeled 

more closely
High extensibility and scalability
Support for schema evolution
High Performance (Time)

 Cons
Lack of universal data model
Lack of standards
Highly complex to manage
Less expressive

• Pros 
Data stores as classes, attributes 

and individuals with semantics
 Improve reusability and 

interoperability
More expressive
 Improvement on searches
Permit inferences
High extensibility and scalability

 Cons
Ontology creation is difficult
Low performance (Time)
Challenges in abductive reasoning

Object Oriented Representation Ontological Representation

/Comparison b/w Object Oriented and Ontological Storage

• Consists of DB Schema and DB Data

• Close world assumption (CWA)
• Missing information treated as false

• Unique name assumption (UNA)
• Each individual has a unique name

• Schema behaves as constraints on 
structure of data

Object Oriented Storage Ontological Storage

• Consists of axioms (Structure of model) 
and facts (Concrete Situation)

• Open world assumption (OWA)
• Missing information treated as unknown

• No-Unique name assumption (No-UNA)
• Individuals may have more than one name

• Ontology axioms behave like implications
(inference rules)

684



/Discussion: Trade off between Object model and ontological model

• It has decided that due to 
performance issue we will 
represent and store only the 
context information (High 
Level Context) in ontological 
format while the remaining 
whole Life-log will be 
represent and store in the 
object model format using 
relational databases.

Context-ModelObject Model

Solution to performance issue 

High Level ContextLife-log

 There is trade off between performance of reasoning and 
scalability of heterogeneous source data.

 In ontological format the performance will be low and 
scalability will be high.

 In object model the performance will be high and 
scalability will be low.

/Motivation

Heterogeneous data 
Processing Streams

Providing extensible and understandable structured format to variety of data.

Fine-grained 
Information access 

Processable and procedural format to all layers and modules of MM Platform

Extensible Data 
Model

Integratable new models based on the different input data sources
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/Challenges and Solutions

Heterogeneous data 
Processing Streams

Extensible Data 
Model

Fine-grained 
Information access 

• Continuous data identification and storage

• Dynamic query generations for different layers

• Design and development of consistent data models for 
different sources of data

Representation 
Models, 

Lifelog Database

Lifelog Database

Query Manager  

Motivations Challenges Solutions

S1

S2

S3

/Proposed Architecture and solutions

Lifelog 
Database

Schema Class 
Mapper

Instances 
Mapper

Mapper

Storage Verifier

Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation

Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler

Retrieval Handler

Persistence Handler

Data I/O Handler

Retrieval Handler

Persistence Handler

Persistence

Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

S1

S1

S3

S2
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/Proposed Architecture

Lifelog 
Database

Schema Class 
Mapper

Instances 
Mapper

Mapper

Storage Verifier

Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation

Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler

Retrieval Handler

Persistence Handler

Data I/O Handler

Retrieval Handler

Persistence Handler

Persistence

Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation

/Workflow

Lifelog 
Database

Schema Class 
Mapper

Instances 
Mapper

Mapper

Storage Verifier

Schema 
Verifier

Constraints 
Verifier

Data Representation

Information Representation

Service Representation

Service I/O Handler

Query 
Manger

Data 
Retrieval

Service 
Curation

Information 
Curation

Data Curation

Information Persistence

Information Retrieval

Lifelog Representation and Mapping

Retrieval Handler

Persistence Handler

Information I/O Handler

Retrieval Handler

Persistence Handler

Data I/O Handler

Retrieval Handler

Persistence Handler

Persistence

Retrieval

Data I/O Handler
Retrieval Handler Persistence Handler

Support Representation
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00024 John 2015-02-20 08:23:06 Running PersistActivity
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ID User Activity Time
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08:23:06

ID User Location Time

00024 John Gym KHU 2015-02-20 
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RecognizedActivity

ID

User Activity

Time

RecognizedLocation

ID

User Location

Time

John

00024 2015-02-20 08:23:06

Running

John
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/Objected Oriented vs Ontological Representation

Object Oriented Representation Ontological Representation

/Implementation Details

Heterogeneous 
Data

Service Curation

Information Curation

Supporting Layer

RDBMS

 Tuple-based
 Not Object Oriented

Object Model
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/Use of ORM (Object-Relational Mapping)

Heterogeneous 
Data

Service Curation

Information Curation

Supporting Layer

RDBMS

Object Model

ORM LibrarySocket 
Communication

Restful 
Communication

 Reusability
 Bridge Design 

Patterns
 Java Language

 High performance 
for streaming data

 Multi-threaded 
programming

 Java Language

 High performance for request 
based communication

 Façade and Bridge Design 
Patterns

 Java Language

/Object Oriented Design Patterns

Façade Design Pattern Bridge Design Pattern

• Provides a unified interface to multiple 
inner interfaces

• Software Library easy to use, 
understand and test

• Library become more readable
• Reduce the dependencies of outer code 

on inner library classes
• Encapsulate the inner objects and 

methods of library
• Wrap a complicated sub systems with 

unified interface

• Scalability for data storage
• Decouple the abstraction from its 

implementations
• Divide the responsibilities among 

different classes
• Hide details from client
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/Object Oriented Design Patterns

/Distributed Database Terminology and definition

Personalized Big Data

Intermediate Database

Big Data

Intermediate 
Database

Lifelog Data

User Profile Data

Lifelog Monitoring 
Data

Contains

HDFS
Raw Sensory Data

Contains
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/Distributed Database stacks

Intermediate 
Database

Data Curation Layer

Information Curation Layer

Knowledge Curation Layer

Service Curation Layer

Su
p
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g 
La

ye
r

HDFS

High Level Context 
Ontology

Knowledge BaseRule Index

Heuristics

A
d
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/Distributed Database Stacks and Layer Communication

Intermediate 
Database

Data Curation Layer

Information Curation Layer

Knowledge Curation Layer

Service Curation Layer

Su
p
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g 
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r

HDFS

High Level Context 
Ontology

Knowledge BaseRule Index

Heuristics

A
d
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Recognized Context and 
Activities

Sensory Data (Analytics)

Lifelog (Data Driven)

Lifelog (Data Driven)

Lifelog and Profile

Knowledge Base Rules

Rules Index

Lifelog and Profile

Situation Index

Classification Dataset

Recommendation
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/ORM Library V1.0

Source Packages

Org.uclab.mm

Org.uclab.mm.dataModel

Org.uclab.mm.dataModel.dc

Org.uclab.mm.dataModel.dc.dataAdapter

Org.uclab.mm.dataModel.ic

Org.uclab.mm.dataModel.ic.dataAdapter

Org.uclab.mm.dataModel.sc

Org.uclab.mm.dataModel.sc.dataAdapter

/ORM Library V1.5

Bridge Design Pattern

Org.uclab.mm.dataModel.dc

Org.uclab.mm.dataModel.dc.dataAdapter

Org.uclab.mm.dataModel.ic

Org.uclab.mm.dataModel.ic.dataAdapter

Org.uclab.mm.dataModel.SC

Org.uclab.mm.dataModel.SC.dataAdapter

Org.uclab.mm.dataModel.Sl

Org.uclab.mm.dataModel.Sl.dataAdapter

Org.uclab.mm.dataModel.llm

Org.uclab.mm.dataModel.llm.dataAdapter
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/

In
te

rm
e
d
ia

te
 D

a
ta

b
a
se

 v
1
.0

 User Profile data

 User Registration using UI/UX on Android application

 User Demographic data, address, facilities, risk factors and 

weight, height 

 Device Registration and subscribe for user

 User GPS and Accelerometer data dispatched from user’s smart 

phone

 This will be curated data

 Information Curation finds the user’s activity and location from 

curated data

 Location and Activity persists with timestamp

 Service curation layer finds the goals for user weight loss or gain

 According to loss and gain it recommends the some Activities

 It provides final recommendation to the user

/Intermediate Database v1.5
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/Mining Minds Version 2.0

• We will use Object Oriented Representation

• Same communication (Socket and Restful)

• Object-Relational Mapping (ORM)

• Relational Database (MS SQL Server)

• Java Language

• Maintenance of Existing work
• Changes in DB

• Changes in ORM

• Changes in Restful services

• Changes in SQL Stored Procedures

These changes will be implemented according requirements
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Inertial Sensor based 
Activity Recognition

/Overview

• Context awareness is necessary to understand 
user to provide health related services

• Health monitoring & management

• Emergent situation detection/prevention

• Obesity care

• Activity Recognition is the cornerstone of 
context awareness

695



/Motivation

• Why activity recognition is required?
• To provide health related services to the user, the system must know 

the user’s state

• User itself is the key factor of the system which user activity represents 
the daily lifestyle including health status, habits, preference, etc. 

• To infer the user activity, sensors are required to be attached to the user 

• Issue of Real-time Inertial sensor based Activity Recognition
• How accurate the recognizer infers the user activity with regard to the 

gap between data collection environment and real-world environment 

/Goal and Objectives

• Goal: Design and implement a methodology to 
recognize user activity based on inertial sensors 
(ACC & Gyro) of wearable devices (Smartphone,  
Smartwatch, Shimmer)

• Objectives:
o Achieve acceptable accuracy 

o Development of inertial sensor based activity 
recognition in real-time

o Collect inertial sensor signal dataset in real-world
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/Related Works

Authors
Published 

year

Sensor

placement
Sensor type Techniques Limitation

Chun zhu et al. [1] 2009 Waist, Foot ACC, Gyro

• Two feed-forward neural 

networks fusion

• Heuristic segmentation

• Few basic activities

• Offline evaluation

Jun-Ki Min et al. [3] 2011

Head, two arms

and two wrists, 

fingers

ACC, Gyro, skin 

temperature, 

heat flux, 

galvanic skin

• Dynamic feature selection

• Outputs of classifiers are 

combined and compared

• Device is to bulky to use in 

real life

Lei Gao et al. [4] 2011
Waist, chest,

thigh, side
ACC

• Considered the difference of 

sensor orientation change 

using estimate of constant 

gravity vector

• Sensor fault is considered

• Only used ACC 

Ming Zeng et al. [2] 2014 Free

ACC, GPS, 

Speed, Ambient 

light

• Build separate models for each 

activity

• Feature transformation 

• Heavy weighted system

Muhammad Shoaib

et al. [5]
2014

Upper arm, 

wrist, waist, 

two pockets on 

pants

ACC, Gyro

• Considered orientation 

independency

• Compared the difference of 

sensor types and feature sets

• Few basic activities

/Limitations of existing works

• Many or limited sensor devices
• Many sensors are conspicuous and uncomfortable

• Few limited sensors are not appropriate to recognize various activities well

• A gap between offline (Limited) environment and online (Real-world) environment 
• Use multi-model classifier for credibility

• Weighted decision fusion to conclude final activity
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/Architecture

Inertial Activity 
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High-Level Context  Notifier

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

InertialNavigation 
Tracking

Feature 
Extraction
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Tracking

Feature 
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Preprocessing

Input Adapter

Output Adapter
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Segmentation

Preprocessing

Input Adapter

Output Adapter

Activity Notifier Emotion Notifier Location Notifier

Context Synchronizer

Context Instantiator

Context Mapper

Context Verifier

Context Classifier

Context Query Manager

Context Handler

Ontology Model Manager

Video 
Emotion

Recognizer

Classification
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Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Image based 
Food 

Recognizer

Classification

Feature Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Food Unifier

Tag based 
Food 

Recognizer

DB Mapping

Tag Parser

Input Adapter

Output Adapter

Food Notifier

Position Dep. 
Inertial Activity

Recognizer

Video
Activity

Recognizer

Position Indep. 
Inertial Activity

Recognizer

Classification

Feature 
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Segmentation
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Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature Extraction

Segmentation
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Input Adapter

Output Adapter

/Workflow – Inertial Activity Recognizer

Inertial Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5• Inertial sensor data (ACC, Gyro) stream from 

smartphone & smartwatch is transferred from 

Sensory Data Router to Input Adapter in  Audio based 

Emotion Recognition

Real-time ACC and Gyro
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/Workflow – Inertial Activity Recognizer

Inertial Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Integrate 3-axis signal into one using SVM (Signal 

Vector Magnitude)

/Workflow – Inertial Activity Recognizer

Inertial Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• 3 sec signal segmentation of both smartphone & 

smartwatch

2017/3/12 11:10:242017/3/12 11:10:21
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/Workflow – Inertial Activity Recognizer

Inertial Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Extract Time Domain based Features
• Mean, Zero-crossing, Maximum, Minimum, Standard 

variation, Quartile, Range for each axis of each device

• Geo mean, Mean ABS for integrated model

• Apply feature selection for best performance

/Workflow – Inertial Activity Recognizer

Inertial Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Recognize activity with MultilayerPerceptron Classifier

• Weighted decision fusion from 3 different models 

(Smartphone, Smartwatch, Shimmer)
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/Contributions

• Proposed a methodology for Inertial sensor based activity recognition

• 3 different roles of sensors (overall, top, bottom)

• Collection of a real-world inertial sensor dataset

• Offline evaluation and validation

• Online validation

Information Curation Layer MMV-3.0

Mining Minds
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/Overview

• Audio based Emotion Recognizer has an 
important role for monitoring mental disease 
and analysis user preference

• Audio based Emotion Recognizer must adapt 
the real-time processing and achieve the 
Reasonable accuracy

• Audio based Emotion Recognizer is applied 
user speech in phone call environments

Smartphone

Mining Minds

cloud Platform

Audio Data Stream

Emotion state

Processing

Record Voice Analysis Audio Signal

/Motivation

• Why audio for emotion recognition?
• Speech is the most commonly used and most natural method of human 

communication

• Recently, people frequently communicate with each other by speech on 
their own machines (Phone, PC etc. )

• Especially a phone call is powerful data source for recognizing emotion

• Issue of Real-time Speech Emotion Recognition on phone call
• How to gather emotional audio data sources

• How to recognize user emotion on real-time using by phone call in 
conversation environments Various emotion expression 

on a phone call
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/Goal and Objectives

• Goal: Design and implement a methodology that is 
able to recognize emotional states from user 
speech of phone call

• Objectives:
o Achieve acceptable accuracy 

o Development of smartphone call speech based emotion 
recognition on the real-time

o Collect a real-world and diverse call speech dataset

/Related Works – Datasets

Database Modalities Elicitation Method Emotional Content Size

AIBO database (Batliner et al., 2004) [1] Audio Natural: children interaction 
with robot

anger, bored, emphatic, helpless, ironic, joyful, 
motherese, reprimanding, rest, surprise, 
touchy

110 dialogues, 29200 words

Berlin Database (Burkhardt et al., 2005) 
[2]

Audio Acted anger, boredom, disgust, fear, happiness, 
sadness, neutral

493 sentences; 5 actors & 5 
actresses

ISL meeting corpus (Burger et al., 2002) Audio Natural: meeting corpus negative, positive, neutral 18 meetings; average 5 persons per 
meeting

Adult Attachment Interview database 
(Roisman, 2004) [3]

Audio-Visual Natural: subjects were 
interviewed to describe the 
childhood experience

6 basic emotions, contempt, embarrassment, 
shame, general positive and negative 
emotions

60 adults: each interview was 30-60 
minutes long

Belfast database (Douglas-Cowie et al., 
2003) [4]

Audio-Visual Natural: clips taken from 
television and realistic 
interviews with research team

Dimensional labeling/categorical labeling 125 subjects; 209 clips from TV and 
30 from interviews

Busso-Narayanan database (Busso et al., 
2007) [5]

Audio-Visual Acted anger, happiness, sadness, neutral 612 sentences; an actress

IEMOCAP: Interactive emotional dyadic 
motion capture database (Busso et al, 
2008) [6]

Audio-Visual Acted happiness, sadness, anger and frustration 10 actor recorded 

Haq-Jackson database (Haq & Jackson, 
2009) [7]

Audio-Visual Acted: emotion stimuli were 
shown on screen

6 basic emotions, neutral 480 sentences; 4 male subjects
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/Related Works – Methodologies

Reference Data Features Classifier Classes Accuracy

Lee et al., 2011 [8] AIBO Dataset Prosody, MFCC + Statistical Functions Hierarchical 
Bayesian Logistic

5 48.2%

Purnima Chandrasekar et, 
al. ,2014 [9]

EmoDB MFCC, Pitch, Energy SVM 7 86.6%

Kun Han et al., 2014 [10] IEMOCAP: Interactive emotional 
dyadic motion capture database 

Segmented MFCC Features Vector Deep neural 
network

4 54.3%

Arianna Mencattini et al., 
2014 [11]

EMOVO 520 features (divided 12 different groups); 
TEO, Energy Sequence, wavelet 
approximation coefficients etc.

Support Vector 
Machine (SVM)

7 72% 

Wang et al., 2015 [12] EmoDB, CASIA MFCC, Fourier Parameters SVM 6 88.9% (EmoDB), 
79% (CASIA)

Poria et al., 2015 [13] Audio-Visual; eNTERFACE V: characteristic points, distances;
A: MFCC, spectral features

SVM 6 81.2%(V), 78.6%(A), 
87.95% (AV)

Amiya Kumar et al., 2015 
[14]

600 speech sample by 5 speakers MFCC, LPCC, MEDC SVM 7 82.26%

/Limitations of existing works

• Focus on a evaluation based on formatted speech database
• EmoDB, eNTERFACE, Berlin Emotion DB, etc.

• Lack of preprocessing for supporting real-time process
• silent remover, user speech signal extraction 
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/Architecture
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/Workflow – Emotion Recognizer

Audio-based Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5
• Audio Stream data is transferred from Sensory Data 

Router to Input Adapter in  Audio based Emotion 

Recognition

Real-time Audio stream
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/Workflow – Emotion Recognizer

Audio-based Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Removing non-speech area in audio stream data

Speech ContentAudio Stream Data
Remove non-
Speech Area

/Workflow – Emotion Recognizer

Audio-based Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Window based Segmentation by 3 sec using audio 

buffer
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/Workflow – Emotion Recognizer

Audio-based Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Extract Time Domain based MFCC (Mel frequency 

cepstral coefficients) Features

/Workflow – Emotion Recognizer

Audio-based Activity Recognizer

Input Adapter

Preprocessing

Segmentation

Output Adapter

Classification

Feature 

Extraction

1

2

3

4

5

• Recognize Emotion by SVM (Support Vector Machine)
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/Contributions

• Proposing a methodology for speech based emotion recognition

• Creation of an emotion set based on requirements of services to be delivered

• Collection of a real-world emotional speech dataset

• Offline evaluation and validation of various emotion recognition models

• Online validation

Mining Minds Video-based Activity 
Recognition

Thien
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/Overview

• Video-based activity recognition has an important role in surveillance and
health-care systems

• Video-based activity recognition must 
adapt the real-time processing and 
achieve the high accuracy

• Capability of indoor complex activity recognition

• Combine with inertial sensors for accuracy improvement

/Motivation

• Natural limitations of color cameras in object detection and pose estimation

• Depth camera supports 3D skeleton estimation

• Complex indoor activities with different posture representations 

• Combining skeleton-based spatial features with temporal descriptive statistics 
features in the temporal dimension.

• Performance balance between accuracy and processing time

• Feature selection for feature dimension reduction

709



/Related works

Authors Year Dimension No. Activity Activity types Accuracy Key points Limitation

Gu 2010 3D 8 Single action 94%
Hidden Markov Mode High complexity

Ofli 2013 3D 12 Single action 80%
Annotated joint feature Low recognition rate

Vantigodi 2013 3D 12 Single action 96%
Temporal joint distance 
feature

Kruthiventi 2014 3D 12 Single action 97%
Dynamic time warping

Wang 2014 3D 12 Single action 95%
Actionlet ensemble model High complexity and 

computational cost

• Single action: hand catching, forward punching, two hand waving, ward kicking, high throwing … 

/Methodology 

• Devices
• Microsoft Kinect sensor v2

• Computer

• Software
• Microsoft Visual Basic

• Java

• Data
• Frame order

• 3D skeleton data

3D skeleton 
acquisition

Segmentation
Feature 

Extraction
Feature Selection

Training & 
classification

• Up to 6 complete skeleton (compared to 2 with the original sensor)

• 25 joints per person (compared to 20 with the original sensor)

• More anatomically correct and stable and the range of tracking is 
broader

• Higher depth fidelity and a significantly improved noise floor

Kinect v2 highlight specification

Components inside the Kinect device

=tan−1

710



/Methodology 

Segmentation
3D skeleton 
acquisition

Feature 
Extraction

Feature Selection
Training & 

classification

• Segment skeleton data flow (30 body frame per each second) into 
3-seconds windows for recognition.

• Each 3-seconds data window

 Captured at 30 fps
 Contain 90 complete skeletons
 Each complete skeleton contains 25 joints
 Each joint represented by 3 values of x, y, and z in 3D space

/Methodology 

Spatial Joint Distance Feature is measure Euclidean 
distance between 2 joints of an object in the 
current frame.

Spatial Joint Angle Feature is measure angle 
between 2 vector 𝑖𝑗 and 𝑂𝑥 on the plane z=0.

3D skeleton 
acquisition

Segmentation
Feature 

Extraction
Feature Selection

Training & 
classification

d(i,j)

α(i,j)

d i,j = xi −xj
2
+ yi −yj

2
+ zi −zj

2

α i,j =tan−1
|yi −yj |

|xi −xj |
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/Methodology 

Descriptive statistics features: along 90 frames corresponding a window of 3-second

• Calculate the mean of the distance and angle feature (N=90)

• Calculate the standard deviation of the distance and angle

3D skeleton 
acquisition

Segmentation
Feature 

Extraction
Training & 

classification
Feature Selection

μd=
1

N


i=1

N

di μα=
1

N


i=1

N

αi

sd=
1

N−1


i=1

N

|di − μd|
2 sα=

1

N−1


i=1

N

|αi − μα|
2

/Methodology 

• Reduce the feature dimension 

• Boost the processing speed for real-time recognition

• Ranks the features using an independent evaluation for binary 
classification

• Absolute value two-sample t-test with pooled variance estimate.

• A number of highly significant features is selected
Square or circle is better ?

Segmentation
Feature 

Extraction
Training & 

classification
Feature Selection

3D skeleton 
acquisition
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/Methodology 

• Has a regularization parameter, which makes the user think about 
avoiding over-fitting

• Uses the kernel trick, therefore it is built in expert knowledge about 
the problem via engineering the kernel

• SVM is defined by a convex optimization problem (no local minima) 
for which there are efficient methods (e.g. SMO)

• An approximation to a bound on the test error rate
Illustration of a SVM classifier

Segmentation
Feature 

Extraction
Feature Selection

Training & 
classification

3D skeleton 
acquisition

Support Vector Machine

/Tools/Technologies
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QuestionsExecution Workflow

/Component Architecture

Video Activity 
Recognizer

Classification

Feature Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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/Execution Workflow

Video-based Activity 
Recognizer

Input Adapter

Segmentation

Feature 
extraction

Output adapter

Classification

Feature selection

1

2

3

4

5

• Skeleton data maintained in DCL is transferred to ICL
• Data containing 3D coordinates of 25-joint complete skeleton  

[x1,y1,z1,x2,y2,z2,…,x25,y25,z25
x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…
x1,y1,z1,x2,y2,z2,…,x25,y25,z25]

/Execution Workflow

• Segment skeleton data flow with 30 fps of frame rate into 3-second windows for 
recognition.

• The number of frames is reduced from 90 to 30 to boost the processing time

Each data window
• Captured at 30 fps
• Contain 90 complete skeletons
• Each joint represented by 3 values of x, y, and z.

Video-based Activity 
Recognizer

Input Adapter

Segmentation

Feature 
extraction

Output adapter

Classification

Feature selection

1

2

3

4

5

x1,y1,z1,x2,y2,z2,…,x25,y25,z25
x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…
x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…

[1,x1,y1,z1,x2,y2,z2,…,x25,y25,z25
2,x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…
90,x1,y1,z1,x2,y2,z2,…,x25,y25,z25]

[1,x1,y1,z1,x2,y2,z2,…,x25,y25,z25
2,x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…
90,x1,y1,z1,x2,y2,z2,…,x25,y25,z25]

3 seconds

3 seconds
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/Execution Workflow

• Calculate the joint distance and joint angle features based on 3D skeleton data
• Calculate the mean and standard deviation of joint distance and angle

Video-based Activity 
Recognizer

Input Adapter

Segmentation

Feature 
extraction

Output adapter

Classification

Feature selection

1

2

3

4

5

[1,x1,y1,z1,x2,y2,z2,…,x25,y25,z25
2,x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…
90,x1,y1,z1,x2,y2,z2,…,x25,y25,z25]

[1,d1,d2,…,d300,a1,a2,…,a300
2,d1,d2,…,d300,a1,a2,…,a300

…
90,d1,d2,…,d300,a1,a2,…,a300]

d(i,j) α(i,j)

/Execution Workflow

• Ranks the features using an independent evaluation for binary classification
• Select the most of important features to reduce the processing time of online recognition

Square or circle is better ?

Feature ranking using absolute value two-sample 
t-test with pooled variance estimate.

Video-based Activity 
Recognizer

Input Adapter

Segmentation

Feature 
extraction

Output adapter

Classification

Feature selection

1

2

3

4

5

[1,d1,d2,…,d300,a1,a2,…,a300
2,d1,d2,…,d300,a1,a2,…,a300

…
90,d1,d2,…,d300,a1,a2,…,a300]

[1,d1,d2,…,d70,a1,a2,…,a70
2,d1,d2,…,d70,a1,a2,…,a70

…
90,d1,d2,…,d70,a1,a2,…,a70]

[md1,md2,…,md70,ma1,ma2,…,ma70,stdd1,stdd2,…,stdd70,stda1,stda2,…,stda70]
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/Execution Workflow

• Training the SVM classification model using Weka tool
• The learned model is used for online recognition

Illustration of a SVM classifier

Why SVM ?
• Avoiding over-fitting

• Uses the kernel trick and built in expert knowledge about the 
problem via engineering the kernel

• Is defined by a convex optimization problem (no local minima) for 
which there are efficient methods (e.g. SMO)

• An approximation to a bound on the test error rate

Video-based Activity 
Recognizer

Input Adapter

Segmentation

Feature 
extraction

Output adapter

Classification

Feature selection

1

2

3

4

5

[md1,md2,…,md70,ma1,ma2,…,ma70,stdd1,stdd2,…,stdd70,stda1,stda2,…,stda70]

SVM model (Weka Tool)

Action class

/Execution Workflow

• Result of the classifier is the label of recognized action
• Provide the video-based activity recognizer to the Activity Unifier

Video-based Activity 
Recognizer

Input Adapter

Segmentation

Feature 
extraction

Output adapter

Classification

Feature selection

1

2

3

4

5

x1,y1,z1,x2,y2,z2,…,x25,y25,z25
x1,y1,z1,x2,y2,z2,…,x25,y25,z25

…
x1,y1,z1,x2,y2,z2,…,x25,y25,z25

Input Output
[Time,ID,Activity_Inertial,Activity_Kinect]

[12:01:30,Obj_A,standing,standing]
[12:04:30,Obj_A,sweeping,standing]
[12:07:30,Obj_A,sitting,sitting]
[12:11:30,Obj_A,sitting,sitting]

V
A
R
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/Contribution

• Collect a new dataset for evaluating the video-based activity recognition 
using MS Kinect sensor.

• Develop an efficient algorithm for video-based activity recognition using 
3D skeleton data.

• Achieve a good trade-off between the accuracy and computational cost 
for real-time recognition.

/MM v3.0 - VAR

• Input : 3D skeleton data
• Output

• V2.5: stretching, lying, sweeping, sitting, eating, and 
standing.

• V3.0: 
 Stretching (up-down, left-right)
 Lying
 Sweeping
 Sitting 
 Eating while sitting
 Standing
 Using laptop while sitting
 Relaxing

• Good tradeoff between accuracy and real-time processing

Stretching left-right Using laptop

Relaxing

New Features in VAR 3.0
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/Evaluation results 

Eight activities collected by Kinect (left to right and top to 
bottom): stretching, lying, sweeping, sitting, eating, 

standing, using laptop, and relaxing

Classification result using support vector machine on 
the testing dataset – Average accuracy 85%

0.88 0.00 0.04 0.00 0.00 0.08 0.00 0.00

0.02 0.86 0.02 0.06 0.00 0.04 0.00 0.00

0.00 0.06 0.88 0.00 0.00 0.06 0.00 0.00

0.04 0.04 0.00 0.80 0.08 0.04 0.00 0.00

0.00 0.06 0.04 0.04 0.86 0.00 0.00 0.00

0.08 0.06 0.04 0.00 0.00 0.82 0.00 0.00

0.00 0.00 0.02 0.04 0.00 0.00 0.94 0.00

0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.90

Stretching

Lying

Sweeping

Sitting

Eating

Standing

Usinglaptop

Relaxing
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High Level Context 
Awareness(HLCA)

Component Specification MMV3.0
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/Agenda

• Introduction

• Motivation

• Goal and Objectives

• Related Work

• HLCA Use Cases

• HLCA Architecture

• Context Ontology

• Context Ontology Manager

• High Level Context Builder

• High Level Context Reasoner

• High Level Context Notifier

• Tools and Technologies

• Contributions

• References

/

• High Level Context is obtained from Processing & Reasoning of Low Level 
Context based on user’s
o Activity

o Location

o Emotion

o Nutrition

Introduction
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/

•Low Level 
ContextActivity

•Low Level 
ContextLocation

•Low Level 
ContextEmotion

+  MetaData

SittingHappy

Office

EveningRunningOutdoor

Mid-Day Happiness

Meeting

Office
Work

Dinner Exercising

Shopping

Physical Activity High Level Context Awareness

Labels

Low Level Context Awareness

Lifelog
Repository

DCL

Low level Context Physical Activity - High level Context

High Level Context Awareness – Overview

/

EatingHappy

Restaurant

EveningRunningOutdoor

Mid-Day

•Low Level 
ContextActivity

•Low Level 
ContextLocation

•Low Level 
ContextEmotion

•Low Level 
ContextFood

+  MetaData

Meeting

Nutrition 
Context

Protein

Dinner Exercising

Shopping

Nutrition High Level Context Awareness

Labels

Low Level Context Awareness

Lifelog
Repository

DCL

Low level Context Nutrition - High level Context

Salmon

High Level Context Awareness – Overview
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/Motivation

• Abstract description of user’s context

• Extraction of High level context from low level context for better understandability of 
user’s context.

• Identification of High Level Context for decision making by upper layers:

• Personalized recommendations

• Behavior modeling 

• Personalized predictions

/Goal and Objectives

• Goal: Design and implementation of methodology for high level context 
recognition.

• Objectives:
o Achieve acceptable accuracy for identifying HLCA

o Proposal and implementation of context synchronization technique

o Deployment of Triple storage for ontology persistence

o Modeling of High-level and Low-level context

o Reasoning in order to derive High-level context from

Low-level context

o Development of a simulation tool to generate low-level

context instances
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/Related Work

Authors Domain Methodology Features Limitations

Perera
2014

IoT
Context Aware 

Computing

• Survey w.r.t IoT
• Comprehensive Analysis and Evaluation 

of Context Aware Techniques

• No Implementation
• No Practical Implementation 

with Results.

Bellavista
2013

Ubiquitous 
Systems

Unified Architectural 
model

• Context Data Distribution
• Classification of Context
• Runtime Adaptation Support

• Context Aggregation and 
Filtering

• Adaptive Context

Khattak
2014

Context Aware 
Systems

Context Fusion
• Context Fusioning Methods
• Survey of Context Representation 

Schemes

• No Implementation
• Evaluation and Proof of 

Concepts Missing

Moen
2015

Mobile 
Computing

Activity Recognition 
Algorithm • Future Research Methodologies

• Activity Recognition without 
considering Emotions.

Perera
2013

IoT
Component Level 

Architecture
• Sensor Selection
• Context Aware Architecture

• Semantic and Quantitative 
Reasoning Missing

Gerhard
2012

Context Aware 
Systems

Context Aware 
Framework

• Context Acquisition
• Context Representation
• Context Utilization

• No Implementation
• Evaluation and Proof of 

Concepts Missing

/Limitations of existing Work

• Lack of Implementation

• Context Aggregation and Abstraction

• Activity Recognition without Emotion Detection in High Level Context Modelling 

• Evaluation and Proof of Concept Missing

• Semantic Reasoning Missing
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/HLCA Use Cases (1)

ICL2-SUC-11: Create unclassified high-level context instance

ICL2-SUC-12: Classify high-level context instance

ICL2-SUC-13: Notify new high-level context

sd ICL2-SUC-12

High-Level Context

Builder

High-Level

Context Reasoner

High-Level Context

Notifier

alt 

[if boolean is true]

[else]

receive(unclassifiedHighLevelContextInstance)

verifyConsistency(unclassifiedHighLevelContextInstance) :

boolean

classify(unclassifiedHighLevelContextInstance) :

classifiedHighLevelContextInstance

receive(classifiedHighLevelContextInstance)

receive(unidentifiedHighLevelContextInstance)

sd ICL2-SUC-13

High-Level Context

Reasoner

High-Level Context

Notifier

DCL 2Context Ontology

Manager

alt 

[if boolean is true]

receive(classifiedHighLevelContextInstance)

searchLastHighLevelContext(classifiedHighLevelContextInstance) :

lastHighLevelContextInstance

createRequestForLastHighLevelContext(classifiedHighLevelContextInstance) :

requestForLastHighLevelContext

retrieveContextInstance(requestForLastHighLevelContext)

:lastHighLevelContextInstance

storeContextInstance(classifiedHighLevelContextInstance)

:ok

compareInstances(classifiedHighLevelContextInstance,

lastHighLevelContextInstance) :boolean

receive(classifiedHighLevelContextInstance)

sd ICL2-SUC-11

Low-Level Context

Notifier

High-Level Context

Builder

High-Level Context

Reasoner

Context Ontology

Manager

receive(unifiedLowLevelContextInstance)

mapIntoOntologicalFormat(unifiedlLowLevelContextInstance) :

ontologicalLowLevelContextInstance

storeContextInstance(ontologicalLowLevelContextInstance)

:ok

searchConcurrentLowLevelContexts(ontologicalLowLevelContextInstance) :

concurrentOntologicalLowLevelContextInstances

createRequestForConcurrentLowLevelContexts(ontologicalLowLevelContextInstance)

:requestForConcurrentLowLevelContexts

retrieveContextInstance(requestForConcurrentLowLevelContexts)

:concurrentOntologicalLowLevelContextInstances

createUnclassifiedHighLevelContext(ontologicalLowLevelContextInstance,

concurrentOntologicalLowLevelContextInstances) :

unclassifiedHighLevelContextInstance

assertMissingLowLevelContext(unclassifiedHighLevelContextInstance) :

unclassifiedHighLevelContextInstance

receive(unclassifiedHighLevelContextInstance)

/HLCA Use Cases (2)

ICL2-SUC-14: Load the context ontology model ICL2-SUC-15: Store context instance
ICL2-SUC-16: Retrieve context instance

sd ICL2-SUC-14

Ontology Engineer

Context Ontology

Manager

alt 

[if boolean is true]

[else]

receive(contextOntologyModel)

analyzeConsistencyAndValidate(contextOntologyModel) :

boolean

storeContextModel(contextOntologyModel)

:ok

:error

sd ICL2-SUC-15

Context Ontology

Manager

High-Level Context

Builder or High-Level

Context Notifier

alt 

[if boolean is true]

[else]

storeContextInstance(contextInstance)

validateInstance(contextInstance) :boolean

storeContextInstance(contextInstance)

:ok

:error

sd ICL2-SUC-16

Context Ontology

Manager

High-Level Context

Builder or High-Level

Context Notifier

alt 

[if boolean is true]

[else]

retriveContextInstance(contextRequest)

validateRequest(contextRequest) :

boolean

generateQuery(contextRequest) :query

getMatchingContextInstance(query) :contextInstance

:contextInstance

:error
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/HLCA Architecture

/

High Level Context Builder

Context 
Mapper

Context 
Synchronizer

Context 
Instantiator

Low Level Context

Activity: Sitting
+

Metadata 

Emotion: Boredom
+

Metadata 

Location: Office
+

Metadata 

1 2 3

Sitting

Metadata

Boredom

Metadata

Office

Metadata

1
2
3

Execution Workflow – Conceptual View
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/

High Level Context Reasoner

Context Verifier Context Classifier

High Level 
Context Notifier

4 5 6 Data Curation
Layer

4
5

6

Execution Workflow – Conceptual View

/Context Ontology Model

Context Ontology Metrics:

Context Ontology Metrics for Protégé:

9 Physical Activity High-Level Contexts

3 Nutrition HLC (Carbohydrates, Proteins, 
Fats)

16 Activities (Low-Level Context)

8 Locations (Low-Level Context)

8 Emotions (Low-Level Context)

10 Food Categories (Low-Level Context)

57 Food Items (Low-Level Context)

Ontology modeling tool:

Publication:Villalonga,C.,Banos,O.,AliKhan,W.,Ali,T.,Razzaq,M.A.,Lee,S.,Pomares,H.,Rojas,I.High-
Level Context Inference for Human Behavior Identification. International Work-conference on Ambient
AssistedLivinganActiveAgeing(IWAAL2015),Patagonia,Chile,December1-4,(2015)
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/Context Ontology: High-Level Context Classes Definition

Activity and LocationActivity, Location and 
Emotion (if available)

Activity, Location and 
Emotion (mandatory)

None of the other Contexts 
and sedentary Activity

/
Context Ontology: Physical Activity High-Level Context 
Classes Definition

Activity and LocationActivity, Location and 
Emotion (if available)

Activity, Location and 
Emotion (mandatory)

None of the other Contexts 
and sedentary Activity
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/
Context Ontology: High-Level Nutrition Context 
Classes Definition

Activity, Food, Location 
and Emotion (if available)

Activity, Food, Location 
and Emotion (if available)

Activity, Food, Location 
and Emotion (if available)

/
Context Ontology: Examples of Physical Activity High-Level Context 
Instances

Activity, Location and 
Emotion

Activity, Location and 
Emotion

Activity and Location, 
without Emotion

Activity and Location, 
without Emotion
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/
Context Ontology: Examples of Physical Activity High-Level Context 
Instances

Activity, Location and 
Emotion

Activity and Location, 
without Emotion

/
Context Ontology: Examples of Nutrition High-Level
Context Instances

Activity, Location and 
Food with no Emotion

Activity, Location and 
Food with no Emotion
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/
Context Ontology: Low-level Context Instances, Unclassified 
and Classified High-Level Context Instances  

Classified High-Level Context Instance

Unclassified High-Level Context Instance 

Low-Level Context Instances 
act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

act_sitting isContextOf user9876 . 

emo_boredom type Boredom . 

emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .

emo_boredom isContextOf user9876 .

loc_office rdf:type Office .

loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .

loc_office isContextOf user9876 .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

/
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Context Ontology in HLCA

LLCA Activity Recognizer Emotion RecognizerLocation Detector

High-Level Context Builder

High-Level Context Reasoner

High-Level Context Notifier

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

Data 
Curation

Layer

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

act_sitting isContextOf user9876 . 
loc_office rdf:type Office .

loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .

loc_office isContextOf user9876 .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx rdf:type OfficeWork .
ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

emo_boredom type Boredom . 

emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .

emo_boredom isContextOf user9876 .
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/Context Ontology Manager

• Objectives:
• Provide persistent storage for the 

Context Ontology and Context 
Instances 

• Management of the interactions 
with the persisted Context 
Information

• Subcomponents:
• Context Ontology Storage

• Ontology Model Manager

• Context Handler

• Context Query Generator

/

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

Context Ontology Manager

• Context Ontology Storage
• Persist the Context Ontology Model and Context Instances 

• Tool:  TDB (Triplestore Database) of

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx hasLocation loc_office .

ctx rdf:type hasLocation only ({loc_office}) .

ctx hasEmotion llc_1779 .

ctx rdf:type hasEmotion only ({llc_1779}) .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx isContextOf user_9876 .

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

act_sitting isContextOf user_9876 . 

emo_boredom type Boredom . 

emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .

emo_boredom isContextOf user_9876 . 

loc_office rdf:type Office .

loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .

loc_office isContextOf user_9876 . 

Context InstancesContext Ontology
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/

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

Context Ontology Manager

• Ontology Model Manager
• Load the Context Ontology Model and retrieve it

• Workflow 1 – Storage of the Context Ontology Model:

• Receive Context Ontology Model (in OWL format) generated 
by the ontology engineer

• Validate the Context Ontology Model

• Store the Context Ontology Model into the triplestore

• Workflow 2 – Retrieval of the Context Ontology Model:

• Receive a request for the Context Ontology from the High-
Level Context Reasoner

• Retrieve the stored Context Ontology Model 

• Return the Context Ontology Model to the High-Level 
Context Reasoner

• Tool:

(including RDF API and Ontology API) 

1

Context 
Ontology

(.owl)

3

Ontology 
Engineer

1

2

3

2

High-Level 
Context Builder

High-Level 
Context Notifier

Context Mapper

Context 
Synchronizer

Context 
Instantiator

High-Level 
Context 

Reasoner

Context Classifier

Context Verifier

1

21

2

3
3

/Context Ontology Manager

• Context Handler
• Store and update the Context Instances 

• Workflow 1 – Store HLC:

• Receive High Level Context Instance from the High-Level 
Context Notifier

• Store the High Level Context Instance into the triplestore

• Workflow 2 – Store and update LLC:

• Receive Low Level Context Instance from the Context 
Mapper

• Store the Low Level Context Instance into the triplestore

• Update the end time of the previous Low Level Context 
Instance

• Tool: 

(including Ontology API)

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

2

2

1

2

Context Query 
Generator

Context Handler

High-Level 
Context Builder

High-Level 
Context Notifier

Context Mapper

Context 
Synchronizer

Context 
Instantiator

High-Level 
Context 

Reasoner

Context Classifier

Context Verifier 1

2

1

3

3

1
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/Context Ontology Manager

• Context Handler
• Retrieve the previous High Level Context Instance 

• Workflow:

• Receive a request from the High-Level Context Notifier for 
the previous High Level Context Instance

• Invoke the Context Query Generator in order to create the 
SPARQL query

• Execute the SPARQL query on the data stored on the Context 
Ontology Storage and obtain the identifiers of the matching 
High Level Context Instances

• Retrieve the High Level Context instances which match the 
SPARQL Query

• Return the matching High Level Context Instance

• Tool: 

(including Ontology API)

1

2

3

4

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

High-Level 
Context Builder

High-Level 
Context Notifier

Context Mapper

Context 
Synchronizer

Context 
Instantiator

High-Level 
Context 

Reasoner

Context Classifier

Context Verifier

1

2

3

4

5

5

/Context Ontology Manager

• Context Handler
• Retrieve concurrent Low Level Context Instances 

• Workflow:

• Receive a request from the Context Synchronizer for the 
concurrent Low Level Context Instances

• Invoke the Context Query Generator in order to create the 
SPARQL query

• Execute the SPARQL query on the data stored on the Context 
Ontology Storage and obtain the identifiers of the matching 
Low Level Context Instances

• Retrieve the Low Level Context instances which match the 
SPARQL Query

• Return the matching Low Level Context Instances

• Tool: 

(including Ontology API)

1

2

3

4

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

High-Level 
Context Builder

High-Level 
Context Notifier

Context Mapper

Context 
Synchronizer

Context 
Instantiator

High-Level 
Context 

Reasoner

Context Classifier

Context Verifier

1

3

4

5 5

2
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/Context Ontology Manager

• Context Query Generator
• Automatic generation of SPARQL Queries

• Workflow:

• Receive a query request from the Context Handler

• Generate the appropriate SPARQL query 

• Return the SPARQL query to the Context Handler

• Tool: 

(including ARQ)

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

1

2

Context Query 
Generator

Context Handler

1

2

3

3

SELECT ?hlc

WHERE { 

?hlc rdf:type HighLevelContext .

?hlc isContextOf user_9876 .

?hlc icl2:hasStartTime ?starttime .

FILTER NOT EXISTS { ?hlc hasEndTime ?endtime}

FILTER (?starttime < "2015-08-

10T11:05:30"^^xsd:dateTime)

}

/High-Level Context Builder

• Objectives:
• Convert low-level context 

information into ontological format

• Align concurrent ontological low-
level contexts of the same user

• Generate unclassified high-level 
context instances from concurrent 
low-level contexts

• Subcomponents:
• Context Mapper

• Context Synchronizer

• Context Instantiator
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/

• Receive a new LLC in an unstructured 
format  (label plus metadata).

• Generate the LLC Instance which 
contains the received information 
mapped into an ontological format.

• Persist the new LLC instance. 

High-Level Context Builder

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

act_sitting isContextOf user9876 . 

• Context Mapper:

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

High-Level Context Builder

Context Mapper

Context Synchronizer

Context Instantiator

3
2

1

1

2

3

Low-Level Context Awareness

/

ctx rdf:type Context .
ctx  hasActivity  act_standing .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

ctx  hasStartTime “2015-08-
10T11:05:55”^^dateTime .
ctx  rdf:type  hasActivity only ({act_standing}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only 
({emo_boredom}) .

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx isContextOf user9876 .

ctx hasStartTime “2015-08-
10T11:05:30”^^dateTime .
ctx  rdf:type  hasActivity only ({act_sitting}) .

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx isContextOf user9876 .

ctx  hasStartTime “2015-08-
10T11:05:36”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx  rdf:type  hasLocation only ({loc_office }) .

1

1

2

2

3

3

ti User Time

t'i System Time

• Context Synchronization Problem

High-Level Context Builder
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/High-Level Context Builder

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx isContextOf user9876 .

ctx hasStartTime “2015-08-
10T11:05:30”^^dateTime .
ctx  rdf:type  hasActivity only ({act_sitting}) .

ctx rdf:type Context .
ctx  hasActivity  act_standing .
ctx  hasEmotion emo_boredom .
ctx isContextOf user9876 .

ctx  hasStartTime “2015-08-
10T11:05:55”^^dateTime .
ctx  rdf:type  hasActivity only ({act_standing}) .
ctx  rdf:type  hasEmotion only 
({emo_boredom}) .

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx isContextOf user9876 .

ctx  hasStartTime “2015-08-
10T11:05:36”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx  rdf:type  hasLocation only ({loc_office }) .

1 23

1

2

3

ti User Time

t'i System Time

• Context Synchronization Problem

/High-Level Context Builder

ti User Time

t'i System Time

Delay leads to misrecognition 
of HLC

• Introduction of Delay Compensation 
by Obtaining empirically from the 
analysis of the LLC Estimated 
identification time

Rearrangement of 
unidentified Low level 
context for Unclassified HLC

• Queuing Mechanism

• Context Synchronization Problem
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/High-Level Context Builder

• Context Synchronizer:

Context Ontology Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Query 
Generator

Context Handler

High-Level Context Builder

Context Mapper

Context Synchronizer

Context Instantiator

1

4

3

5

2

• Retrieve the LLC instances which 
start within a time window.

• Retrieve the LLC instances which 
end within the time window.

• Order chronologically the LLC start 
and end events

• For each LLC instance retrieve the 
concurrent LLC

• Notify the Context Instantiator

1

2

3

4

5

/

• Receive the trigger LLC instance and its concurrent ones.

• Generate an unclassified HLC Instance which contains the LLC instances 

• Notify the new HLC to the High Level Context Reasoner

High-Level Context Builder

• Context Instantiatior:

High-Level Context Builder

Context Mapper

Context Synchronizer

Context Instantiator

act_sitting rdf:type Sitting .

act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .

act_sitting isContextOf user9876 . 

emo_boredom type Boredom . 

emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .

emo_boredom isContextOf user9876 .

loc_office rdf:type Office .

loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .

loc_office isContextOf user9876 .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

High-Level Context Reasoner

Context Classifier

Context Verifier

1

3

Trigger LLC

Concurrent LLC

Concurrent LLC

Unclassified HLC

2

1

2

3
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/High-Level Context Builder Flowchart

/High-level Context Reasoner

• Objectives:
• Consistency check (validation and 

verification) of the unclassified 
high-level context instance versus 
the Context Ontology Model

• Classification or identification of 
the context type to which the 
unclassified high-level context 
instance belongs

• Subcomponents:
• Context Verifier

• Context Classifier
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/

Context 
Ontology 
Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Handler

High-level Context Reasoner

• Context Verifier 
• Check the consistency of the unclassified high-level context 

instance versus the context ontology model

• Workflow:

• Receive an unclassified high-level context instance 

• Retrieve the context ontology model

• Verify the consistency of unclassified high-level context 
instance. If the unclassified high-level context instance is 
valid, serve it to the Context Classifier

• Tools:

1

2

3

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

High-Level 
Context
Reasoner

High-Level Context Builder

High-Level Context Notifier

Context Classifier

Context Verifier

5

1

2

3

4

Context Mapper

Context Synchronizer

Context Instantiator

Context Query 
Generator

(including Inference API) &     Pellet Reasoner

/High-level Context Reasoner

• Context Classifier
• Identify the context type to which the unclassified high-

level context instance belongs

• Workflow:

• Receive a verified unclassified high-level context instance 

• Retrieve the context ontology model

• Reason to classify the unclassified high-level context instance 
and serve the classified high-level context for notification

• Tools:

3

4

5

ctx rdf:type Context .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

(including Inference API) &     Pellet Reasoner

Context 
Ontology 
Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Handler

High-Level 
Context
Reasoner

High-Level Context Builder

High-Level Context Notifier

Context Classifier

Context Verifier

5

1

2

3

4

Context Mapper

Context Synchronizer

Context Instantiator

Context Query 
Generator
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/High-level Context Reasoner Flowchart

/High-Level Context Notifier

• Objectives:
• Communication of the newly 

recognized high-level context to 
Data Curation Layer for storage 
into the LifeLog

• Storage of high-level context into 
the Context Ontology Storage
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Context 
Ontology 
Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Handler

Context Query 
Generator

High-Level Context Notifier

• Context Notifier
• Communicate the newly recognized high-level context to Data 

Curation Layer for storage into the LifeLog

• Workflow:

• Receive a classified high-level context instance 

• Retrieve previous high-level context instance

• Add end time to previous high-level context instance

1

3

2

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876.

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

High-Level Context Builder

High-Level Context Notifier

1

Context Mapper

Context Synchronizer

Context Instantiator

High-Level Context Reasoner

Context Classifier

Context Verifier

Data Curation Layer

5
4

2

ctx0  rdf:type Context .

ctx0  rdf:type Inactivity .

ctx0  hasActivity act_lyingdown .

ctx0  hasLocation loc_office .

ctx0  hasEmotion emo_boredom .

ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .

ctx0  rdf:type hasActivity only ({act_lyingdown}) .

ctx0  rdf:type hasLocation only ({loc_office }) .

ctx0  rdf:type hasEmotion only ({emo_boredom}) .

ctx0  rdf:type Context .

ctx0  rdf:type Inactivity .

ctx0  hasActivity act_lyingdown .

ctx0  hasLocation loc_office .

ctx0  hasEmotion emo_boredom .

ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .

ctx0  hasEndTime “2015-08-10T11:05:30”^^dateTime .

ctx0  rdf:type hasActivity only ({act_lyingdown}) .

ctx0  rdf:type hasLocation only ({loc_office }) .

ctx0  rdf:type hasEmotion only ({emo_boredom}) .

3

/High-Level Context Notifier

• Context Notifier
• Communicate the newly recognized high-level context to Data 

Curation Layer for storage into the LifeLog

• Workflow:

• Store the two high-level context instances 

• If the new instance belongs to a different high-level context type 
than the previous one, notify Data Curation Layer about the 
detection of a new high-level context

• Tool:

(including RDF API and Ontology API)

4

5

ctx rdf:type Context .

ctx rdf:type OfficeWork .

ctx hasActivity act_sitting .

ctx hasLocation loc_office .

ctx hasEmotion emo_boredom .

ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .

ctx rdf:type hasActivity only ({act_sitting}) .

ctx rdf:type hasLocation only ({loc_office }) .

ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx0  rdf:type Context .

ctx0  rdf:type Inactivity .

ctx0  hasActivity act_lyingdown .

ctx0  hasLocation loc_office .

ctx0  hasEmotion emo_boredom .

ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .

ctx0  hasEndTime “2015-08-10T11:05:30”^^dateTime .
ctx0  rdf:type hasActivity only ({act_lyingdown}) .

ctx0  rdf:type hasLocation only ({loc_office }) .

ctx0  rdf:type hasEmotion only ({emo_boredom}) .

Context 
Ontology 
Manager

Context 
Ontology
Storage

Ontology Model 
Manager

Context Handler

Context Query 
Generator

High-Level Context Builder

High-Level Context Notifier

1

Context Mapper

Context Synchronizer

Context Instantiator

High-Level Context Reasoner

Context Classifier

Context Verifier

Data Curation Layer

5
4

2

3
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/High-Level Context Notifier Flowchart

/Technologies for Data Representation

• Ontologies are formalized vocabularies of terms, often covering a specific domain and 
shared by a community of users 

• Vocabulary of terms plus explicit characterizations of the assumptions made in interpreting those 
terms

• Include some notion of hierarchical classification (is-a)

• Definition of classes through description of their characteristics

• Possibility of using inference to help in management and deployment of the knowledge

• Why ontologies?
• The semantics of a language can tell us precisely how to interpret a complex expression

• Ontologies have formal semantics which provide an unambiguous interpretation of the descriptions 

742



/Technologies for Data Representation

• Standard Ontology Languages 
• RDF is a framework for representing information in the Web. 

RDF graphs are sets of subject-predicate-object triples used to express descriptions of resources.

• RDF Schema is a semantic extension of RDF. 

RDFS provides mechanisms for describing groups of related resources and the relationships between these 
resources.

• OWL is an ontology language for the Semantic Web with formally defined meaning. 

OWL adds an additional layer of semantics on top of RDF

Standard Features Limitations or disadvantages

RDF 1.1 Assert statements (rdf:Statement and rdf:subject, rdf:predicate, rdf:object) Very, very restricted vocabulary

No inference

RDF 

Schema

Define classes (rdfs:Class) and their hierarchy (rdfs:subClassOf) 

Define properties (rdfs:Property) and their hierarchy (rdfs:subPropertyOf)

Restricted vocabulary

No rigid structure, i.e., no constraints

OWL 2 Describe data in terms of set operations (owl:unionOf)

Define equivalences (owl:sameAs)

Restrict property values (owl:allValuesFrom)

Define annotations or meta-meta-data (owl:deprecatedProperty)

More complex ontology

RDF 1.1 (Resource Description Framework) http://www.w3.org/TR/rdf11-concepts/

RDFS (RDF Schema) http://www.w3.org/TR/rdf-schema/  

OWL 2 (OWL 2 Web Ontology Language) http://www.w3.org/TR/owl2-overview/

/Technologies for Data Representation

• OWL 2 Syntaxes:  needed in order to store OWL 2 ontologies and to exchange them among tools 
and applications

• OWL 2 Semantics:  ways of assigning meaning to OWL 2 ontologies, which are used by reasoners
and other tools

OWL 2 (OWL 2 Web Ontology Language) http://www.w3.org/TR/owl2-overview/

Syntax Standard Status Purpose

RDF/XML Mandatory Interoperability among all OWL 2 tools

OWL/XML Optional Easier to process using XML tools

Functional Syntax Optional Easier to see the formal structure of ontologies

Manchester Syntax Optional Easier to read/write DL Ontologies

Turtle Optional Easier to read/write RDF triples

Semantics Name Advantage Disadvantage

Direct Semantics OWL 2 DL Compatible with the semantics of 

SROIQ Description Logic (FOL)

Decidable

Restrictions on some ontology structures

Less expressiveness 

RDF-Based 

Semantics

OWL 2 Full No restrictions

Expressiveness

Undecidable
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/Technologies for Data Representation

• OWL 2 Profiles:  subset of the structural elements in an ontology 

(!) OWL 2 EL, OWL 2 QL, and OWL 2 RL are even more restrictive than OWL DL

• Standard Ontology Query Language 
• SPARQL is a set of specifications that provide languages and protocols to query and manipulate RDF 

graph content on the Web or in an RDF store

Profile Supported Features Suitable for … Benefits

OWL 2 EL Polynomial time algorithms for 

standard reasoning

Very large ontologies Higher performance as a tradeoff 

for the lower expressive power

OWL 2 QL Conjunctive queries using standard 

relational DB technology

Lightweight ontologies with large 

numbers of individuals

Access the data directly via 

relational queries (e.g., SQL)

OWL 2 RL Polynomial time algorithms for 

reasoning using rule-extended 

database technologies operating 

on RDF triples

Lightweight ontologies with large 

numbers of individuals

Operate directly on data in the 

form of RDF triples

OWL 2 (OWL 2 Web Ontology Language) http://www.w3.org/TR/owl2-overview/

SPARQL 1.1  (SPARQL Query Language for RDF)    http://www.w3.org/TR/sparql11-overview/

/Tools for Ontology Engineering

Tool Description

protégé Protégé 4 supports OWL 2 on top of the OWL API. It enables users to load and 

save OWL ontologies, edit and visualize classes and properties, and check the 

ontology using an OWL reasoner.

Swoop SWOOP is a tool for creating, editing, and debugging OWL ontologies. It is an 

open source project.

NeOn Toolkit The NeOn Toolkit is an Open Source ontology engineering suite developed in 

the popular Eclipse environment. Thanks to its modular design and a rich 

choice of plug-ins, the NeOn Toolkit not only allows editing of ontologies but 

also provides a variety of leading-edge functionalities, including support for 

modularization, consistency checking and debugging, alignments and mapping, 

DB integration, as well as several novel means for visualizing and navigating 

large ontologies and ontology networks. In addition, it has a unique built-in 

support for deploying ontology design patterns and for managing ontology 

development projects, in accordance with the procedures and methods 

specified in the NeOn Methodology.

http://www.w3.org/2001/sw/wiki/OWL/Implementations

http://www.w3.org/wiki/Ontology_editors
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/Ontology Frameworks and APIs

API Description

OWL API The OWL API is an API for working with OWL 2 ontologies. It comes with a Java 

based reference implementation. The OWL API reference implementation 

includes parsers and renderers for RDF/XML, OWL/XML, Turtle, and Manchester 

OWL Syntax. It provides a standard interface to various OWL reasoners

Framework Description

Jena Jena, a Java RDF API and toolkit (triple store, programming environment, 

reasoner, rule reasoner, owl reasoner, rdfs reasoner, parser). Directly usable 

from Java

Sesame Sesame is a powerful Java framework for processing and handling RDF data. 

This includes creating, parsing, storing, inferencing and querying over such 

data. It offers an easy-to-use API that can be connected to all leading RDF 

storage solutions

/Tools for Ontological Reasoning

Tool Native Profiles Semantics (Non-) Conformance Description

CEL OWL EL Direct Lacks support for nominals

(ObjectHasValue and 

ObjectOneOf) and 

datatypes/values.

CEL is an open-source polynomial-time Classifier 

for the OWL 2 EL profile. It has demonstrated 

scalability and proved well suited for several 

biomedical ontologies.

FaCT++ OWL DL Direct Fully conformant except for 

keys and some datatypes

(coming soon).

FaCT++ is an open-source tableaux-based OWL 2 DL 

reasoner. It is implemented in C++ and shows 

exceptional performance on expressive ontologies.

HermiT OWL DL Direct Fully conformant Based on a novel "hypertableau" algorithm, HermiT

can determine whether or not the input ontology is  

consistent, identify subsumption relationships 

between classes, and much more.

Pellet OWL DL, EL Direct Fully conformant Pellet is an open source reasoner for OWL 2 DL in 

Java. It provides standard and cutting-edge 

reasoning services for OWL ontologies.

RacerPro OWL DL Direct RacerPro is a commercial (but free for research) 

OWL reasoner and inference server.

http://www.w3.org/2001/sw/wiki/OWL/Implementations

Since it 
supports 
SWRL 
Built-in 
atoms
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/Tools and Technologies

• Data Representation
o Ontological representation (OWL2)

• Ontology Query Language
o SPARQL

• Ontology Engineering
o Protégé

• Ontological Reasoner
o Pellet

• Ontological Framework
o Jena (Semantic Web Framework)

• Ontology Storage (Triplestore)
o Jena TDB 

• Programming Language
o Java

/Uniqueness and Contributions (1/2)

• High-level Context Awareness with nutrition information

• The High-level context awareness engine recognize more 

specific context considering 4 kinds information

• Physical Activities

• Emotions

• Nutrition

• Location
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/Uniqueness and Contributions (2/2)

• Engineering of an Mining Minds Context Ontology for context definition

• Design and implementation of methodology for high level context recognition.

• Identification of the issues associated to low-level and high-level context 
synchronization

• Reasoning in order to derive High-level context from Low-level context
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Knowledge Curation Layer

/Today Agenda

KCL Overview

• KCL Taxonomy

• KCL Intended Acquisition Paths

KCL Architecture

Data Driven Knowledge Acquisition 

Expert Driven Knowledge Acquisition
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/

Knowledge Maintenance
(MCRDR)

Scope of Knowledge Curation Layer

Knowledge Acquisition

Knowledge Resources

Data-Driven
Expert Knowledge-

Driven
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Knowledge 
Acquisition Editor

Case Base Probabilistic Model

Rule Base
Cornerstone

Case Base

Guidelines Structured 
Knowledge 
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/

Knowledge Maintenance
(MCRDR)

Scope of Knowledge Curation Layer: Rule Creation Paths

Knowledge Acquisition

Knowledge Resources

Data-Driven
Expert Knowledge-

Driven
Algorithm Selection

Knowledge 
Acquisition Editor

Case Base Probabilistic Model

Rule Base
Cornerstone

Case Base

Guidelines Structured 
Knowledge 

1 2 3 4

1

2 3 4

2 Direct Rules Creation

3 Rules creation from Guidelines

4 Rules creation from unstructured resources

1 Rules creation from domain data

Descriptive Unstructured 
Knowledge (CNL)

X
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/

User Profile and Lifelog Structured Data
(Wellness)

Classification ModelModel Creation

#1
Appropriate Algorithm Selection

J48

Data-Driven Knowledge Acquisition

Expert-Driven Knowledge Acquisition

Guidelines Manager

Feature ModelFeature Model Manager

Feature Modeling Toolkit

Data-Driven Knowledge Acquisition (Path 1)

/

MCRDR-Based
Knowledgebase

#2

Model Loader

Expert-Driven Knowledge Acquisition (Path 2)

Rule Validator
Rule Creator

Artifacts LoaderIntelli-sense Manager

Expert
Knowledge Transformation 

Bridge

Situation Event
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/Expert-Driven Knowledge Acquisition (Path 3)

Knowledge Acquisition Tool 
 decision tree Diabetes-Type2

Diabetes Type-2

Male

Female

Fruits Berries

Green Leafy

Vegetables, Fruits

Test

Outcome

Legend

Diabetes Type-2 (Recommendations)

Adulthood (19-65

years)

Vegetables and Fruits |  The 

Nutrition Source |  Harvard 

T.H. Chan School of Public 

Health.

Available: 

http://www.hsph.harvard.edu/n

utritionsource/whatshouldyou

eat/

vegetablesandfruits/

 True

 True True

 True

 True  True

GTM
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Model 

Manager
Rule Editor

Guideline Manager
Knowledge Transformation 

Bridge

MCRDR-Based Knowledgebase

MLM File Repository

MLM1 MLMn

…

1

Guideline Template Model (GTM) to transform the experts knowledge into guidelines tree

Knowledge Transformation Bridge transform knowledge rules into MLM and MCRDR to 
maintain the knowledge bases.

2

1

2

X

/Knowledge Curation Layer
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Data Driven Knowledge Acquisition

/

Knowledge Maintenance
(MCRDR)

Scope of Data Driven Knowledge Acquisition for MM Ver. 2.5

Knowledge Acquisition
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Data-Driven
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Case Base
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1

1
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/What is Knowledge Acquisition?

• Knowledge acquisition is the process of extracting, 

structuring and organizing knowledge from one source

• Source can be Structured or Unstructured Data

Relatively easy to analyze

Data Driven: Improving Business 
and Society Through Data

/What is Data Driven? 

• Data driven is a powerful approach, which  
• process existing data and then create new ones from them.

• requires less up-front knowledge, but a lot more back-end computation and 
experimentation

http://www.cad.zju.edu.cn/home/zhx/csmath/lib/exe/fetch.php?media=2013:csmath-01-data-driven.pdf
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/Machine Learning and Data Driven

http://www.computervisionblog.com/2015/03/deep-learning-vs-machine-learning-vs.html

• Machine learning follows data driven approach
• Extracts hidden patterns of large data using different computerized algorithms

Model Creation

Model Execution

/Machine Learning and Data Preprocessing

• Machine learning algorithms learn from data that should
• be right

• be in a useful scale and format

• includes meaningful features

• Data Preprocessing describes any type of process performed on 
raw data to prepare it into an understandable format

http://www.mimuw.edu.pl/~son/datamining/DM/4-preprocess.pdf

disciplined

Handling of data

Better and 
consistent

Results
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/Data Preprocessing

• Real world data is usually in raw structured format
• incomplete: lacking attribute values, containing only aggregate data

• e.g., occupation=“ ”

• noisy: containing errors or outliers
• e.g., Salary=“-10”

• inconsistent: containing discrepancies in codes or names
• e.g., Age=“42” Birthday=“03/07/1997”

• e.g., Was rating “1,2,3”, now rating “A, B, C” 

• No quality data, no quality mining results!
• Quality decisions must be based on quality data

• Data preprocessing lacks the support of Expert-Driven Feature Modeling.

http://www.mimuw.edu.pl/~son/datamining/DM/4-preprocess.pdf

/What is Feature Modeling?

• A feature model defines the valid combinations of features in a domain.

• Used widely in domain engineering [1,2]

www2.fiit.stuba.sk/~vranic/pub/FMM.pdf
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/Related Works

Category Study Features Limitations

Feature Modeling Sánchez [1], Vranić [2]

• Addresses quality attributes at run time 
by means of feature models

• Context based feature selection  
• Used in the field of Software Product 

Lines (SPL)

• Requires extra engineering efforts at 
development time for designing and mapping 
the model

Data Preprocessing Kwiatkowska [3], Dimitriadis [4], 

• Prepared consistent and calibrated 
baseline dataset

• Handle noisy, highly variable data

• Knowledge engineer dependency

Algorithm Selection
Smith [5], Ali and Smith [6], Song 
[7], Wang [8]

• Finds best classification algorithm
• Considered multiple datasets
• Considered multiple algorithms

• Use a sub-set of meta-features
• Use single-metric evaluation criteria
• Use black-box learning techniques for model 

creation

Model Learning Dimitriadis [4], Bachman [9]

• Extract new knowledge 
• Create effective set of decision rules
• Worked on Time, space, and medical 

domain

• Used fixed machine learning methods (ZeroR, 
NaiveBayes, J48, SVM)

• Knowledge engineer dependency

/Limitations

• Expert manually select machine learning algorithm for building 

classification model

• Use a sub-set of meta-features

• Lack of feature modeling for preprocessing of data
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/Motivations – Challenges - Solutions

For yielding correct classification model in
any domain, selection of quality data
requires domain configuration/engineering
as well as data preprocessing

There exist lot of ML methods that can be
utilized to build classification model for large
amount of data

A classification model can auto generate
recommendation for different services

How to select, manage, and process
quality attributes?

How to automatically select an
appropriate ML method for learning
classification model appropriately?

How to build a classification model?

Integration of Data 
Pre-Processing with 
Feature Modeling

Meta-learning

Model Learning

Motivations Challenges Solutions
Ch-1

Ch-2

Ch-3

Sol-1

Sol-2

Sol-3

/

Knowledge Creation & Evolution 
Data-Driven

Data Driven Knowledge Acquisition

Feature Model Manager

Query Configuration

Feature 
Model

Expert-Driven

Automatic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Knowledge Maintenance

Input Case Loader

Case Inferencing

Solution 
Generator

Rule Path 
Extractor

Case Tester

Knowledge Builder

Classification 
Decision Maker

Rule Locator
Stop 

Classification
Replacing 

Classification

New Classification

Rule Builder

Cornerstone Case 
Loader

Difference List 
Generator

Features SelectorCase Validator

Case 
with 
Rule 

Addition

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Evidence Support

Query 
Generation

Evidence 
Searching

Evidence Presentation

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Solution-1
Preprocessing with 
Feature Modeling

Solution-2
Meta-learning

Solution-3
Model Learning

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model
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/

1

Domain Expert
Write conditions

Data Curation Layer

@POST:  URL: DCL/data?kclquery=query

@GET: URL: DCL/schema

Working Scenario - MM V2.0

RESTful 
Web Services

Diabetes 
Schema

Diabetes  
Data

@GET: schema

2

4

5

7

Schema Parser

3

Data Parser

8

@POST: data

http://163.180.116.105:8080/DDKAT/

query : {{ table="UserInfo", column = "User-ID", condition = ""},
{ table="UserInfo", column = "Age", condition = ">=21"},
….,{ table="UserInfo", column = "Gender", condition = “F"}}

Select features

6

Diabetes –
Unprocessed Data

CSV conversion

save

9

10

/

1,6,148,72,35,5468,33.6,0.627,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
3,8,183,64,0,0,23.3,0.672,32,Positive

1,6,148,72,35,5468,33.6,0.627,50,Positive
2,1,85,66,29,205.309368,26.6,0.351,31,Negative
3,8,183,64,27.775044, 205.309368,23.3,0.672,32,Positive

Filtered Data

Replace with 
Mean values

Identify 
Outlier & 
Extreme 
values

Replace Missing 
values with 

Mean/Mode

Working Scenario - MM V2.0 (continue)

Load csv data

12

14

Consistent Data

17 Data Transformation
Discretized  Data

19

Features Selection

Diabetes –
Unprocessed Data

10

11

Original Data

Filled Data

13

Extreme Value Location :
Instance no - 1, Attribute no - 6

Extreme Value : 5468.0
Replaced Value : 198.45

Outlier Location :
Instance no - 5, Attribute no - 8

Outlier Value : 2.288
Replaced Value : 0.51

1,6,148,72,35,198.45,33.6,0.627,50,Positive
2,1,85,66,29,205.309368,26.6,0.351,31,Negative
3,8,183,64,27.775044,205.309368,23.3,0.672,32,Positive
4,1,89,66,23,94,28.1,0.167,21,Negative
5,0,137,40,35,168,43.1,0.51,33,Positive

15

16

'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …….. ,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'',………., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'',………., \'(45-57]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'',…………,'\'(-inf-33]\''

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.627,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
137,43.1,2.288,33,Positive
116,25.6,0.201,30,Negative

18
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/

Save Classification Model

Working Scenario - MM V2.0 (continue)

20

Classification Model

23

Compute Accuracy

21

Visualize Decision Tree

22

Filtered Data

1,6,148,72,35,5468,33.6,0.627,50,Positive
2,1,85,66,29,205.309368,26.6,0.351,31,Negative
3,8,183,64,27.775044, 205.309368,23.3,0.672,32,Positive

Filled Data

1,6,148,72,35,198.45,33.6,0.627,50,Positive
2,1,85,66,29,205.309368,26.6,0.351,31,Negative
3,8,183,64,27.775044,205.309368,23.3,0.672,32,Positive
4,1,89,66,23,94,28.1,0.167,21,Negative
5,0,137,40,35,168,43.1,0.51,33,Positive

Consistent Data

'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …….. ,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'',………., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'',………., \'(45-57]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'',…………,'\'(-inf-33]\''

Discretized  Data

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.627,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
137,43.1,2.288,33,Positive
116,25.6,0.201,30,Negative

Original Data Evaluatuion === Confusion Matrix ===

a   b   <-- classified as
142 126 |   a = Positive
94 406 |   b = Negative

Original Data Accuracy 71.35%

Filled Data Evaluatuion === Confusion Matrix ===

a   b   <-- classified as
163 105 |   a = Positive
101 399 |   b = Negative

Filled Data Accuracy 73.18%

Consistent Data Evaluatuion === Confusion Matrix

a   b   <-- classified as
156 112 |   a = Positive
92 408 |   b = Negative

Consistent Data Accuracy 73.44%

1,6,148,72,35,5468,33.6,0.627,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
3,8,183,64,0,0,23.3,0.672,32,Positive

Original Data

Discretized Data Evaluatuion === Confusion Matrix
a   b   <-- classified as

147 121 |   a = Positive
81 419 |   b = Negative

Discretized Data Accuracy 73.70%

Filtered Data Evaluatuion === Confusion Matrix ===
a   b   <-- classified as

142 126 |   a = Positive
73 427 |   b = Negative

Filtered Data Accuracy 74.09%

/Data Driven Knowledge Acquisition - MM V2.0

Knowledge Creation & Evolution 
Data-Driven Knowledge Acquisition

Feature Model 
Manager

Query 
Configuration

Schema Loader

Preprocessor

Algorithm Selector

Algorithm 
Selection

Model Learner

Rule Learning

Data Curation Layer

Missing Value 
Handler

Data Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Knowledge
Base

Classification
Model

Data

Schema

• Input:
• Diabetes schema from DCL
• Diabetes data from DCL

• Output:
• Classification model (decision tree)

Passive Data Reader

Physical Data Store

Schema Data

Demo
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/Tools and Technologies - MM V2.0

• Language
• Java

• Frameworks:
• Spring MVC

• Bootstrap

• APIs:
• Weka

• IDEs:
• Eclipse

• Database
• UCI - Diabetes Dataset

/Technical Contributions - MM V2.0 

• Classification model creation

• Feature model creation

• Data preprocessing

• Integration with big data repository
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/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Automatic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Project Plan: Data-Driven Knowledge Acquisition
Tasks for MM2.5 

Feature Model Manager
• Persistence of Feature Model
• Features Grouping

Preprocessor
• GUI improvement for huge 

lifelog data display
• Persistence of Processed Data

Model Learner
• Rule learning based on newly 

selected algorithm
Algorithm Selector
• Integrating algorithm 

selection model into data 
driven knowledge acquisition

Classification Model
• Rules conformance with 

Expert-Driven

Automatic Algorithm Selection 
Model Creator
• Developing meta-features 

extractor for new dataset
• Creating algorithms section 

model

/Development Plan
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/Data Driven Knowledge Acquisition Ver. 2.0 – Use cases

Use Case #ID Use Case Name

KCL2-SUC-05 Retrieve user profile and lifelog schema

KCL2-SUC-01 Build feature model

KCL2-SUC-06 Retrieve user profile and lifelog data

KCL2-SUC-02 Prepare lifelog and user profile data

KCL2-SUC-13 Learn classification model

uc SystemSpecs Use Cases-withoutRDR

KCLV2.0

(from ExpertDriven)

Create Situation Ev ent

Domain Expert

(from 

Actors)

(from ExpertDriven)

Generate Guideline

(from ExpertDriven)

Manage concepts of 

domain model

(from ExpertDriven)

Transform Knowledge 

Rule

(from ExpertDriven)

Validate Guideline

(from DataDriven)

Build feature model

(from DataDriven)

Prepare lifelog and 

user profile data

(from DataDriven)

Recommend 

appropriate 

classification 

algorithm

«actor»

UCI datasets archeiv e

(from Actors)

(from DataDriven)

Retriev e user profile 

and lifelog data

(from DataDriven)

Retriev e user profile 

and lifelog schema

(from DataDriven)

Ev aluate 

Performanance of 

Decision Tree 

Algorithm

(from DataDriven)

Extract meta-features of 

classification datasets

(from DataDriven)

Create automatic algorithm 

recommendation model

(from ExpertDriven)

Create Rule

(from ExpertDriven)

Validate Rule

Knowledge Engineer

(from 

Actors)

(from DataDriven)

Integrate automatic algorithm 

recommendation model

(from DataDriven)

Learn classification 

model

«include»

«precedes»

«flow»

«flow»

«precedes»

«precedes»

«invokes»

«extend»

«invokes»

«precedes»

«include»

«precedes»

«invokes»

«include»

«precedes»

Expert Driven

/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Retrieve user 
profile and 

lifelog schema

Retrieve user 
profile and 
lifelog data

Build feature 
model

Prepare lifelog 
and user 

profile data

Learn 
classification 

model

• Data Cleaning

• Fill in missing values, identify or remove outliers

• Data Transformation

• Generalization: concept hierarchy climbing

• Data Reduction

• Obtains reduced representation in volume

• Feature Modeling

• Select the attributes

• Model Learning

• Generate the decision tree

Data Driven Knowledge Acquisition Ver. 2.0 – Use cases
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/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2-SUC-05: Retrieve user profile and lifelog schema
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To help domain expert to view all available features for 
building feature model

• Methodology

 Communication: Restful Service between Feature Model 
Manager and DCL

 Lifelog Schema Loader (operation)

1. Input: Required configuration of domain

2. Processing:

a. Domain expert selects the domain and sends 
requests to DCL for user profile and lifelog schema.

b. DCL shares the user profile and lifelog schema

c. System receives the user profile and lifelog schema  

d. System saves the received schema into schema 
storage

3. Output: forwards the received schema to Query 
Configuration Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e Learn

in
g 

A
lgo

rith
m

s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2-SUC-05: Retrieve user profile and lifelog schema
Use Case Functions

Data Curation 
Layer

Lifelog Data

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Retrieve 
user profile 
and lifelog 

schema

Request of user 
profile and 

lifelog schema 
to DCL

Receiving user 
profile and 

lifelog schema 
from DCL

Plotting of user 
profile and 

lifelog schema

Persistence of 
user profile and 
lifelog schema
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/KCL2-SUC-05: Retrieve user profile and lifelog schema
Implementation

Data Curation 
Layer

Lifelog Data

Schema

/

@GET: Output

@GET: Input

RESTful Web Services

Knowledge Creation &
Evolution 

Data-Driven 

Feature Model 
Manager 

URL: localhost/schema

@GET: Output

[   {
"tblUsers": [
{
"col": "User-ID",
"datatype": "int"

}, {
"col": "Age",
"datatype": "int"

}, {
"col": "Gender",
"datatype": "varchar",
"size": 50

},
……
]  },
……

}  ]   

@GET: Input

Data Curation 
Layer

Lifelog Data

KCL2-SUC-05: Retrieve user profile and lifelog schema
Implementation
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Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model
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ach
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Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2-SUC-01: Build feature model
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To define the valid combinations of features in a domain for 
building feature model

• Methodology

 Query Configuration (operation)

1. Input: Lifelog schema

2. Processing:

a. Domain expert retrieves the schema from schema 
storage.

b. System loads and plots the schema

c. Domain expert builds the feature models as follows:

a. Select the required features for corresponding 
domain

b. Verify the consistency of the selected features 
(such as concept hierarchy)

c. Save the feature model

d. System persists the feature model into repository.

3. Output: builds the feature model and forwards that model 
to Lifelog Data Loader

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model
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Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2-SUC-01: Build feature model
Use Case Functions

Data Curation 
Layer

Lifelog Data

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Build 
feature 
model

Selection of 
features from 

user profile 
and lifelog 

schema
Visualize the 

selected 
features

Persistence of 
feature model
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/KCL2-SUC-01: Build feature model
Implementation

<<Physical Activity Schema>>
<?xml version="1.0" encoding="UTF-8"?> 
<xs:element name="tblUsers">
<xs:complexType>

<xs:sequence>
<xs:element name="User-ID" type="xs:int"/>
<xs:element name=“Age" type="xs:int"/>
<xs:element name=“Gender" type="xs:string"/>

</xs:sequence>
</xs:complexType>
<xs:key name=“tblUserKey" msdata:PrimaryKey="true">

<xs:selector xpath=".//tblUser"/>
<xs:field xpath="User-ID"/>

</xs:key>
</xs:element>
<xs:element name="tblUserGoal">
<xs:complexType>

<xs:sequence>
<xs:element name=“BMI" type="xs:float"/>
<xs:element name=“WeightStatus" type="xs:string"/>
<xs:element name=“CaloriesBurnedPerDay" type="xs:int"/>
<xs:element name=“Recommendation" type="xs:string"/>

</xs:sequence>
</xs:complexType>
<xs:keyref name=“tblUserGoalFKey" refer="tblUserKey">

<xs:selector xpath=".//tblUserGoal" />
<xs:field xpath="User-ID" />

</xs:keyref>
</xs:element>

Feature Model

/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model
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Archived 
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Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2-SUC-06: Retrieve user profile and lifelog data
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To help domain expert to view unprocessed user profile and 
lifelog data 

• Methodology

 Communication: Restful Service between Preprocessor and 
DCL

 Lifelog Data Loader (operation)

1. Input: Feature model and lifelog data 

2. Processing:

a. Domain expert loads the feature model for selected 
domain

b. System loads the corresponding feature model

c. Domain expert sends request to DCL for user profile 
and lifelog data based on loaded feature model

d. DCL shares the user profile and lifelog data

e. System receives the user profile and lifelog data

f. System saves the received lifelog data

3. Output: forwards the lifelog data to Missing Value Handler

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model
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Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation
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Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
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Algorithm 
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Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

KCL2-SUC-06: Retrieve user profile and lifelog data
Use Case Functions

Data Curation 
Layer

Lifelog Data

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Retrieve 
user profile 
and lifelog 

data

Request of user 
profile and 

lifelog data to 
DCL

Receiving user 
profile and 
lifelog data 
from DCL

Visualization of 
user profile and 
lifelog selected 

data

Persistence of 
user profile and 
lifelog selected 

data

/

@Post: Output

RESTful Web Services

Knowledge Creation &
Evolution 

Data-Driven 

Feature Model 
Manager 

Preprocessor

@Post: Input

@Post: Output

[   {
{ “User-ID”:1, “Age”:34,  “Gender”:”M”, “BMI”:26.5, “WeightStatus”:”Overweight”,  

“CaloriesBurnedPerDay”:1250, “Recommendation”: “ModerateActivity”},
{ “User-ID”:2, “Age”:22,  “Gender”:”M”, “BMI”:22.8, “WeightStatus”:”Normal”,  

“CaloriesBurnedPerDay”:1620, “Recommendation”: “LightActivity”},
…………………………………….
…………………………………….     }  ]   

@Post: Input

[   {
"tblUsers": [
{
"col": "User-ID",
"datatype": "int"

}, {
"col": "Age",
"datatype": "int"

}, {
"col": "Gender",
"datatype": "varchar",
"size": 50

}, ]  },
{
"tblUserGoal": [
{
"col": "BMI",
"datatype": "float"

},  { ……},
[  {

"relatedTable": "tblUsers",
"relatedCol": "User-ID"

}  ]   ]  
}   ]

KCL2-SUC-06: Retrieve user profile and lifelog data
Implementation

Data Curation 
Layer

Lifelog Data
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KCL2-SUC-02: Prepare lifelog and user profile data (1/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Missing Value Handler (operation)

1. Input: unprocessed data

2. Processing:

a. Domain expert loads the unprocessed data

b. System displays the retrieved data

c. For each attribute:

i. Domain expert identifies the missing values 
and select appropriate method from following 
options for missing value replacement.

• Mean

• Mode

ii. System replaces the missing values using 
selected method.

d. Domain expert saves the processed data into 
repository

3. Output: forwards the processed data to Outlier Handler

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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/KCL2-SUC-02: Prepare lifelog and user profile data (1/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

• Mean/Mode substitution
• Replace missing value with sample mean or mode, which are two kinds of “averages”.
• The "mean" is the "average" you're used to, where you add up all the numbers and 

then divide by the number of numbers.
• The "mode" is the value that occurs most often. If no number is repeated, then there 

is no mode for the list.

• Dummy Variable Adjustment
• Create an indicator for missing value (1=value is missing for observation; 0=value is 

observed for observation)
• Impute missing values to a constant (such as the mean)
• Include missing indicator in regression

• Regression Imputation
• Replaces missing values with predicted score from a regression equation.

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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KCL2-SUC-02: Prepare lifelog and user profile data (2/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Outlier Handler (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the processed data

b. System displays the retrieved data

c. For each attribute:

i. Domain expert apply outlier detection method 
such as interquartile range and scatterplot.

ii. System display the outliers

iii. Domain expert select appropriate method from 
following options for outlier replacement.

• Mean

• Mode

iv. System replace the outlier using selected method.

d. Domain expert saves the processed data into repository

3. Output: forwards the processed data to Transformation

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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/KCL2-SUC-02: Prepare lifelog and user profile data (2/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

Unprocessed Data

• Outlier
• An outlier is an observation which deviates so much from the other observations 

• Detection Methods
• Statistical Methods

• Parametric
• Non-Parametric

• Histogram
• Inter Quartile Ranges (IQR)

• Proximity-Based Methods
• Clustering-Based Methods

Missing Value Handler | Outlier Handler | Transformation | Features Selection

/KCL2-SUC-02: Prepare lifelog and user profile data (2/4)

• Inter Quartile Ranges (IQR)
• Calculate the interquartile range (IQR) of data

• IQR = Quartile 3 – Quartile 1

• Multiply the interquartile range (IQR) by the 
number 1.5

• Add 1.5 x (IQR) to the third quartile. Any 
number greater than this is a suspected 
outlier.

• (Quartile 3) + (1.5 × IQR)

• Subtract 1.5 x (IQR) from the first quartile. 
Any number less than this is a suspected 
outlier.

• (Quartile 1) – (1.5 × IQR)

Missing Value Handler | Outlier Handler | Transformation | Features Selection

outliers outliers
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KCL2-SUC-02: Prepare lifelog and user profile data (3/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Transformation (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the processed data

b. System displays the retrieved data

c. For each attribute:

i. Domain expert identifies, normalizes the non-
transformed values, and updates the dataset.

ii. System modifies the values set and update the 
dataset

d. Domain expert saves the processed data into 
repository

3. Output: forwards the processed data to Feature Selection
Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Missing Value Handler | Outlier Handler | Transformation | Features Selection

/KCL2-SUC-02: Prepare lifelog and user profile data (3/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

• Transformation
• A function that maps the entire set of values of a given attribute to 

a new set of replacement values such that each old value can be 
identified with one of the new values 

• Methods
• Discretization: Concept hierarchy climbing
• Smoothing: Remove noise from data
• Attribute/feature construction

• New attributes constructed from the given ones
• Aggregation: Summarization, data cube construction
• Normalization: Scaled to fall within a smaller, specified range

Missing Value Handler | Outlier Handler | Transformation | Features Selection

CaloriesBurnedPerDay

Low

Normal

Low

Low

Low

…

Low
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> 1650  High
1600 – 1650   Normal
< 1600  Low
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/KCL2-SUC-02: Prepare lifelog and user profile data (3/4)
Missing Value Handler | Outlier Handler | Transformation | Features Selection

• Discretization: Concept hierarchy climbing
• Divide the range of a continuous attribute into intervals
• Interval labels can then be used to replace actual data values
• Discretization can be performed recursively on an attribute

• Typical methods:
• Binning

• Equal-width (distance) partitioning
• Divides the range into N intervals of equal size: uniform grid
• if A and B are the lowest and highest values of the attribute, the width of intervals              

will be: W = (B –A)/N.

• Equal-depth (frequency) partitioning
• Divides the range into N intervals, each containing approximately same number of 

samples

• Histogram analysis
• Clustering analysis
• Correlation analysis
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KCL2-SUC-02: Prepare lifelog and user profile data (4/4)

Data Curation 
Layer

Lifelog Data

• Objective

 To preprocess the data to generate models with high accuracy.

• Methodology

 Feature Selection (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the processed data

b. System displays the retrieved data

c. Domain expert applies the attributes filtration 
techniques (i.e. ranking)

d. System computes the ranks for all attributes and 
displays to expert

e. Domain expert select the highly ranked attributes 
(i.e. rank value >= 0.8)

f. System filters the attributes based on selected 
attributes and displays to domain expert

g. Domain expert saves the processed data into 
repository

3. Output: processed data

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

Missing Value Handler | Outlier Handler | Transformation | Features Selection
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/KCL2-SUC-02: Prepare lifelog and user profile data (4/4)

User-ID Age Gender BMI WeightStatus CaloriesBurnedPerDay Recommendation

1 34 M 26.5 Overweight 1250 ModerateActivity

2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity

Unprocessed Data

• Feature Selection
• It is the process of selecting a subset of relevant features for use in model construction.

• Feature Selection Algorithms
• Filter Methods

• Chi Squared test
• Information Gain score
• Correlation Coefficient score

• Wrapper Methods
• Embedded Methods

Missing Value Handler | Outlier Handler | Transformation | Features Selection

xx x

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑺 =

𝒊=𝟏

𝒄

ሻ−𝒑𝒊 ∗ 𝒍𝒐𝒈𝟐(𝒑𝒊

𝑰𝒏𝒇𝒐𝒓𝒎𝒂𝒕𝒊𝒐𝒏 𝑮𝒂𝒊𝒏 𝑺,𝑭𝒊 = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑺 − 

𝒗𝒊𝝐𝑽𝑭𝒋

𝑺𝒗𝒊
𝑺

∗ 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺 ሻ𝒗𝒊

Where: pi - proportion of the examples belonging to the i-th class.

Svi – subset of S, for which feature Fj has value vi

VFj – set of all possible values of feature Fj
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KCL2-SUC-13: Learn classification model
Use Case

Data Curation 
Layer

Lifelog Data

• Objective

 To generate the classification model.

• Methodology

 Rule Learning (operation)

1. Input: processed data

2. Processing:

a. Domain expert loads the user profile lifelog 
processed data for selected domain

b. System loads the corresponding processed data

c. Domain expert  selects the J48 learning algorithm 

d. System loads the J48 decision tree algorithm and 
generate the classification model

e. Domain expert saves the model.

3. Output: classification model

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model
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KCL2-SUC-13: Learn classification model
Use Case Functions

Data Curation 
Layer

Lifelog Data

Knowledge Base

Knowledgebase
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Models
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Case Base 

Classification
Model

Learn 
classification 

model

Load processed 
data

Load decision 
tree learning 

algorithm

Model learning
Persistence of 
learned model

/KCL2-SUC-13: Learn classification model
Implementation

Preprocessed Data

Age Gender WeightStatus Recommendation

34 M Overweight ModerateActivity

22 M Normal LightActivity

18 M Normal ModerateActivity

34 F Normal ModerateActivity

65 F Obese HeavyActivity

.. .. .. ..

19 M Overweight HeavyActivity

65 M Normal ModerateActivity

Processed Data

J48

Classification Model

Classification
Model

Algorithm: J48 – Decision Tree
1.Check for base cases
2.For each attribute a, find information gain ratio
3.Find the attribute a_best with the highest normalized information gain
4.Create a decision node based on a_best
5.Recur on the sublists obtained by splitting on a_best, and add as child nodes

Decision Tree
Algorithm
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2 22 M 22.8 Normal 1620 LightActivity

3 18 M 24.3 Normal 1600 ModerateActivity

4 34 F Normal 1630 ModerateActivity

5 65 F 33.9 Obese 500 HeavyActivity

.. .. .. .. .. … ..

19 19 M 229.0 Overweight 1400 HeavyActivity

20 65 M 24.5 Normal 1650 ModerateActivity
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Age Gender WeightStatus Recommendation

34 M Overweight ModerateActivity

22 M Normal LightActivity
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Feature Modeling Toolkit

<<Lifelog Schema>>
<User-ID type=“xsd:int”>,
<Age …>, <Gender …>,
<BMI …>, ……
…,
<Recommendation type=“xsd:string”>

1

2

12

J48
11

Classification Model

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Classification
Model

11

13

12
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13

/Dependencies, Issues and Challenges 

• The user profile and life log schema and data retrieval from DCL

• Feature model development

• Data preprocessing

• Model learning after configuration with available machine learning 
algorithms API’s
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/Algorithm Selection

• The process of selecting an appropriate 
algorithm for learning a dataset

• Types of selecting appropriate algorithms
• Empirical analysis

• Automatic recommendation

Algorithm Selection

Empirical Analysis
(cross-validation over all 

possible algorithms)

Automatic
(meta-learning)

/Algorithm Selection

A1

A2

A 3

An

A3

Performance  P1

Performance  P2

Performance  P3

Performance  Pn

Dataset
Automatic 

Algorithm Selection

Empirical

Automatic
A3A1

A2

A 3

An
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/Use-case diagram of automatic algorithm selection

Use Case #ID Use Case Name

KCL2-SUC-07 Extract meta-features of classification datasets

KCL2-SUC-08 Evaluate performance of classification algorithms

KCL2-SUC-09 Create automatic algorithm selection Model

KCL2-SUC-10
Integrate automatic algorithm recommendation 
model

KCL2-SUC-11 Recommend appropriate classification algorithm

uc SystemSpecs Use Cases-withoutRDR

KCLV2.0
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/Use-case diagram of automatic algorithm selection
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/

Use-case (KCL2-SUC-07): Extract meta-
features of classification dataset
• Objective
 Extraction of meta-characteristics

• Methodology
 Library used: OpenML dataset 

characterization library is used
 Dataset Meta-features computation 

(operation)
1. Input: UCI and OpenMl classification 

datasets
2. Processing:

a. Takes each dataset form the local 
copy of the datasets

b. Extracts basic and advanced 
statistical meta-feature and 
information theory features

c. Stores the extracted features to 
meta-feature base

3. Output: 
a. A set of meta-features

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Automatic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach
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e
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arn
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g 
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lgo
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s

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Meta-feature 
Extraction

• Meta-feature extraction

 Basic & Advanced 
Statistical

 Information theory

 Landmarking

Meta-Features Extraction
Use Case
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/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Automatic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach
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e

 Le
arn
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lgo
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s

Archived Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Meta-Features Extraction
Use Case Features Functions

Meta-
Features 

Extraction

Loading & 
Validating  

Datasets into 
Meta-features 

Extractor 
Interface

Implementing 
Algorithm for 
Statistical and 
Info. Theory 

Meta-Features

Persistence of 
extracted 

features in 
Meta-features 

base

Integrating 
Meta-feature 
extractor in 
data driven 
know. Acq. 
Interface

/List of Meta-features

No. Advanced Statistical Features

No. Basic Statistical Features Advanced Statistic 1 MeanStdDevOfNumericAtts

Simp. Statistic 1 InstanceCount Advanced Statistic 2 MeanMeansOfNumericAtts

Simp. Statistic 2 NumAttributes Advanced Statistic 3 NegativePercentage

Simp. Statistic 3 ClassCount Advanced Statistic 4 PositivePercentage

Simp. Statistic 4 PercentageOfBinaryAtts Advanced Statistic 5 DefaultAccuracy

Simp. Statistic 5 PercentageOfNominalAtts Advanced Statistic 6 IncompleteInstanceCount

Simp. Statistic 6 PercentageOfNumericAtts Advanced Statistic 7 PercentageOfMissingValues

Simp. Statistic 7 AttrWithOutlier.Prop Advanced Statistic 8 MinNominalAttDistinctValues

Simp. Statistic 8 MeanSkewnessOfNumericAtts Advanced Statistic 9 MaxNominalAttDistinctValues

Simp. Statistic 9 MeanKurtosisOfNumericAtts Advanced Statistic 10 StdvNominalAttDistinctValues

Simp. Statistic 10 MeanAbsCoef Advanced Statistic 11 MeanNominalAttDistinctValues

Simp. Statistic 11 Dimensionality

Simp. Statistic 12 NumBinaryAtts No. Information Theory Features

Simp. Statistic 13 NumNominalAtts InfTheory 1 ClassEntropy
Simp. Statistic 14 NumNumericAtts InfTheory 2 MeanAttributeEntropy
Simp. Statistic 15 NumMissingValues InfTheory 3 MeanMutualInformation

InfTheory 4 EquivalentNumberOfAtts
InfTheory 5 NoiseToSignalRatio

Total 31 Meta-features
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/Meta-features Extraction (One Dataset)

Mean Absolute Deviation
• The sum of the differences between data values and the mean, divided by the count;
• [ (x1 - mean) + (x2 - mean) + (x3 - mean) + ... + (xn - mean) ] / n

Skewness
• The sum of the cubed differences between data values and the mean, divided by the count minus 

1 times the cubed standard deviation;
• [ (x1 - mean)3 + (x2 - mean)3 + (x3 - mean)3 + ... + (xn - mean)3 ] / [ (n - 1) * s3 ]

Kurtosis
• The sum of the fourth power of differences between data values and the mean, divided by the 

count minus 1 times the fourth power of the standard standard deviation; 
• [ (x1 - mean)4 + (x2 - mean)4 + (x3 - mean)4 + ... + (xn - mean)4 ] / [ (n - 1) * s4 ]

Mean Standard Deviation (s)
• The square root of the variance;
• 2√variance or variance = s2

Root Mean Square (RMS)
.
.

Dataset

Metafeature
Extractor

Meta-features

/Meta-features Extraction  (For All Datasets)

• Types of meta-features
 Basic statistical (13)

 Advanced statistical (11)

 Information theory (5)

 Complexity characteristics

 Landmarking features

 Model-based meta-features

• Types datasets
 Classification datasets (80-100)

 Clustering

𝑑1

𝑑2

𝑑𝑛−1
𝑑𝑛

𝑚𝑓1 𝑚𝑓2 𝑚𝑓3 𝑚𝑓𝑚−1 𝑚𝑓𝑚

Mean Absolute 
Deviation

Skewness
Mean Standard 

Deviation (s)
Class Entropy

Mean Mutul
Inform

0.750390634 2.231884058 13.209362 ………… 0.814765885 0.02238773

-1 -1 -1 ………… 0.991231 -1

-1 -1 -1 ………… 0.791645 -1

. . . ………… . .

2.059351 3.21875 -13.2185 ………… -1 -1

2.070336 2.3125 -23.5571 ………… -1 -1

# 𝐸𝑥𝑝. 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛
= 𝑛 𝑛𝑜 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠 ∗ 𝑚(𝑛𝑜 𝑚𝑒𝑡𝑎𝑓𝑒𝑡𝑢𝑟𝑒𝑠ሻ

Meta-features

UCI and OpenML
Classification 

Datasets

OpenML Dataset Characterization Library
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/Performance Evaluation of Classification Algorithm

Use-case (KCL2-SUC-08): Evaluate decision tree 
classification algorithms
• Objective
 To find the most appropriate DT algorithm for the datasets

• Methodology
 Library used: Weka, Excel Statistician Tool
 ML algorithm evaluation (operation)

1. Input: UCI and OpenMl classification datasets, Weka DT 
algorithms

2. Processing:
a. Takes each dataset form the local copy of the 

archeived datasets
b. Use Weka experimenter and test the DT algorithm on 

the loaded dataset
c. Obtain all the evaluation metrics
d. Compute Balanced accuracy
e. Perform parametric test for the significantly better DT 

algorithm
f. Select the appropriate algorithm
g. Align selected algorithm with the meta-features of 

that dataset
h. Select appropriate algorithm as a class label

3. Output:  Appropriate algorithm

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e

 Le
arn

in
g 

A
lgo

rith
m

s

Archived Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Case Base

Prob. 
Models

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Performance 
Evaluation of  DT 

Algorithm

• Evaluation of DT classification Algorithms

 DT classification algorithm

 Balance accuracy as evaluation metric

 Non-parametric test for significance

/Performance Evaluation of Classification Algorithm

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model

M
ach

in
e

 Le
arn

in
g 

A
lgo

rith
m

s

Archived Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Performance 
Evaluation of  
DT Algorithm

Performing 10-fold 
CV on each dataset 
using all DT Algo. 

In Weka
Experimenter

Persistence of 
Evaluation Results 
in CSV File Format

Definition and 
Computation of 
Multi-objective 

Evaluation 
criteria

Perform Statistical  
Significance Test

21

Compare the 
results based on 

significance results

5

Select the 
appropriate 
Algorithm as 

the class label
6

Use Case Feature Functions
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/Evaluation of Decision Tree Algorithms (One Dataset)

Dataset

Random Forest
(winner)

Comparison and 
Evaluation of the 

Results

/Comparison and Evaluation of Results (One Dataset)

• Perform statistical significance test 
(Paired t-test)

1. Perform significantly better 

2. Perform equally likely, cannot decide

3. Perform significantly poor 

• Drops algorithms that performs 
significantly poor

• Perform evaluation for balanced 
accuracy

• 𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑆𝑒𝑛𝑠𝑖𝑡𝑎𝑡𝑖𝑣𝑖𝑡𝑦+𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

2
=

0.5∗𝑇𝑃

𝑇𝑃+𝐹𝑁
+

0.5∗𝑇𝑁

𝑇𝑁+𝐹𝑃

• Select the algorithm with maximum 
highest balanced accuracy value

Statistical Significance 
Test

(Paired t-test)

Check 
significance? 

Performs 
significantly

Compute Balance 
Accuracy

Performs 
equally likely

Results of Algorithm 
Performance

argmax
f(x):=Max(BalancedAccuracy)

Algorithm with Max 
Balanced Accuracy
(Random Forest)
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/Comparison and Evaluation of Results (All Datasets)

• Types algorithms
 Decision tree-based algo. (9)

 Rule-based algo.

 Probabilistic algo.
 Distance-based algo.

 Meta-learning algo.

 Function-based algo.

• Evaluation criteria
 Accuracy

 F-score

 Balanced accuracy

 Precision
 Error rate

 Time-complexity

 .

 .

• Statistical significance test
 Parametric

 Non-parametric

𝑅𝐸𝑃𝑇𝑟𝑒𝑒 𝐼𝑑3𝐶𝐴𝑅𝑇𝑅𝑎𝑛𝑑𝐹𝑜𝑟𝑒𝑠𝑡𝐽48

𝑑1

𝑑2

𝑑𝑛−1
𝑑𝑛

Balanced Acc Balanced Acc Balanced Acc Balanced Acc Balan Acc

0.86 0.71 0.82 ……… 0.61 0.82

0.56 0.73 0.52 ……… 0.61 0.62

. . . ……… . .

0.85 0.71 0.89 ……… 0.88 0.82

0.96 0.91 0.92 ……… 0.88 0.82

# 𝐸𝑥𝑝𝑓𝑜𝑟 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑛𝑔 𝑛 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠
= 𝑛 𝑛𝑜 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠 ∗ 𝑚(𝑛𝑜 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠ሻ

𝐽48

𝑅𝐸𝑃𝑇𝑟𝑒𝑒

𝐶𝐴𝑅𝑇

𝑅𝑎𝑛𝑑𝐹𝑜𝑟𝑒𝑠𝑡

𝐽48

Meta-features + 
Appropriate 

Algorithm

UCI and OpenML
Classification 

Datasets

Appropriate Algo

Experimenting datasets by the 
candidate algorithms in Weka

environment

Comparison and 
Evaluation of the 

Results

Alignment meta-
features and 

Algorithm

/Algorithm Selection Model Creation
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Data-Driven
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Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
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Algorithm 
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Rule Learning Case Authoring
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Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Algorithm 
Selection 

Model 
Creation

Pre-processing
(discretization)

Meta-Features 
Selection

Model Creation
(DT, of CBR 

Model)

Persistence of the 
created model

21

Use Case Feature Functions
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/

Training Dataset
(Meta-features + 

Appropriate Algorithm)

Preprocessing
(Discretization)

Algorithm 
Selection 

Model

Weka

(Library)

Use-case
KCL2-SUC-09

(Model Creation)

Best Features 
Selection

(Filter or Wrapper 
method)

Model Creation
(DT, CBR)

Algorithm Selection Model Creation
Working Flow

Weka/Rapidminer

(Library)

Weka/myCBR

(Library)

/Algorithm Selection Model Integration

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Algorithm Selector

New Problem 
Meta-features 
Computation

Algorithm 
Selection

Algorithm 
Selection 

Model
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Archived Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Model 
Integration

Meta Features 
Extractor Code 

Integration to Data 
Driven 

Algorithm 
Selection Model 

Integration
(a DT or CBR 

System)

21

Use Case Feature Functions

784



/

Algorithm 
Selection 

Model

Algorithm Selector
(Reasoning Process)

Data Driven Interface

Java Net Beans etc.

Use-case
KCL2-SUC-10

(Model Integration)

Meta-features 
Extractor

Algo. Selection 
Model

Algorithm Selection Model Integration
Tasks Flow

/Algorithm Recommendation

Knowledge Creation & Evolution 
Data-Driven
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Query Configuration

Feature 
Model

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
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Algorithm 
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Archived Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning Case Authoring
Probabilistic 

Modeling

Algorithm Selection 
Training Dataset

Knowledge Base

Knowledgebase
Rule Base

Cornerstone
Case Base 

Missing Value 
Handler

Lifelog Data 
Loader

Preprocessed 
Data

Outlier Handler

Features Selection Transformation

Model 
Integration

Receiving 
Preprocessed 

Dataset From Data 
Driven

Extracting meta-
features 

21

Use Case Feature Functions

Preprocessing of 
the Extracted 

Features

Reasoning for 
Recommendation 

of Algorithm
(DT or CBR)

34
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/

New Dataset

Algorithm Selector
(Reasoning Process)

Data Driven Interface

Java Net Beans etc.

Use-case
KCL2-SUC-11

(Algorithm Recommendation)

Meta-features 
Extraction

Reasoning for 
Algorithms 

Recommendation

J48

Algorithm Recommendation
Task Flow

/

• APIs:
• Weka

• OpenML

• Tools:
• Weka

• RapidMiner

Selected Tools and Techniques

786



/Contributions

• Support of feature modeling to select valid combination of features for 
optimal classification model

• Generating classification model

• Use of multi meta-features learning to exploit intrinsic behaviors of 
datasets for improved performance of the algorithm selection model

• Use of multi-metric objective function to evaluate algorithms 
performance and recommend appropriate algorithm

• Automatic recommendation of appropriate algorithm for a new dataset 
at run time

Expert Driven Knowledge Acquisition
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/Goal and Objectives

• Goal
• Provide user-friendly environment to create

recommendation’s and alert’s guidelines to
transform experts knowledge into knowledge
base

• Objectives
Create easy-to-use Rule Editor to facilitate the

domain experts to create knowledge rules using
contextual selection of concepts from Intelli-sense
window and/or domain model tree

Providing user-friendly Guideline Editor to generate
guidelines with the help of Intelli-sense and domain
model tree selection as in Rule Editor

Transformation of guidelines into knowledge rules
and then to executable format to generate
recommendations and alerts

Creating Rule

Ed
itin

g R
u

le 

Creating 
Guideline

Ed
it

in
g 

G
u

id
el

in
e 

/Motivations

Incorporating 
Guidelines for 

wellness 
domain

Providing guideline 
editor to transform the 
guideline’s knowledge 
into computer 
interpretable format.

Incorporating 
expert 

experiences 
into 

knowledge 
base

Providing user-friendly 
environment to expert 
for transformation of 
their experiences into 
knowledge base

Transforming 
the rules into 

rule-based 
representation 

Providing transformation 
mechanism to represent 
the knowledge rules into 
multiple format. 

Situational 
based indexing 
of knowledge 

base

Providing situation based 
indexing for knowledge 
base in order to classify 
diverse rules and 
enhance performance of 
reasoning

1 2 3 4
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/Challenges and Solutions

Incorporating 
Guidelines for 

wellness 
domain

Creating unified 
guideline representation 

model.

Incorporating 
expert 

experiences 
into 

knowledge 
base

Providing easy-to-use 
and customized 

environment to create 
rules

Transforming 
the rules into 

rule-based 
representation 

Providing unified model 
to multiple 

representation

Situational 
based indexing 
of knowledge 

base

Identification of salient 
features in situation for 

indexing rules

1 2 3 4

Motivations

Solutions

Challenges

• Meta Model 
Transformation

• Guideline Meta Model 
Rule Editor

Knowledge 
Transformation Bridge

Situation Event 
Management

S1 S2 S3 S4

/Knowledge Curation Layer
Expert Driven

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Expert-Driven

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader

Preprocessor

Missing Value 
Handler

Algorithm Selector

Algorithm Selection

Algorithm 
Selection 

Model

Lifelog Data 
Loader

M
ach

in
e Learn

in
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A
lgo

rith
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s

Preprocessed 
Data

Archived 
Datasets

Dataset1
Dataset1

Datasetn

Model Learner

Rule Learning

Algorithm Selection 
Training Dataset

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Outlier Handler

Features Selection Transformation

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

S1

S2

S3

S4

S1

S2

S3

S4

Incorporating Guidelines for wellness domain

Incorporating expert experiences into 
knowledge base

Transforming the rules into rule-based 
representation 

Situational based indexing of knowledge base
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/Expert Driven Knowledge Acquisition-Use cases

X

XX

Use Case #ID Description

KCL2-SUC-03 Generate Guideline

KCL2-SUC-04 Validate Guideline

KCL2-SUC-10 Create Rule

KCL2-SUC-11 Validate Rule

KCL2-SUC-15 Manage Concepts of Domain Model

KCL2-SUC-16 Transform Knowledge Rule

KCL2-SUC-17 Create Situation Event

/Expert Driven Knowledge Acquisition-Use cases

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Generate 
Guideline

(KCL2-SUC-03)

Validate 
Guidelines

(KCL2-SUC-04)

Create Rule
(KCL2-SUC-10)

Validate Rule
(KCL2-SUC-11)

Manage 
concepts of 

domain model
(KCL2-SUC-15)

Transform 
Knowledge Rule

(KCL2-SUC-16)

Create situation
(KCL2-SUC-17)

X

X

X
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/

Knowledge Creation & Evolution 

Expert Driven Knowledge Scenario for #2 path

2 Existing Wellness Mode is Loaded

Expert creating rules in the 
editor

3.a

Intelli-sense fetches the 
related concepts of value 
set

3.b

Rule and Index saved into KB

4

Rule 1:

If Gender = Male and Age Group = Adult (19-45) and current Activity = 

Sitting and Activity Duration = 1hour and Health Status = normal

Then Recommendation 1

Expert selects desired 
artifacts

3.c

1

1 Expert opens rule editor

5

Rule is validated

Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

4

5

2

3.a

3.b

3.c

6

Share Rule with corresponding 
index

6 Rule Index:

Rule Condition  Rule 1

/Methodology: Rule Editor

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Use-case (KCL2-SUC-10): Create Rule
• Objective
 Transform the expert’s knowledge and guidelines into 

knowledge base rules
• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS
 Server side script: Spring MVC

 Rule Editor (operations)
1. Input: Concepts from wellness model/Intelli-sense, 

Expert’s/Guideline knowledge
2. Processing:

a. Wellness domain model loads to the editor
b. Domain experts create facts and conclusion of rules 

using Intelli-sense window and wellness model
c. Domain experts select the required artifacts
d. The created rule transform into plain rule format 

and store into knowledge base
3. Output: 

a. Rule in plain rule format

791



/Use Case Functions: Rule Editor
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Expert-Driven
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Model
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Bridge

Situation Event 
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RBR Generator

Situation Event Sharing Rules Index Sharing

Create Rule

Loading 
Wellness 

Domain Model 
and concepts 

selection

Contextual 
Selection of 

concepts using 
Intelli-sense

Creating of 
rule’s facts and 

conditions

Persistence of 
created rules

/Rule Reasoning Strategies 

Forward Chaining Backward Chaining

Features

Works from facts to a conclusion (Data Driven)

Appropriate when all the facts are provided with 
the problem statement

Aims for finding conclusion

Appropriate for monitoring, planning, and 
interpretation applications

Breadth-first search

Features

Works from the conclusion to facts (Goal Driven)

Appropriate when the goal is given in the 
problem statement

Aims for finding necessary data

Appropriate for Diagnostic, prescription and 
debugging applications

Depth-first search
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/Methodology: Domain Model Manager
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Use-case (KCL2-SUC-15): Manage concepts of domain model
• Objective
 Provides user interface to manage wellness domain model with 

easy manner
• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS
 Server side script: Spring MVC

 Domain Model Manager (operations)
1. Input: Concepts and relationships
2. Processing:

a. Domain expert identify the concepts to add
b. Identify the relationship of new concept with other 

existing concepts if exists
c. Add concepts and create relationships
d. Store the updated model into repository

3. Output: 
a. Updated wellness model

/Use case functions: Domain Model Manager
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Situation Event Sharing Rules Index Sharing

Manage 
concepts of 

domain 
model

Identification of 
concepts and 
relationships

Fetching the 
existing 

hierarchy of 
concepts

Add, Update, 
and Delete the 
concepts and 
Relationship 
functionality

Persistence the 
updated model 
into repository 

Consistency 
check for the 
concept and 
relationships

4

793



/Existing Wellness Model and Schema

WellnessConceptID WellnessConceptDescription ActiveYNID

54 Risky Habits Yest

55 Alcohol Drinking Yes

56 Smoking Yes

WellnessConcept

RelationshipID

WellnessConceptID

1

Relationship

Type

WellnessConceptID

2

60 55 (Alcohol

Drinking)

IsA 54 (Risky Habits)

61 56 (Smoking) IsA 54 (Risky Habits)

/

Knowledge Creation & Evolution 

Expert Driven Knowledge Scenario for #2 path
Situation Event Base

2 Existing Wellness Mode is Loaded

Expert creating rules in the 
editor

3.a

Intelli-sense fetches the 
related concepts of value 
set

3.b

Rule and Index saved into KB

4

Rule 1:

If Gender = Male and Age Group = Adult (19-45) and current Activity = 

Sitting and Activity Duration = 1hour and Health Status = normal

Then Recommendation 1

Expert selects desired 
artifacts

3.c

1

1 Expert opens rule editor

5

Rule is validated

Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

4

5

2

3.a

3.b

3.c

6.a 6.b

Share Rule with corresponding 
index

6.a

6.b

Share Situation Event
Situation Event 1:

Activity = Sitting and Activity Duration = 1hour

Rule Index:

Situation Event 1  Rule 1
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/

Knowledge Creation & Evolution 
Data-Driven

Feature Model Manager

Query Configuration

Feature 
Model

Expert-Driven

Dynamic Algorithm Selection Model Creator

Meta features-algorithm 
Alignment

ML Algorithms 
Evaluation

Datasets Meta-features 
Computation

Algorithm Selection Model Creation

Lifelog Schema 
Loader
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Missing Value 
Handler

Algorithm Selector

Algorithm Selection

Algorithm 
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Lifelog Data 
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e Learn
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Preprocessed 
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Training Dataset
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Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
u

le C
reato

r

Rule Validator

Rule  Transformation 
Bridge

Outlier Handler

Features Selection Transformation
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Manager
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Situation Event Sharing Rules Index Sharing

1

2

3

Wellness Model
 Physical Activity
 Profile Information
 Nutrition
 Habits

1

Intermediate Rule Format
 XML format
 Rule based format

2

Rule based Model 
 Situation Event
 Rule Index

3

Expert Driven Rule Creation Workflow for #2 path

/Methodology: Situation Event Manager

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
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R
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r

Rule Validator

Rule  Transformation 
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Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

Use-case (KCL2-SUC-15): Create Situation Event
• Objective
 To include set of associated recommendation rules and associate 

rules into index
• Methodology
 Approach: Model View Controller (MVC)

 Server side script: Spring MVC
 Situation Event Manager (operations)

1. Input: Plain rule in XML format
2. Processing:

a. Domain expert selects salient features (indicating as 
event) from conditions of the rule

b. System creates situation event with selected salient 
features

c. Assign index to the situation and associate to the rule
d. Store the index with associated rule in knowledge base 

index
3. Output: 

a. Indexed rules 
b. Situation Event: JSON
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/Use case functions: Situation Event Manager and Knowledge Sharing Interface

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler
Relationship 

Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

R
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r

Rule Validator

Rule  Transformation 
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Situation Event Sharing Rules Index Sharing

Create 
Situation 

Event

Situation Event 
creation

Situation Event 
index creation

Situation Event 
Sharing

Rule Index 
Sharing

/Situation, Situation Event and Rule

• Situation constitute part of rule which 
includes data elements(condition) 
required to process rule.

• Situation Event is part of Situation which 
includes salient features of data 
elements(condition).

• Rule is part of knowledge base which 
includes Situation and Action (decision)

Rule-1

Situation

Situation ::= <Situation Event><Ai … Aj>

Action

Action::= <Decision>

Decision::=<Values>|<Description>

Rule-2

Situation

Situation ::= <Situation Event><Ak … Am>

Action

Action::= <Decision>

Decision::=<Values>|<Description>

Rule-n

Situation

Situation ::= <Situation Event><Ap … Aq>

Action

Action::= <Decision>

Decision::=<Values>|<Description>

Situation Event

Situation Event

Situation Event::= <Sfi … Sfj>

Knowledge base

Rule-1…Rule-n   |      Rule-k … Rule-m   |   Rule-p … Rule-q

Knowledge base Indexing

Situation Event-1 Situation Event-2 Situation Event-n
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/

@Post: Output

@Post: Input

KCL2-SUC-15: Situation Event Sharing with DCL
Implementation

LLM
Data Curation 

Layer

RESTful Web Services

Knowledge Creation &
Evolution 

Expert Driven 

Situation Event 
Sharing

@Post: Output

@Post: Input

/

@Post: Output

@Post: Input

KCL2-SUC-15: Rule Index and Rule Sharing with SCL
Implementation

Service Curation 
Layer

RESTful Web Services

Knowledge Creation &
Evolution 

Expert Driven 

Rules Index 
Sharing

@Post: Output

@Post: Input
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/Methodology: Knowledge Transformation Bridge

Knowledge Creation & Evolution 
Expert-Driven
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Use-case (KCL2-SUC-15): Transform knowledge Rule
• Objective
 Transform the created rules and guidelines into executable format 

to generate recommendations
• Methodology
 Approach: Template based code generations

 Server side script: Core Java
 Knowledge Transformation Bridge (operations)

1. Input: Plain rule in XML format
2. Processing:

a. The system identifies appropriate representation model
b. Fetch the artifacts and controls of the selected 

representation model
c. Transform the rule into selected representation model 

using its artifacts, controls and syntax
d. Store the created/updated rule into repository

3. Output: 
a. Executable rules into knowledge base

/Use case functions: Knowledge Transformation Bridge
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Situation Event Sharing Rules Index Sharing

Transform 
Knowledge 

Rule

Rule Processing

Rule Mapping 
into RBR 

framework

Rule Data 
specification 

creation

Executable rule 
creation
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/
Use case functions: Knowledge Transformation Bridge 
[Rule Processing: BNF]

• Backus–Naur Form (BNF) of Rule

<Rule> ::= if <condition> then <conclusion>

<condition> ::= <DomainModelConcept><comparisonOperator><DMCValue> 

[<logicalOperator><condition>]

<comparisonOperator> ::= > | < | >= | <= | = | !=

<logicalOperator> ::= AND | OR

<conclusion> ::= <DomainModelConcept> | <DMCValue> |  

<DomainModelConcept>[<text>]<DMCValue> | <text>

/
Use case functions: Knowledge Transformation Bridge 
[Rule Processing: Class Model]
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/
Use case functions: Knowledge Transformation Bridge 
[Rule Mapping into RBR framework]

/
Use case functions: Knowledge Transformation Bridge 
[Rule Mapping into RBR framework]
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/Situation Based Reasoning

/Expert Driven Knowledge Scenario for #3 path

1 Domain Expert Select Guideline narratives and analyze for possible rule

2 Existing Wellness Mode is Loaded

Guideline Meta Model is loaded3.a

Guideline Tree is created, validated, 
stored and forwarded to Rule Editor

3.b

 decision tree Diabetes-Type2

Diabetes Type-2

Male

Female

Fruits Berries

Green Leafy

Vegetables, Fruits

Test

Outcome

Legend

Diabetes Type-2 (Recommendations)

Adulthood (19-65

years)

Vegetables and Fruits |  The 

Nutrition Source |  Harvard 

T.H. Chan School of Public 

Health.

Available: 

http://www.hsph.harvard.edu/n

utritionsource/whatshouldyou

eat/

vegetablesandfruits/

 True

 True True

 True

 True  True

Wellness Model is evolved for new
meta information

3.c
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5

6.a 6.b

2

3.a

3.b

3.b

3.c

4

Rule and Index saved into KB

4

Rule 1:

If Gender = Male and Age Group = Adult (19-45) and current Activity = 

Sitting and Activity Duration = 1hour and Health Status = normal

Then Recommendation 1

5

Rule is validated

Share Rule with corresponding 
index

6.a

6.b

Share Situation Event
Situation Event 1:

Activity = Sitting and Activity Duration = 1hour

Rule Index:

Situation Event 1  Rule 1

X
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/Expert Driven Rule Creation Workflow for #3 path X
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4

/Methodology: Guideline Manager
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Use-case (KCL2-SUC-03): Generate Guideline
• Objective
 Generate domain guidelines in tree format with easy manner

• Methodology
 Approach: Model View Controller (MVC)

 Client side script: AngularJS
 Server side script: Spring MVC

 Guideline Manager (operations)
1. Input: Concepts from wellness model, Expert’s/Guideline 

knowledge
2. Processing:

a. Domain expert generate tree nodes using Intelli-
sense window and wellness model

b. Make relationships among the nodes according to 
expert’s knowledge

c. Load guideline meta model and map the created 
nodes and relationships

d. Transform the mapped nodes and relationships into 
tree in form of guideline meta model 

3. Output: 
a. Guideline Tree in graphical view
b. Guideline Tree in XML (Guideline Meta Model)
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/Use case functions: Guideline Manager
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Generate 
Guideline

Loading 
wellness model 

and concepts 
selection

Contextual 
selection of 

concepts using 
Intelli-sense

Identification of 
rule’s facts and 

conditions 
nodes

Loading and 
mapping of 

nodes to 
Guideline 
Template 

Model (GTM)

3

Creation of 
rule’s facts and 

conditional 
nodes in 

guideline tree

Creating 
relationships 

among related 
facts and 

conditional 
nodes

5

Transformation 
of instances in 
GTM to actual 
guideline tree

7

/Guideline Representation Model 

Guideline 
Meta 
model

Guideline 
model

XML
Proprietary

(RDB, File format)
JSON

Easy Syntactic Validation

Easily shareable

Support in visualization

Easy transformation

Features
Representations

Does not existPartially existsExists
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/Guideline Template Model

/Guideline Template Model

Activity = Sitting And Duration = 1hour

Gender = Male Gender = Female

Run for 5 min Walk for 10 min

Activity = Sitting And Duration = 1hour Gender = MaleGender = Female

Run for 5 min Walk for 10 min

Conditional Nodes :

Decisional Nodes :
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/Guideline Template Model

<Guideline>
<Node>

<NodeID = Activity1 />
<NodeName = rootNode />
<NodeType = conditional />
<NodeContents>

<WellnessModel:Activity>
<ActivityName> Sitting </ActivityName>
<ActivityDuration> 1hour </ActivityDuration>

</WellnessModel:Activity>
</NodeContents>
<RelatedNode>

<TargetNode>Gender1</TargetNode>
<Relationship>Child</Relationship>

</RelatedNode>
</Node>

<Node>
<NodeID = Gender1 />

<NodeName = genderMale />
<NodeType = conditional />
<NodeContents>

<WellnessModel:Gender>Male</WellnessModel:Gender>
</NodeContents>

<RelatedNode>
<TargetNode>Activity1</TargetNode>
<Relationship>Parent</Relationship>

</RelatedNode>
</Node>

……..
</Guideline>

Activity = Sitting And Duration = 1hour

Gender = Male Gender = Female

Run for 5 min Walk for 10 min

/Contributions

• Provide user-friendly Rule Editor to domain experts

• Provide easy-to-use Guideline Editor to transform the guidelines from text to computer 

executable guidelines and rules

• Provide uniform Guideline Template Model (GTM)

• Provide wellness model manager to create wellness model by experts

• Index based rules (Situation enabled) generation and sharing for different services

805



/

• Language
• Java

• Frameworks:
• Spring MVC

• AngularJS

• Hibernate

• Database:
• MS SQL Server

• IDEs:
• Eclipse

Selected Tools and Techniques

/Request-response flow including services with Spring MVC

Spring MVC Request 
Lifecycle Representing 
Backend Services

http://terasolunaorg.github.io/
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Mining Minds Recommendation 
Builder

/Service Curation Layer

Service Curation Layer

Service 
Orchestrator

Recommendation Manager

Input/output 
Adapter

Event Handler

Recommendation Interpreter

Context Interpreter Content Interpreter

Explanation Manager

Content Filterer

Content Formatter

Context Selector

Context Interpreter

Explanation Generator

Education Support

Data Manager

Data Preparation

Recommendation Builder

Lifelog Data loading Interface

Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern Matcher

Conflict Resolver Result Generator

Utility Library

Data Fetcher

Rules Loader
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/Recommendation - Introduction

Reasoning (definition)
• An application whose 

computational function is 
to generate
recommendations for user 
query or a situation event 
using the available data
and knowledge rules using 
an intelligent reasoning 
methodology [1].

[1] Moses, Yoram; Vardi, Moshe Y; Fagin, Ronald; Halpern, Joseph Y (2003). Reasoning About Knowledge. MIT 
Press. ISBN 978-0-262-56200-3.

Reasoning

Knowledge Based 
Recommendation System

Recommendations

Service Query

Ingredients

Situation Event

/Recommendation - Introduction (Taxonomy)

Constraint solvers

Uses constraint 
programming

Used for optimal 
scheduling, design 
efficient integrated 
circuits

Theorem provers

Uses automatic 
reasoning 
techniques for 
proofs of 
mathematical 
theorems

Used for 
verification of the 
correctness of ICs, 
software 
programs, 
engineering 
designs

Logic programs

Uses general-
purpose logic 
programming 
language

Used for 
application across 
many disciplines

Semantic

Reasoning 
(ontological)

Uses set of classes, 
subclasses, and 
relations among 
the classes 
(ontology)

Used for finding 
relationships 
between objects

Procedural 
reasoning 
systems

Uses plans which 
represent a 

course of action 
for achievement 
of a given goal

Used in control, 
management, 

monitoring and 
fault detection 

systems

Black box machine 
learning approach

(inductive reasoning)

Uses observed 
data/training
examples to learn 
hypothesis

Used for 
predicting decision
of new example 
cases in different 
domains

Case-based 
reasoning approach 

(analogical 
reasoning)

Uses similarities to 
other problems for 
which known
solutions already 
exist

Used in industrial 
manufacture, 
agriculture, 
medicine, law etc. 
for making
decision

Rule-based 
Reasoning

(white box )

Uses discrete 
rules created 
either using 

experts or DT and 
rule-based 
algorithms

Used in decision-
making systems 

in different 
domains

Reasoning/recommendation 
methodologies

Recommendation Builder

[Schalkoff, Robert 2011]

[Moses2003]

X X X X X X X √
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/Recommendation Builder - Goal and Objectives

• Goal
• Generating accurate contents for wellbeing

recommendations using domain knowledge,
and users’ personal profile and lifelog data

• Objectives
Enabling data integration for recommendation

generation

Enabling knowledge integration, for reasoning
purpose

Generating accurate recommendations contents,
using individual’s personal profile and lifelog data
along with the knowledge

User
Profile

Other 
Data/Conditions

Physical Activities 
Behaviors

User Nutrition 
Behaviors

K
n

o
w

le
d

ge
 R

u
le

s

K
n

o
w

le
d

ge
 R

u
le

s

Wellbeing 
Recommendations

/Objectives – Challenges - Solutions

Reasoning 
Framework

Enabling Data 
Integration

Enabling Knowledge 
Integration

Generating Accurate 
Recommendations 

Contents

How to load and prepare 
data (DCL Integration)

How to load required 
knowledge (KCL Integration)

Use of appropriate 
reasoning methodology

ChallengesObjective Solutions

 Lifelog Data Loading 
Interface (Data fetcher, 

Transformer and Utility Library, 
Restful webs ervice)

 Knowledge Loading 
Interface (Situation event base 

restful web service)

 Rule-based Reasoner
(Forward Chaining and Conflict 
Resolution)

S1

S2

S3
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/Recommendation Builder - Architecture

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge Loading 
Interface

Data Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Results Generator

Situation-
based Rules
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[Prepared data ]
[Recommendations]

[Situation event, data 
request/response]

[Service 
request]
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[Situation event or 
Service –based  data 
request/response]

/Recommendation Builder – Solutions for Challanges

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge Loading 
Interface

Data Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Results Generator

Situation-
based Rules

[Prepared data ]

[Situation event or 
Service –based  data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

[ 
Si

tu
at
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n

-b
as

ed
 R

u
le

s]

S1:
Situation event/Service request-
based Knowledge Integration

S2: 
Utility Library-based Data 
Transformation

S3:
Rule-based Reasoning with 
Forward Chaining and Conflict 
Resolution Algorithms

S1

S2

S3
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/Recommendation Builder - Communication View

KCL
Rule Index 

base
Rule-base

Recommendation Builder

Rule-based Reasoner
Uid, Data 
Request

Index-based 
Reasoning

Situation 
Event

List of 
Rules

Orchestrator

U
id

, S
it

u
at

io
n

 
Ev

en
t

Uid, 
Recommendations

U
id

, 
D

at
a

Pattern 
Matcher

Conflict 
Resolver

Result 
Generator

DCL

2

34

8

7

6

U
id

, D
at

a 
R

eq
u

es
t

Uid, Data

RESTful Web Services RESTful Web Services

Recommendation 
Interpreter

9

Uid, 
Context10

U
id

, 
C

o
n

te
xt

11

U
id

, 
C

o
n

te
xt

12

Uid, 
Context 13

Uid, Situation 
Event

5

SL (UI/UX)

Uid, Personalized 
Recommendation

14

RESTful Web Services

RESTful Web Services

1

Data Loading 
Interface

Knowledge Loading 
Interface

2a 2b

4a

8a

/Recommendation Builder – Abstract Concept

• Data integration
• Objective

• DCL data loading for new instance generation

• Method
• Restful web service -- data transformation  utility library

• Knowledge integration
• Objective

• KCL Knowledge loading

• Method
• Restful web service -- JSON

• Reasoning
• Pattern matcher

• Objective

• Matching rules against new instance

• Method

• Pattern matching forward chaining algorithm

• Conflict resolver
• Objective

• Selecting final rule from a set of matched rule

• Method

• Maximum specificity conflict resolving algorithm

• Results generator
• Objective

• Communicating the results of fired rule with Interpreter

• Method

• Complex object preparation – recommendation packet

Loading and Preparing Data

Loading Knowledge Rules

Rules matching, conflict resolving and 
recommendations generation

Results Generator
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KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge Loading 
Interface

Data Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Results Generator

Situation-
based Rules

[S
it

u
at
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n

 e
ve

n
t 


R
u

le
s 

 r
eq

u
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t]

[Prepared data 
/Recommendations]

[Situation event or 
Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

[ 
Si

tu
at

io
n

-b
as

ed
 R

u
le

s]

Recommendation Builder – Abstract Concept

Lifelog Data Loading 
Interface
Data Fetcher
1. Receives requests from SL and 

DCL for recommendations
2. Parse request (service contract 

basis)
3. Request Rules for the service 

using knowledge loading 
interface

4. Requests life-log data from DCL

1

2 2a

1

Lifelog Data Loading 
Interface
Data Transformer
• Parse rules conditions part
• Conformance check of 

condition attributes and data
• Transformation of data to the 

condition formats using Utility 
Library functions

2

Lifelog Data Loading Interface
Utility Library
• Utilities functions are defined 

and implemented for abstracted 
conditions

2a

Data Loading Interface

R
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m

m
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d
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n

s

/Recommendation Builder – Abstract Concept

Knowledge Loading Interface

Rules Loader

1. Takes situation event as a request from 
data fetcher

2. Send rules request to KCL as a restful web 
service request

3. Receives Rules as a restful web service 
response from KCL

4. Provides Rules to Reasoner and Data 
Loading Interface

1

1

2

3

4

Knowledge Loading Interface
Index Synchronizer
• Receives Updated Index From KCL
• Updates the Rules Index Base

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface

Knowledge Loading 
Interface

Data Transformer Utility Library

Rules Loader

SL

Patterns Matcher

Conflict Resolver Results Generator

Situation-
based Rules

[Prepared data 
/Recommendations]

[Situation event or 
Service & data 
request/response]

[Recommendations]

[Service 
request]

[ 
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1

Knowledge Loading Interface
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Recommendation Builder – Abstract Concept

KCL
DCL

Recommendation 
Interpreter

Situation 
Based Rules

Service 
Orchestrator

Lifelog
Data

Rule-Based Reasoner (RBR)

Recommendation Builder

Data Fetcher

Lifelog Data Loading Interface Knowledge Loading 
Interface

Index 
Synchronizer

Index Matcher

Data Transformer

Rules Index Base

Data Refiner

Rules Loader

SL

Patterns Matcher

Conflict Resolver Results Generator

[index synchronization, 
rules request/response]

[index 
request/response]

[ 
R

u
le

s 
 r

eq
u

es
t/

re
sp

o
n

se
]

[Service and data 
request/response]

[Service & data 
request/response]

[Recommendations]

[Situation event, data 
request/response]

[Service 
request]

Rule-based Reasoner

Pattern Matcher
1. Perform data types conversion
2. Matches rules’s conditions against each 

data (prepared data) from DCL
3. Uses forward chaining algorithm for 

matching
4. Returns list of matched rules

1

Rule-based Reasoner
Conflict Resolver
• Receives list of matched rules from pattern 

matcher
• Performs conflict resolution using maximum 

specify algorithm
• Returns final set of resolved rules 

2

Rule-based Reasoner
Results Generator
• Prepare the final results, i.e., conclusion part of the rule
• Bind user id and service id with the conclusion
• Provides recommendations to interpreter as an object 

model

1

2 3

Rule-based Reasoner

3

/Data Loading Interface – Detailed Concept

Data Integration
(Lifelog Data Loading 

Interface
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1

RESTful Web Services

Service 
Orchestrator

Data 
Fetcher

Situation Event

Data Request

RESTful Web Services

DCL

Parse the situation event

Prepare data request based on scheduled rules

a

b

{ 
"userRiskFactorId":
1, "userId":39, 
"riskFactorId":5, 
“Demographics” 
"statusId":1 
}

User Profile Data

{ 
"userLifelogID":null, 
"userID":39, 
“activityID":6, 
“…”
}

Lifelog Data

{ "userId":39, "activityDate":"2015 05 14}

RB (Data Fetcher)—SO 
Communication

1

2

3

3

1

1

3

3

4

4

4

4

Data Response

Knowledge Loading 
Interface

2a

Data Fetcher - Push Model (Situation Event)

Data Loading Interface – Detailed Concept

List of Rules for Sitting = 1Hour

KCL

Situation Based 
Rules

/

RESTful 
Web Services

RESTful Web Services

DCL

User App--SO---RB (Data Fetcher)

Communication

{ 
"u

se
rI

d
":

3
9

, "
ac

ti
vi

ty
D

at
e"

:"
2

0
1

5
 0

5
 1

4
 }

{ "userId":39, “serviceId” : 2”" }

Service 
Orchestrator

Data 
Fetcher

Situation Event

Data Request
{ "userId":39, "activityDate":"2015 05 14}

2

3

4

Data Response

1

3

3

3

4

4

4

1 1

Parse the situation event

Prepare data request based on scheduled rules

a

b

Knowledge Loading 
Interface

2a

2 Data Fetcher – PULL Model (Service Request Event)

Data Loading Interface – Detailed Concept

{ 
"userRiskFactorId":
1, "userId":39, 
"riskFactorId":5, 
“Demographics” 
"statusId":1 
}

User Profile Data

{ 
"userLifelogID":null, 
"userID":39, 
“activityID":6, 
“…”
}

Lifelog Data

List of Rules for the service id =sid

KCL

Situation Based 
Rules
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Example Rule: 
If Activity = Sitting, ActivityDuration >=1h, Gender = 
Male, AgeGroup = Adult, WeightStatus = Overweight 
"RuleConclusion": "TAKE REST! Please have walk for 10 
minutes outdoor !!!"

Transformation
• Rule Parsing - Only Condition Part

 (Activity, Gender, AgeGroup, WeightStatus)
• Conformance check

 (AgeGroup, WeightStatus)
• Refinement/computation (using Utility Library)

• Dob  AgeGroup (transformation)
• Height, WeightWeightStatus (transformation)

 Height, Weight  BMI
 BMI WeightStatus

Loaded Data from Lifelog
• Gender: Male
• DoB: 1985
• Height: 6ft
• Weight: 89Kg
• Activity: Sitting
• ActivityDuration: >=1h

Data Fetcher Data Transformer Utility Library

Data Transformation & Utility Kibrary

Data Loading Interface – Detailed Concept

/Knowledge Loading Interface – Detailed Concept

Knowledge 
Integration

(Knowledge Loading Interface)
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/Knowledge Integration

@Post: Output

@Post: Input

RESTful Web Services
Knowledge Creation &

Evolution 

Expert Driven 

Index-based 
Reasoner

@Post: Output

@Post: Input

Knowledge 
Loading Interface

Rules Loader

@Post: Output

KCL

/Communication with KCL and Reasoner

"SituationRules": {
"Rules": [

{
"Rule-ID": "1",
"Condition": [

{
"FactKey": "Activity",
"FactValue": "Sitting",
"FactType": "String",
"FactValueOperator": "="

},
{

"FactKey": "Duration",
"FactValue": "1",
"FactType": "int",
"FactValueOperator": ">="

},
{

"FactKey": "Gender",
"FactValue": "Male",
"FactType": "String",
"FactValueOperator": "="

}
],
"RuleConclusion": "Running for 10 minutes is recommended !!!"

},
.
.                     

{
"SituationEvent": {
"SituationEventID": "1",
"SituationFacts": {

"Facts": [
{

"FactKey": "Activity",
"FactValue": "Sitting",
"FactType": "String",
"FactValueOperator": "="

},
{

"FactKey": "Duration",
"FactValue": "1",
"FactType": "int",
"FactValueOperator": ">="

}
]

}

Situation Event
{

"Rule-ID": “7",
"Condition": [

{
"FactKey": "Activity",
"FactValue": "Sitting",
"FactType": "String",
"FactValueOperator": "="

},
{

"FactKey": "Duration",
"FactValue": "1",
"FactType": "int",
"FactValueOperator": ">="

}            
],
"RuleConclusion": "Sitting is killing you, take a break please minutes },       

]
}

Situation Event Related Rules

KCL 
Index-Based 

Reasoner

RESTful Web Services

Knowledge Loading Interface

Rules Loader Rules
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/Rule-based Reasoning

Recommendation 
Contents Generation

(Rule-based Reasoner)

/Rule-based Reasoning

RBR

Strategies

(Matching)

Forward chaining 

(data driven)

Backward chaining 

(goal-driven)

Mixed chaining 

(forward-backward or 
backward-forward)

• Works from facts (conditions) to a conclusion. 
• Matches data against 'conditions' of rules in 

the rule-base.

• Works from the conclusion to the facts (conditions). 
• Matches a goal against 'conclusions' of rules in the 

rule-base.

• Some rules are used for chaining 
forwards, and others for chaining 
backwards. 

• System first chains in one direction, 
then switches to the other direction 
(use of meta-rules).

Pattern Matcher Matching Strategies
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Forward chaining Backward chaining

• Appropriate when all the facts are provided with the problem 
statement

• Appropriate when the goal is given in the problem statement

• Appropriate when there are many possible goals or there isn't 
any sensible way to guess what the goal is at the beginning of 
the reasoning.

• Appropriate when goal can sensibly be guessed at the 
beginning of the reasoning 

• Appropriate for monitoring, planning, and interpretation 
applications 

• Appropriate for Diagnostic, prescription and debugging 
applications

• Starts from data/request • Starts from conclusion/decision

• Aims for finding conclusion(s) • Aims for finding necessary data (reasons of decision)

• Bottom-up reasoning • Top-down reasoning

• Breadth-first search • Depth-first search

• Flow is from facts/conditions to conclusion • Flow is from consequent to conditions

http://www.ijetae.com/files/Volume2Issue10/IJETAE_1012_48.pdf

Our Choice is Forward Chaining

Rule-based Reasoning
Choice of Appropriate Matching Strategies

/Rule-based Reasoning

While (goal is not reached)

Foreach rule in the Rulebase

1. bind Data by matching to Facts (conditions)

2. if all Facts are matched, generate Action 

(Conclusion)

3. Repeat 1. and 2. for all matching/instantiation 

alternatives

Endfor

Continue

D
irectio

n
 o

f reaso
n

in
g

Forward Chaining Strategies
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R#4: If goal=2000 Cal, user_Interest=walking, phy_act_Routines=Active, 
diet_Routines=regular  Brisk walk for 30 minutes

R#1: If gender=male, user_age=25, height=6.5   BMI (<18, <19-25>, <25-30>, >30)

R#3: If user_weight_Status= OW (overweight), health_Condition=Normal  GoalForWeightLoss = Burn 2000 Cal

R#2: If BMI=X Weight Status (UW, OW, N, OB)

Rule-based Reasoning
Forward Chaining Example

/

Pattern Matcher

Conflict Resolver

Results 
Generator

Recommendations

Rules 

from KCL

Condition 

from DCL

All Matched Rules

Final Resolved Rules

Recommendations

Conditions
Rules/

Conditions

All

Conditions
Rules 

Pattern

Recommendation Builder Rules Pattern Matching Algorithm

Rule-based Reasoning
Forward Chaining Algorithm
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{
"Activity":"sitting",
"Duration":1,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal"

}

matchedRules=[
{

RuleConclusion=TAKE REST! Move around simply for a cup of tea or glass 
of water!!!,

numConditions=3,
Rule-ID=3

},
{

RuleConclusion=Sitting is killing you,
take a break  for 5 minutes minutes!!!,
numConditions=2,
Rule-ID=4

},
{

RuleConclusion=Please avoid sitting and be active!!!,
numConditions=1,
Rule-ID=5

}
]

Prepared Data (Facts)
Matched Rules

DCL
Intermediate Database

Recommendation Builder

Rule-based Reasoner

Pattern 

Matcher

Conflict 

Resolver

Result 

Generator

Situation Event Related Rules

RESTful Web Services

Rule Conditions Matching 

(forward chaining)

1

2

3

Rule-based Reasoning
Forward Chaining Algorithm (Output)

/

RecommendationBuilder
{

BuildRecommendation ( facts,             rules )
{   

MatchedRules = Reasoner.fireRule(facts, conditions);

FiredRule = ConflictResolver.resolveConflict(MatchedRules)
}

}

rule-Id conditions conclusion

Rule-based Reasoning
Forward Chaining Algorithm (Class and Function View)
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MatchedRules = Reasoner.fireRule(conditions,     facts);

Type Operator Key Value

String Int Boolean

String Operators

(==, !=)

Integer Operators

(==, !=, <, >, <=, >=)

Boolean

(=, !=)

Matching Matched 
Conditions

Examples: 
• If (age>=60)
• If (activity==‘sitting’)

Rule-based Reasoning
Forward Chaining Algorithm (Class and Function View)

/

More than 
One Rules 

are Matched

Set of Matched Rules
(all true)

Conflict 
Resolution

Final 
Selected 
Rule (s)

Matched Rules Final Resolved Rules

Rule 1: 
If WeightStatus = Overweight, MET = 10.3 
Recommendation (Brisk walk for 30 minutes)
Rule 2: 
If Gender = Male, WeightStatus = Overweight, Health = 
Normal 
Recommendation (Running for 20 minutes)

Conflict Resolution Strategy
• Maximum Specificity 

Rule 2: 
If Gender = Male, WeightStatus = 
Overweight, MET = 10.3, Health = Normal 


Recommendation (Running for 20 minutes)

Service Request
• Gender = Male, 
• WeightStatus = Overweight, 
• MET = 10.3, 
• Health = Normal 

Patterns 
Matcher

Matched 
Rules

Request

Indexed 
Rules

Rule-based Reasoning
Forward Chaining Algorithm (Limitations)
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/Conflict Resolution

• Specificity or Maximum Specificity

• based on number of condition attributes 
matched

• choose the rule with the most/least matches for 
condition attributes

• Priority-based approach

• arrange condition attributes in priority queue

• use rule dealing with highest priority condition 
attributes

• Explicit /meta-rules for conflict resolution 

• rule based system within a rule based system

• use meta-rules to resolve the conflict

• Fire All Selected Rules 

• Executes all the matched rules

• Context Limiting

• partition rule base into disjoint subsets

• doing this we can have subsets and we may also 
have preconditions

• Execution Time

• Chose the one with faster execution

• Physically ordering of rules

• hard to add rules based on their physical order

• Random

• Randomly pick one rule for execution

Strategies

/Rule-based Reasoning

Pattern Matcher

Conflict Resolver

Rules from 
KCL

Conditions from 
DCL

All Matched 
Rules

{R3, R4, R5}

{
"Activity":"sitting",
"Duration":1,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal"
}

matchedRules=[
{

RuleConclusion=TAKE REST! Move around simply for a cup of tea or glass of water!!!,
numConditions=3,
Rule-ID=3

},
{

RuleConclusion=Sitting is killing you, take a break  for 5 minutes minutes!!!,
numConditions=2,
Rule-ID=4

},
{

RuleConclusion=Please avoid sitting and be active!!!,
numConditions=1,
Rule-ID=5

}
]

Conditions Matched Rules

Recommendation Builder

Rule-based Reasoner

Pattern 
Matcher

Conflict 
Resolver

Result 
Generator

Forward Chaining 
Algorithm

1

3

uncertainity=false,
finalResolvedRule=[

{
Conditions=[

{
FactKey=Activity,
FactValue=Sitting,
FactType=String,
FactValueOperator==

},
],

RuleConclusion=TAKE REST! Move around simply for a cup of tea or glass of water!!!,
numConditions=3,
Rule-ID=3

}
],

Conflict Resolved Rule

{
Rule-ID=1
Rule-ID=2
Rule-ID=3
.
Rule-ID=7
}

Rules

2

Maximum Specificity 
Algorithm

{
FactKey=Duration,
FactValue=1,
FactType=int,
FactValueOperator=>=

},

{
FactKey=AgeGroup,
FactValue=Adult,
FactType=String,
FactValueOperator==

}

Resolved Rule

Resolved 
Rules
{R3}

Results 
Generator

Recommendations

Conflict Resolution (Examples)
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Pattern Matcher

Conflict Resolver

Results 
Generator

Recommendations

Rules 

from KCL

Condition 

from DCL

All Matched Rules

Final Resolved Rule

Recommendations

Recommendation Builder Rules Pattern Matcher Algorithm Max. Specificity Conflict Resolv. Algorithm

Matched 

Rules

Rule 

Condition 

Counter

Single 

Matched 

rules

Add to 

Resolved Rules

Loop back

Resolved 

Rule

Matched 

Rules

Pattern 

Matcher

Conflict 

Resolver

Result 

Generator

# of 

Conditions

Rule-based Reasoning
Conflict Resolution (Algorithm)

/

Conflict Resolution using Maximum Specificity Algorithm and Code

Rule-based Reasoning
Conflict Resolution (Algorithm and Code)

Pattern Matcher

Conflict Resolver

Results 
Generator

Recommendations

Rules 

from KCL

Condition 

from DCL

All Matched Rules

Recommendation Builder
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Pattern Matcher

Conflict Resolver

Results Generator

Recommendations

Rules from 
KCL

Condition 
from DCL

All Matched Rules

Final Resolved Rule

Recommendations

Recommendation 
Interpreter

{
ruleConclusion: "TAKE A BREAK! Bend your waist forward at least 4 times to stretch your 
body! Your heart will thank you."
conclusionList: [
2]0: {
conclusionKey: "Activity"
conclusionValue: "Stretching"
conclusionOperator: "="
ruleID: 4
conclusionID: 8
}
-
1: {
conclusionKey: "Times"
conclusionValue: "4"
conclusionOperator: "="
ruleID: 4
conclusionID: 9
}

Recommendation 
will be Shared in 
Complex Object 

Form

Rule-based Reasoning
Result Generator

/Tools and Technologies

• Language: Java

• Java Framework: Spring

• Web Server: Glassfish

• NetBean IDE/Eclipse

• Communications

• Orchestrator-Recommendation 

builder (Restful Services)

• Recommendation Builder - KCL 

(Restful Services)
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/Contributions

• An indexed rules-based reasoning engine for reliable recommendations

using rule-based forward chaining strategy

• A flexible recommendation framework with loosely coupled data and

knowledge for diverse services

• Provisioning of non-conflicting accurate recommendations using

specificity conflict resolution strategy

/Conclusions

• A rules based reasoning engine is implemented using rule-based forward 
chaining strategy

• Lifelog data integration and transformation for recommendations

• Rules conflict resolution with maximum specificity technique for accurate 
recommendations
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Thank You!

Appendix Demo Scenarios
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• Scenario 2
• Conflict Resolver – Maximum Specificity 

Algorithm
• Sub-scenario 1

• More than 1 rules matched  Resolved to 
 Single rule

• Sub-scenario 2 - Uncertainty

• More than 1 rules matched  Resolved to 
More than 1 rules

Recommendation Builder Demo Scenarios

• Scenario 1
• Pattern Matcher – Forward Chaining 

Algorithm
• Sub-scenario 1

• Only one rule matched

• Sub-scenario 2

• More than 1 rules matched

• Sub-scenario 3

• No rule matched

Scenario 1 Scenario 2

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali

/Recommendation Builder Demo Scenarios

• Scenario 1
• Pattern Matcher – Forward Chaining 

Algorithm
• Sub-scenario 1

• Only one rule matched

• Sub-scenario 2

• More than 1 rules matched

• Sub-scenario 3

• No rule matched

Scenario 1

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali

{
"Activity":"LyingDown",
"Duration":6,
"Chronic":"Yes"
}

R6

R6

Pattern Matcher

Conflict Resolver

Results 
Generator

R1,
R2, 
., 
R7

Rule-ID : 6
RuleConclusion : Walking for atleast 10 minutes after 
prolonged lying down adds more to your health !!!
MatchedConditions: 3
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/Recommendation Builder Demo Scenarios

• Scenario 1
• Pattern Matcher – Forward Chaining 

Algorithm
• Sub-scenario 1

• Only one rule matched

• Sub-scenario 2

• More than 1 rules matched

• Sub-scenario 3

• No rule matched

Scenario 1

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali

R3,R5

R3

Pattern Matcher

Conflict Resolver

Results 
Generator

R1,
R2, 
., 
R7

Uncertainty : false
Rule-ID : 3
RuleConclusion : TAKE A BREAK! have a walk for 5 minutes !!!
MatchedConditions: 3

matchedRules=[
{ Rule-ID=3
},
{ Rule-ID=5
}    ]

{
"Activity":"sitting",
"Duration":3,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal"
}

/Recommendation Builder Demo Scenarios

• Scenario 1
• Pattern Matcher – Forward Chaining 

Algorithm
• Sub-scenario 1

• Only one rule matched

• Sub-scenario 2

• More than 1 rules matched

• Sub-scenario 3

• No rule matched

Scenario 1

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali

{
"Activity":"standing",
"Duration":1,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal"
} []

[]

Pattern Matcher

Conflict Resolver

Results 
Generator

R1,
R2, 
., 
R7

Uncertainty : false
finalResolvedRule=[]

matchedRules=[]
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/Recommendation Builder Demo Scenarios

• Scenario 1
• Conflict Resolver – Maximum 

Specificity Algorithm
• Sub-scenario 1

• More than 1 rules matched 
Resolved to  Single rule

• Sub-scenario 2 - Uncertainty

• More than 1 rules matched 
Resolved to More than 1 rules

Scenario 2

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali

R3,R5

R3

Pattern Matcher

Conflict Resolver

Results 
Generator

R1,
R2, 
., 
R7

Uncertainty : false
Rule-ID : 3
RuleConclusion : TAKE A BREAK! have a walk for 5 minutes !!!
MatchedConditions: 3

matchedRules=[
{ Rule-ID=3
},
{ Rule-ID=5
}    ]

{
"Activity":"sitting",
"Duration":3,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal"
}

/Recommendation Builder Demo Scenarios

• Scenario 1
• Conflict Resolver – Maximum 

Specificity Algorithm
• Sub-scenario 1

• More than 1 rules matched 
Resolved to  Single rule

• Sub-scenario 2 - Uncertainty

• More than 1 rules matched 
Resolved to More than 1 rules

Scenario 2

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali
{
"Activity":"sitting",
"Duration":3,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal",
"WeightStatus":"Overweight"
} [R3,R4,R5]

Pattern Matcher

Conflict Resolver

Results 
Generator

R1,
R2, 
., 
R7

Uncertainty : true
Rule-ID : 3
RuleConclusion : TAKE A BREAK! have a walk for 5 minutes !!!
MatchedConditions: 3
Rule-ID : 4
RuleConclusion : Too much sitting will kill you, please take a break and have brisk walk for 15 minutes !!!
MatchedConditions: 3

matchedRules=[
{ Rule-ID=3
},
{ Rule-ID=4
} ,
{ Rule-ID=5
} ]

[R3,R4]
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/Reasoner Input Cases Scenarios 

MM V2.0_SCL_T5_V0.3_20151016_Rahman Ali

{
"Activity":"LyingDown",
"Duration":6,
"Chronic":"Yes"
}

{
"Activity":"sitting",
"Duration":3,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal"
}

R3, R5

R6

R3

R6

{
"Activity":"sitting",
"Duration":3,
"AgeGroup":"Adult",
"Disability":"None",
"HealthCondition":"Normal",
"WeightStatus":"Overweight"
}

R3, R4, R5

R3,R4

{
"Activity":"Standing",
"Duration":1,
"Chronic":"Yes"
}

No Match

Recommendation Interpreter 

Service Curation Layer 3.0

830



/Overview

• Personalization is a key element in Recommender 
Systems

• Personalization consists of tailoring a service or a 
product to accommodate specific needs of individuals

• Contextual Information combined with User 
Preferences enable Personalization

• Recommendation Interpreter performs interpretation 
according to the contextual information and 
preferences of the user in order to deliver the 
appropriate recommendations at right time

http://www.quora.com/What-is-the-definition-of-personalization

/Goal and Objectives

• Goal
• Providing context-aware and personalized

wellbeing recommendations

• Objectives
• Interpreting recommendations to address

• Receptiveness of the user for recommendation

• Preferences of the user for recommendation

• User friendly explanation of the 
recommendation Time

Schedule

P
re

fe
re

n
ce

s

Profile

H
ea

lt
h

 C
o

n
d

it
io

n

Personalized Recommendations

Physical Activities
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/Motivation

To deliver recommendation at appropriate time 
based on user current context

To filter out unnecessary recommendations based 
on user preferences

To explain recommendation according to 
situation for user engagement

/Challenges and Solutions 

Explaining recommendation 
according to situation

 User Receptivity Evaluation
(When to deliver?)

 Exploiting user preferences
(What, whom and how to deliver?)

Motivations Challenges Solutions

 Context aware recommendations

 User aware content filtration

 Situation aware explanations
 Multidimensional explanations

(How to relate user’s surroundings?)

Filtering out unnecessary 
recommendations based on 
user preferences

To deliver recommendation 
at appropriate time based 
on user current context

S1

S2

S3
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/Conceptual View

Deliver the recommendation according to present context and preferences

Recommendations
Builder

Rec User Status
Evaluation

Filter and 

Explain Rec

Yes

IDB

Location

HLC

Recommendation

Educational Aid

Recommendation Interpreter

User

Is user receptive?

Preferences

special 
condition

Weather

Location

HLC

Emotion

Weather is Rainy
“take umbrella with you”

Explanation 

Generation

Is Rec suitable?

/

Recommendation Interpreter

Component Architecture

Data Manager

Context Interpreter

Recommendation 
Builder

Context 
Selection

Blocking 
Rules

Content Interpreter

Template

Content Filterer

Select 
Alternative

DCL Lifelog
Data

Global Preferences

Context 
Interpreter

Filter Rec

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

Explanation Manager

Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker R

es
u

lt
s 

P
re

p
ar

at
io

n

Context Moderator

Supporting 
Layer

UI/UX

S1 S2

S3

Service 
Orchestrator
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/Complete Communication Workflow of Interpreter

Recommendation 
BuilderOrchestrator

DCL
SL (UI/UX)

Recommendation Interpreter

Data Preparer

Context Interpreter Content Interpreter

Explanation Manager

Blocking 
Rules

Global 
preferences

Template

U
id

, S
it

u
at

io
n

 
Ev

en
t

1

2

Rec, Context

Uid, 
Rec

3

Uid

U
id

, 
C

o
n

te
xt

5

6

U
id

7

Uid, Context, Preferences

8

8a

10

10a

11

Uid, 
Situation 

Event

12

12a

13
Uid, Personalized 
Recommendation

9

U
id

, R
ec

, 
C

o
n

te
xt

, P
re

f

4

13

14

Uid, Personalized 
Recommendation

/

Service Curation Layer

Service 

Orchestrato

r

Input/outpu

t Adapter

SCL 

Services

Recommendation Interpreter

Context Interpreter Content Interpreter

Context 

Selector

Context 

Interpreter

EP. 1

EP. 2

RB Data 

Req/Resp.

RI Data 

Req/Resp.

Recom. 

Receive/Sen

d
Interpretatio

n 

Receive/Sen

d

Receive 

Context

Fetch 

Blok 

Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select 

Path

Select 

Alternative

Process Vect.

Context Eval.

Pref-based 

Filter

Blocked 

Rules
Global 

Pref
Template

Explanation Manager

Moderator

Recv. Desc

Eval. Desc

Explanation 

Generation

Fetch Template

Process 

Template

Post Proc.

Education 

Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.

Generate Alternatives

Pref-based Filter

If loc: “Home” AND HLC= 

“Sleeping”

If HLC= “Having Meal”

If HLC = “Commuting”

…

6

Moderator sends context to Context 

Selector for evaluation

Context Selector requests for the 

blocking rules 

Blocking rules are fetched from the 

repository

4

5

6
1

3

2

45

6

SO receives situation event (SE) from 

LLM

1

Context request is sent to SO

Context is received by Moderator 

2

3

Execution Flow
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/Execution Flow

Service Curation Layer

Recommendation Interpreter

Context Interpreter Content Interpreter

Context Selector

Context 

Interpreter

Receive 

Context

Fetch Block 

Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status 

Eval.

Moderator

Final Rec.

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based 

Filter

Repositories

Blocked 

Rules
Global 

Pref
Templat

e

Explanation Manager

Moderator

Recv. Desc

Eval. Desc

Explanation 

Generation

Fetch Template

Process 

Template

Post Proc.

Education 

Support
Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.
Gen. 

Alternatives

Pref-based 

Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services

EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

Both context and rules are forwarded 

to            the Context Interpreter

Context Interpreter evaluates context 

against the rules and decides about User 

availability Status

7

8

return flag Match(rules, context) 

{

flag = -1

rules.add(scanFile.nextLine());

if(rules.contains(context)){

flag=1;

break; } 

return flag;

}

8

9

If user is available then Content 

Interpreter is invoked otherwise 

recommendation is delayed 

9

User_Status_Eavl() {

If flag==-1

Delay_Rec()

else                      

Content_Interpreter.Select_Path()

}   

7

8

9

/Execution Flow

Service Curation Layer

Recommendation Interpreter

Content Interpreter

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based 

Filter

Repositories

Blocked 

Rules
Global 

Pref
Template

Filter Recommendation

Filter Recom.

Context Eval.
Gen. 

Alternatives

Pref-based 

Filter

Prepared Context Matrix
14

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11

12

Search Alternative Recommendation is 

current Recommendation (running) is 

unsuitable

13

For multiple alternative recommendations, 

User’s Preferences are weighed in

Walking Stretching

10m 15m

get_pref (user_id);

14

“Walking” is preferred over “Stretching” 

by the user therefore “Walking” is treated 

as final recommendation

Select “Select Alternative” or “Filter 

Recommendation” is called for further 

processing

Select Rec Eval

Path

selt_path(Rec) {

If (Rec.len == 1)

Select_Alternative()

Else

Filter_Recommendation()

}

10

10

Global preferences are fetched
11

12

14

13
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/

Service Curation Layer

Recommendation Interpreter

Context Interpreter Content Interpreter

Context Selector

Context 

Interpreter

Receive 

Context

Fetch Block 

Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status 

Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based 

Filter

Repositories

Blocked 

Rules
Global 

Pref
Template

Explanation Manager

Moderator

Recv. Desc

Eval. Desc

Explanation 

Generation

Fetch Template

Process 

Template

Post Proc.

Education 

Support
Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.
Gen. 

Alternatives

Pref-based 

Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services

EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

15

Final Recommendation if forwarded 

to Explanation Manager
15

Received 

Description

get_Description()

//empty string

16Forward 

Description

forward_Descption();

No explanatory sentence received 

17

Explanation Generation component 

is invoked 

17

Evaluate Description

Eval_Desc() {

if (Descprption.isEmpty())

Explanation_Generation() 

else

Education_Support() 

}   

15

16

17

16

A template is fetched from the local 

repository and forwarded to further 

processing

18

19

18

19

Execution Flow

/

Service Curation Layer

Recommendation Interpreter

Context Interpreter Content Interpreter

Context Selector

Context 

Interpreter

Receive 

Context

Fetch Block 

Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status 

Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based 

Filter

Repositories

Blocked 

Rules
Global 

Pref
Templat

e

Explanation Manager

Moderator

Recv. Desc

Eval. Desc

Explanation 

Generation

Fetch Template

Process 

Template

Post Proc.

Education 

Support
Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.
Gen. 

Alternatives

Pref-based 

Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services

EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

20

21

Process Template

String 

get_Template(Rec,Duration);

// “You are Recommended 

Walking For  10 mins”

Post Process Template

String post_process(Sentence, 

Context);

// “You are Recommended 

Walking For  15 mins and it may 

rain so take umbrella with you”

22

Template processed according to the 

context
20

Post Processing is applied to reflect 

additional information e.g. weather

21

A complete recommendation along 

with education support is forwarded 

to SO for further processing

22

20

21

SO sends the recommendation to the 

Supporting Layer and Data Curation 

Layer for persistence

23

23

23

Data Curation Layer Supporting Layer

Execution Flow
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/Recommendation Interpreter– Main Components

Context 

Interpreter 

2.0

Content 

Interpreter 

2.0

Explanation 

Manager 

2.0

SNS Trend 

Identifier 2.5

/

Recommendation Interpreter

Solution 1: User availability rule interpretation

Data Manger

Context Interpreter

Recommendation 
Builder

Context 
Selection

Content 
Interpreter

Context Moderator

Recommendations
Builder

Interpret 
Context

S1

Yes
User is available ?

Context Interpreter ensures to deliver the recommendation 
at right time

1. selects context one by one from lifelog 
2. Interpret the selected context
3. If user is available, the recommendation are forwarded for 

next component
4. Else it inform the recommendation builder about the 

reason of not delivering the recommendation

Select 
Context

No

Interpret 
Content

Low level 
Context

High Level 
Context

Life 
Log

Recommendations

Context Interpretation Rules:

IF <HLC: HavingMeal> 
THEN: <BLOCK>

IF <HLC: Commuting>
THEN <BLOCK>

IF <HLC: Sleeping> 
THEN  <BLOCK>

Blocking 
Rules

Template

Global Preferences
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/

Recommendation Interpreter

Solution 2: Contextual aggregate matrix generation

Data Manager

Content Interpreter

Content Filterer

Select 
Alternative

Filter Rec

SNS Trend Identifier

Trend 
Selector

Trend 
Procssor

Content Interpreter ensures to deliver the right 
recommendation to the right user
• Evaluate Cardinality
• If cardinality == 1 then forward the recommendation

Context 
Interpreter

Rec 
Cardinality

Select Alternative
Cardinality == 1

Cardinality > 1

Filter 
Recommendations

Recommendations

Explanation 
GenerationBlocking 

Rules
Template

Global Preferences

S2

/

Recommendation Interpreter

Solution 2: Contextual aggregate matrix generation

Data Manager

Content Interpreter

Content Filterer

Select 
Alternative

Filter Rec

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

“Select Alternative” evaluates Original Recommendation and suggests 
alternative based on context, if required 
• Receive Original Rec
• Check suitability of the rec against current context
• If “unsuitable” find out alternative from “Contextual Matrix”
• If alternative recommendations more than 1 check user preferences 
• Forward the final recommendation(s) to “Explanation Generation” 

Process 
Rec

Eval
Context

Select 
Alternative

Cardinality
?

Check 
Preference

Forward List 
as-is

Check 
suitability

unsuitable

Single

Multiple

At least one 
matched

None 
matched

Explanation

Generation

Explanation

Generation

Explanation

Generation
Explanation

Generation

Blocking 
Rules

Template

Global Preferences

S2
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/

Recommendation Interpreter

Solution 2: Contextual aggregate matrix generation

Data Manger

Content Interpreter
S2

Content Filterer

Select 
Alternative

Filter Rec

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

“Filter Rec” is evoked when multiple recommendations are received
• Receive list of recommendations
• Check suitability of each recommendation against the current context
• Store the applicable recommendations in AR_List
• Check user preferences 
• Forward the final recommendation(s) to “Explanation Generation” 

Check 
Suitability

List 
AR

Check 
Pref ?

Forward List
ARP

Next Selection Next Selection

List of preferred 
Recommendations?

=> 1

Process Rec  
<LIST>

List
ARP

Cardin
ality?

= 0

List of applicable 
recommendations

Forward List
AR

Explanation

Generation

Explanation

Generation

Blocking 
Rules

Template

Global Preferences

/

Recommendation Interpreter

Solution 2: SNS Trend Identifier

Data Manger

Content Interpreter
S2

Content Filterer

Select 
Alternative

Filter Rec

SNS Trend Identifier

Trend 
Selector

Trend 
Processor

Food is recommended based on required nutrition
• Receiver nutrient category recommendation and user preferences
• Receiver latest food item trends from SNS
• Combine both aforementioned information
• Check user preferences 
• Forward recommended food items to Result Preparer and Explanation 

Generation

Blocking 
Rules

Template

Global Preferences
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/

Recommendation Interpreter

Solution 3: Template-based explanation

Explanation Manager explains the 
recommendation according to the situation
• Receive context
• Evaluate explanation requirement
• Select template
• Get recommendation specific URL 
• Attached the link to resources
• Prepare the results

Content 
Interpreter

Generate 
explanation

Receive 
context

Pick URL

String matching

Data Manager Explanation Manager

Situation 
Detection

Explanation 
Generator

Education Support

Resource 
Selector

Resource 
Linker

S3

Templates

Result 
preparation

Weather

Emotion

Location

URL 
Repository

Blocking 
Rules

Template

Global Preferences

Standard Template = “You are Recommended” + [Recommendation] + “for” + [Duration] + “mins”

/Uniqueness and Contributions

• The ability to make context-aware recommendations

• Context-aware user Interruptibility

• Situation based recommendation adaptability

• SNS-based nutritious food recommendation

• Recommendation enrichment by embedding  explanatory 
and educational nuggets

• Explanatory note embedding with the recommendation

• Audio-visual aids for recommendation adaptability
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/Evaluation Environment

• Evaluation Matrix

• Reasoner Evaluation 
Data Input cases

Criteria Explanation

Execution Time • Average execution time of the knowledge-

base reasoning 

Accuracy • Accuracy of the knowledge-base reasoning

• Accuracy of the recommendation interpreter

Questionnaire Snapshot

• Recommendation Interpreter Evaluation 
Questionnaire

/Accuracy Evaluation for Recommendation Interpreter

• Experimental Setup

• Standalone system for RI

• Questionnaire items: 40

• Number of participants: 40

• Survey conducted with the following 
population characteristics 

Conducted Questionnaire

Result Summary Experiment 1 (Participant-Agreement)

Based on meta-accuracy scores the proposed system 

achieved 87% accuracy

Result Summary Experiment 2 (Item-Participant score)

24 Scenarios (out of 40) achieved favorable results
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/Summary

• RI performs contextual information processing for situation-aware recommendation by deciding on 
factors such as user’s interruptibility and contextual suitability of the recommendation

• RI enriches the contents of the generated recommendation by embedding audio-visual aids and 
relevant nuggets of contextual information in terms of current weather conditions, food trends and 
user’s emotional state

• RI provides following features:

• Delivering recommendation at right time --- user interruptibility << Context Interpreter>>

• Delivering preference-in-context personalized recommendation << Content Interpreter>>

• Delivering contextually explained recommendation <<Explanation Manager>>

/Summary

• SCL handles dynamically both push and pull models for situation-aware recommendation generation

• SCL provides reliable recommendations using rule-based reasoning with forward chaining mechanism

• SCL provides a flexible reasoning framework with loosely coupled data and knowledge that supports diverse 
services

• SCL performs contextual information processing for situation-aware recommendation by deciding 
on factors such as user’s interruptibility and contextual suitability of the recommendation

• SCL enriches the contents of the generated recommendation by embedding audio-visual aids and 
relevant nuggets of contextual information in terms of current weather conditions, food trends and 
user’s emotional state
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Mining Minds SERVICE 
ORCHESTRATOR

/Introduction

• Orchestrator enable communication of SCL with other layers and user application

• It allows implicit or explicit communications

implicit explicit

Time
Schedule Situation

User
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/Motivation

• A common gateway of communication

• Communication abstraction for intra-layer modules

• Provide guidance to intra-layer logical modules 
fulfilling service requirements 

/Service Orchestrator - Architecture

LLM

Service Orchestrator

Input/ Output Adapter

Service Handler

Recommendation 
Builder

Recommendation 
Interpreter

Data 
Curation Layer

User Device
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/

User App

SCL Communication- Service Orchestrator

KCL
Rule Index 

base
Rule-base

Recommendation 
Builder

Rule-based Reasoner

Uid, Data Request

Index-
based 

Reasoning

Situation EventSet of Rules

U
id

, S
it

u
at

io
n

 E
ve

n
t

U
id

, R
ec

o
m

m
en

d
at

io
n

s

U
id

, D
at

a

Pattern 

Matcher
Conflict 

Resolver
Result 

Generator

DCL

1

2

35

8

7

6

U
id

, D
at

a 
R

eq
u

es
t

Uid, Data

RESTful Web Services
RESTful Web Services

9

Uid, Context, preferences

10

U
id

, C
o

n
te

xt

11

U
id

, C
o

n
te

xt

Uid

13

Uid, Situation Event

5

SL (UI/UX)

14

RESTful Web Services

Recommendation 
Interpreter

Interpretation

Context 

Interpreter
Content 

Interpreter
Explanation 

Generator

Service 
Orchestrator

Input/output 

Adapter

Event 

Handler

RESTful Web Services

12

Uid, Personalized 
Recommendation

Uid, Request

1

Service Orchestrator

Recommendation 
Service

EP. 1

EP. 2

Data Comm Manager

Send/Receive 
Builder Data Req

Receive

Send/Receive 
Interpreter Data 

Req

Data Curation Layer

Recommendation 
Builder

Recommendation 
Interpreter

Send/Receive 
Recommendation

Send/Receive 
Interpreted Rec

1

1

2

2

3
5

4

7

6

8

9

Supporting Layer

9
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/Request for Recommendation

Push Model

Pull Model

User Request

Situation

Request Modes

/Push Model (Situation Event)1

RESTful Web Services

Service Orchestrator
Recommendation 

Builder

Situation Event

Data Request

RESTful Web Services

DCL

Index (situation event) Reasoner

Prepare data request based on scheduled rules

a

b

{ 

"userRiskFactorId":1, 

"userId":39, 

"riskFactorId":5, 

"statusId":1 

}

User Profile

{ 

"userLifelogID":null, 

"userID":39, 

“activityID":6, 

“…”

}

Lifelog

{ "userId":39, "activityDate":"2015 05 14}

DCL---SCL 
Communication

1

2

3

3

1

1

3

3

4

4

4

4

Data Response
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/Pull Model (User Request)1

RESTful 
Web Services

RESTful Web Services

DCL

Index (situation event) Reasoner

Prepare data request based on scheduled rules

a

b

{ 

"userRiskFactorId":1, 

"userId":39, 

"riskFactorId":5, 

"statusId":1 

}

User Profile

{ 

"userLifelogID":null, 

"userID":39, 

“activityID":6, 

“…”

}

Lifelog

User App---SCL 
Communication

{ 
"u

s
e
rI

d
":

3
9
, 

"a
c
ti
vi

ty
D

a
te

":
"2

0
1
5
 0

5
 1

4
 }

{ "userId":39, “serviceId” : 2”" }

Service Orchestrator
Recommendation 

Builder

Situation Event

Data Request
{ "userId":39, "activityDate":"2015 05 14}

2

3

4

Data Response

1

3

3

3

4

4

4

1 1

/Contributions

• Handling the situation based on dynamically generated events 
from DCL

• Handling user request explicitly made for the recommendation

• Handles the communication of data required for SCL services
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Supporting Layer (SL)

/Background

• Complex Large unstructured data sources are becoming a norm and 
extracting important and hidden information from it is becoming the 
need of today

• Additionally displaying them interactively with interesting graphics 
and adaptive UI is necessary.

• Analytics can identify abnormal behavior and different attributes 
related to the user through visualization and summarization to bring 
context.

• Adaptive User interface generation based on user information, context 
of user & device at run time

Adaptive UI
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/Motivation for Supporting Layer

• Use of smartphones as primary devices
• Personalized and adaptive user interface of the mobile phone 

application is very important in today’s world. 

• User experience should be evolved constantly based on profile and 
performance metrics.

• Complex Large unstructured data sources
• Complex datasets have hidden information which must be extracted 

for additional and complex decision making.

• Visualization and trends are necessary for complex data to find 
abnormal information.

Hidden Information

/Supporting Layer as a Framework (SLF)

• Trend analysis extracts 
data facts 

• Clustering for visualization

• UX measurement in terms of task 
success, errors and time completion

• User satisfaction modelling with 
respect to performance/issues 
metrics

• Creating graphs and facts with 
respect to clustering

• Timeline and intuitive way to 
display SNS and trends

• Adaptation engine to create 
new rules and change existing 
rules with respect to user 
behavior and profile  
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/SL Architecture

Descriptive Analytics
UI/UX

/Related Work (Descriptive Analytics)

Systems Limitations

• The automated extraction of interrelated data objects from ERP 
systems is discussed but without using a graph model and for the 
single analytical goal of process mining

• Gradoop (Graph analytics on Hadoop) analyze graph data for 
business intelligence and social network analysis.

• Radoop is a big data analytics solution for Hadoop which computes 
the jobs on the cluster using ensemble learning

• No parameter type classification
• No distribution of data ranges and rendering information

• Only graph analytics and focus on trends based on images
• It stores graph formats only

Rudolf, Michael, et al. "SynopSys: large graph analytics in the SAP HANA database through summarization." First International Workshop on Graph Data Management Experiences and Systems. ACM, 2013.
Junghanns, Martin, et al. "GRADOOP: Scalable Graph Data Management and Analytics with Hadoop." arXiv preprint arXiv:1506.00548 (2015).
radoop.eu

• It is based on complex machine learning techniques
• Less information as it is being developed into a product.
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/Limitations of Existing Work (Descriptive Analytics)

• No query library for mapping the queries, lack of which results in inefficient data 
retrieval in case of big data.

• Lack of Parameter filtration which makes it difficult to group and summarize the data.

• No model transformation for preserving semantics of data and integration of 
heterogeneous data

/Overview of existing adaptive systems (UI/UX)

Existing Systems Descriptions Pros: Cons:

Doppelgänger [20]
It was intended to produce a personalized, 
printed Newspaper for the user

• Sharing of user information among several applications.
• Diverse types of sensors contribute to an extensive user 

model.
• Unobtrusive user modelling.

• No systematic feedback mechanism  

Flexcel [21]
It enhances Microsoft Excel by an adaptive 
User Interface

• Users have control over their own user profiles
• Some of the user dialogues for adaptability seem 

very complex

Lumière-
Project[22]

It led to the later MS-Office assistant
• It combined the temporal reasoning and Bayesian user 

models in order to manage the uncertainty of recognizing 
user goals from a stream of user actions over time.

• It only focus on recognizing user goals in order to 
provide appropriate

Lifestyle Finder[25]
It gives the user suggestions for interesting 
websites

• User profiling and clustering is based on publically 
available demographic mass data

• Adaptation covers only the selection of content
• User modelling covers aspects such as purchasing 

history, lifestyle characteristics and survey 
responses

Supple[26]

It is an application that adapts the display 
of objects considering window size and 
user
preferences

• Run-time rendering of the user interface
• Information about the user is collected by analyzing user 

tracking

• Adaptation focuses on layout and selection of 
appropriate controls and display elements

• It does not address accessibility issues
• It does not provide an authoring tool

MYUI [19]

It generates individualized user interfaces 
and performs adaptations to diverse user 
needs, devices and environmental 
conditions during run time.

• Toolkit: supports industrial developers and designers to 
easily create self-adaptive applications

• Explicit and implicit data collection about user for user 
modeling

• Run-time rendering of user interface.

• No feedback functionality 
• Manual setting for platform device category
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/Limitations of existing work (UI/UX)

• The existing user models are not comprehensive
• Lacks behavioral & physiological  measurement for adaptive UI

• Environmental variables

• Lack addressing accessibility issues

• No feedback functionality 

• Lack of user experience for adaptive UI

Descriptive Analytics
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/Background

V 1.0 V 2.0Traditional Analytics Descriptive Analytics

• Internally Sourced and relatively 
small structured data 

• Teams of Analysts

• Internal Decision support 

• Complex Large unstructured data 
sources

• New Analytical and computation 
capabilities

• Data based Product and Services

Provide trending information

Quantitative summary

Data visualization

/Introduction

Analytics

Raw Data Processing Filtered Data Visualization UI/ UX

Data Analytics Users Experts
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/Motivation

Data 
Comprehension

Anomaly 
Detection

Trends 
Analyzer

Through analytics we can observe abnormal behavior 
and different attributes related to the user through 
visualization

Visualization and summarization brings 
context to the data and removes 
misunderstandings  and improve predictions

Understanding the data and integrating the 
data and highlighting outliers

Descriptive 
Analytics

/Workflow of Descriptive Analytics

uid ActId DateTime Activity Duration accX accY accZ

2 2 20/08/1513:
00:03

Walking 5Min 1213.23
1123

1213.23
1123

1213.23
1123

29 2 20/08/1510:
00:03

Walking 45m24s 14334.1
23

14334.1
23

14334.1
23

30 4 20/08/1511:
00:03

Sitting 2hr 1232 1232 1232

23 2 21/08/1518:
00:03

Walking 10min 1213.23
1123

1213.23
1123

1213.23
1123

32 4 21/08/1512:
00:03

Sitting 2m24s 14334.1
23

14334.1
23

14334.1
23

30 3 21/08/1513:
00:03

running 4m 1232.84
1

1232.84
1

1232.84
1

Id X-axis Y-axis Multiple series Graph

1 Yes No No Pie

2 Yes Yes Yes Line

3 Yes Yes Yes Bar

4 Yes Yes No Bubble

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Food Age Days

Activity Duration DateTime

*.activity uid None

Activity GPS/Location Days
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/Workflow of Descriptive Analytics

uid ActId DateTime Activity Duration accX accY accZ

2 2 20/08/1513:
00:03

Walking 5Min 1213.23
1123

1213.23
1123

1213.23
1123

29 2 20/08/1510:
00:03

Walking 45m24s 14334.1
23

14334.1
23

14334.1
23

30 4 20/08/1511:
00:03

Sitting 2hr 1232 1232 1232

23 2 21/08/1518:
00:03

Walking 10min 1213.23
1123

1213.23
1123

1213.23
1123

32 4 21/08/1512:
00:03

Sitting 2m24s 14334.1
23

14334.1
23

14334.1
23

30 3 21/08/1513:
00:03

running 4m 1232.84
1

1232.84
1

1232.84
1

Id X-axis Y-axis Multiple series Graph

1 Yes No No Pie

2 Yes Yes Yes Line

3 Yes Yes Yes Bar

4 Yes Yes No Bubble

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Food Age Days

Activity Duration DateTime

*.activity uid None

Activity GPS/Location Days
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/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Find the weekday walking, running 
and sitting  and their average  in 
last 30 days

1
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/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Break Down the Query into 
operator attribute

2a

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Activity Duration Days

/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Search a match for query based 
on attributes

2b

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Food Age Days

Activity Duration Days

uid All None

Activity GPS/Location Days
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/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration
3

Based on the query big data 
connector or IDB interface is 
called.

Big data connector decides to 
send the query to HDFS based 
on the temporal attribute of 30 
days

Return 
Attribute

Conditional 
Attributes

Temporal 
Attribute

Running Duration >1m Day 30

Sitting Duration >15
m

Day 30

Walking Duration >2m Day 30

/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration
3

Based on the query big data 
connector or IDB interface is 
called.

uid ActId DateTime Activity Duration accX accY accZ

2 2 20/08/1513:
00:03

Walking 5Min 1213.23
1123

1213.23
1123

1213.23
1123

29 2 20/08/1510:
00:03

Walking 45m24s 14334.1
23

14334.1
23

14334.1
23

30 4 20/08/1511:
00:03

Sitting 2hr 1232 1232 1232

23 2 21/08/1518:
00:03

Walking 10min 1213.23
1123

1213.23
1123

1213.23
1123

32 4 21/08/1512:
00:03

Sitting 2m24s 14334.1
23

14334.1
23

14334.1
23

30 3 21/08/1513:
00:03

running 4m 1232.84
1

1232.84
1

1232.84
1
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/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

4

The data is integrated and 
transformed into a model for fast 
processing. 

{
“Walking":[45,10,5,7,2,0,2,14]
“Running":[4,0,0,0…..],
“Sitting”:[120,60,30,21]

}

/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

5

The data view model sends the data 
for analyzing trends.
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/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

6

The trend analyzer classifies the data 
depending on the metadata, adds facts 
and clusters the data for visualization.

Activity Average

Walking 16min

Running 6 min

Sitting 63 min

Activity Max Time

Walking 32

Running 12

Sitting 240

Activity Calories 
Burned

MET

Walking 523 80

Running 180 60

Sitting 26

/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

7

The data is sent in descriptive and 
graphical view whichever is 
requested. 

Id X-axis Y-axis Multiple series Graph

1 Yes No No Pie

2 Yes Yes Yes Line

3 Yes Yes Yes Bar

4 Yes Yes No Bubble
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/Workflow of Descriptive Analytics

Admin

User

Visualization  
Interface

Visualization 
Request/ 
Response

Visualization Data 
Rendering

UI/UX

Mining Minds 
Client

Intermediate 
Database

HDFS

Data Query 
Manager

Query 
Library

Query Creation Interface

Data Store Interface

SNS 
Connector

DCL 
Interface

Trend Analyzer

Textual 
Classification

Association 
Clustering

Model Transformation 

HTML View 
Model

Visualization 
Enabler

Mining Minds 
Platform

Data View 
Model

Data Integration

Ratio of walking on total active time: 70%
Ratio of Running on total active time: 30%

Ratio of walking on total active time: 80%
Ratio of Running on total active time: 20%

Users Below 50 Users Above 50

/Contributions

• A query library for efficient data retrieval from big data repository.

• Model Transformation module to transform the data from HDFS and integrate it 
semantically

• Data Store interface for bringing unstructured (Big Data) and structured data 
(Intermediate).

• Trend analyzer to classify parameters and associate and cluster them for further 
insights

• Focus on grouping and association techniques
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Supporting Layer

/Introduction [1/2]

An Adaptive User interface is a User Interface(UI) which adapts,  its  layout
and elements to individual users based on information acquired about its 
user(s), the context of use and its environment. 

Context of use

Device Information

Information about user

Adaptive UI
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/Introduction [2/2]

• In order to achieve a satisfactory adaptation, it is necessary to have 
several inputs such as 

Adaptive UI

User 
information

Environmental 
information

Device 
characteristics

/Granularity levels- UI adaptation at different level

Adaptive UI

 To guide a user to their specific goal within 
the system by altering the way the system 
is navigated based on certain factors of the 
user

 It concern the design of the interface, e.g. 
font size or color, layout of user interface 
elements

 Adaptations that deal with the context of 
the situation occurred.
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/Motivation

Motivation

User Model

Gathering knowledge of user capabilities and limitations based on 
user experience

Adaptive UI

Adaptive UI

Adaptive User interface generation based on user information, 
context of user & device at run time

Context & Device Model

Gathering knowledge of device and context of use

/UI/UX Authoring Tool – Communication View

Adaptive User Interface (AUI) User Experience (UX)

User Satisfaction Model

Personalized Information Evolution

UX Measurement 

DCL

Modelling Layer

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Feedback 
collector

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logsCapabilities 
collector

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Issue-Based Metrics

Issues by Task

Self-Reported Metrics

Rating scales

Semantic Differential Scales

Issues by Category

Frq. Unique Issues

Pragmatic Quality Hedonic Quality

RESTful Web Services

1 1Profile Data{Name, ID, DOB, Vision} Device Information {Screen Size, Battery Level}

2

3

3-a
3-b

3-c
3-d

4

Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 
Theme 2: Low vision
Theme 3 : Low Light

:

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx

Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light

:

5-a

6

7

8

Observational data

UX Metrics

User Satisfaction values

Update/store user profile value

RESTful Web Services

5-b

5-c
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/UI/UX Authoring Tool – Overall Concept

Capabilities Retriever
 It collect data for adaptation engine such as 

 User Profile data
 Environmental data
 Device information

Adaptation Engine
 Reasoner

 Input data
 Rules 
 Fire rules based on collected data

 GUI Generator render UI based on fired rules

Capabilities collector
 Responsible to collect information about user perception, cognitive and motor 

skill using different game/ techniques

Analytics Collector
 User interaction behavioral data collection

 To measure the Pragmatic qualities

Feedback Collector
 Responsible for display the prompt feedback form based on implicit collected data 

then the user feedback data can be send to self-reporting component to in order 
to find out (1) the hedonic and (2) pragmatic quality

UX Measurement
 It deals with metrics that reveal something about the user experience- about the 

personal experience/ interaction of user with product or system like 
 effectiveness (being able to complete a task),
 efficiency (the amount of effort required to complete the task), 
 satisfaction (the degree to which the user was happy with his or her 

experience while performing the task)

User Satisfaction Model
 It can be measures it by checking to which extent the users achieved the hedonic 

and pragmatic goals. It considered many UX variables such as
 likability (to which extent user achieve the pragmatic goals),
 pleasure (to which extent user achieve the hedonic goals), 
 comfort (to which extent user feel comfort), and 
 trust (to which extent user satisfy with overall system).

/UI/UX Authoring Tool – Overall Concept of AUI

DCL

Intermediate Database

User Profiles
Life-log 

Data

Supporting Layer

Adaptive User Interface (AUI) User Experience (UX)

Profile Data{Name, ID, DOB, Vision}1

Device Information {Screen Size, Battery Level}1

Environmental Information {Light Intensity Level}2

Adaptive Rules

Adaptation Engine

If ( Age =32 & Vision= low) 
Then 
adaptTextViewSize = 60dp;

 Restful Service
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/UI/UX Authoring Tool – Overall Concept

Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Capabilities Retriever 
Context Characteristic
• It is responsible for collection 

of environmental information 
such as
 Light intensity (Lx)
 Nosie level
 Timing Information
 Temperature 

1 b

Capabilities Retriever 
User Profile
• When the user sign-in/sign-up 

, the user profile module send 
request to DCL

• The DCL  send back  the 
required user profile attributes 
that will be need for adaptive 
UI

Note: The user profile data are 
fetched based on per user login 
or when there will be change in 
user profile

1 a

Capabilities Retriever 
Device Characteristic
• It is responsible to identify 

several device characteristics 
such as

• Screen Size
• Battery Level 

• In order to be aware of the 
whole domain limitations

1 c

Modelling Layer – Capabilities Retriever

1

1 b 1 c

Capabilities Retriever 
• Its component can enable to retrieve the required data based on context for AUI Rules Engine component

1

1 a

User Profile 
Data

Restful API

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False

Step 2Step 1

/UI/UX Authoring Tool – Overall Concept

Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Modelling Layer – Capabilities Retriever

1

1 b 1 c

Capabilities Retriever 
• Its component can enable to retrieve the required data based on context for AUI Rules Engine component

1

1 a

Algorithm 1  Capabilities Retriever 

1. function retrieve capabilities(x, y , z)

Input: Three kind of information where x is user profile information , y is environmental information, 
and z is device information

Output:  The required capabilities data are retrieve for adaptive rule engine

2. If User is not valid Then
3. return(x) ← error

4. else
5. set(x) ← (u_ID, name, age impairment, & disability, …. )
6. get(light_level) ← lux
7. get(noise_level) ← dBA
8. set(y) ← (light_level, noise_level )
9. get(screen_size) ← dp
10. return (x, y, z)
11. end
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/UI/UX Authoring Tool – Overall Concept

Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Adaptation Layer – Adaptation Engine

3

Adaptation Engine
Reasoner (Rule Base)
Easy Rules is a simple yet powerful Java rules engine 
framework
 Name: a unique rule name within a rules namespace 
 Description: a brief description of the rule
 Priority: rule priority regarding to other rules 
 Conditions: set of conditions that should be satisfied to 

apply the rule Actions: set of actions to perform when 
conditions are satisfied

3

Adaptation Engine
Adaptation & navigation rules
• The adaptation rule are classified according to 

the target user disabilities, environmental 
conditions and as well as accessibility rule to in 
order to increase positive user experience (UX)

2

Adaptation Engine
• It can perform reasoning based on pre-defined adaption and navigations rules. It recommend the user interface 

components and its styles to render the adaptive UI

1

2

1

DCL Adaptive UI 
Rules 

Engine
UI Generator 

UI adaptive Rules

User Profile 
Data

Rule 1: Color blind 

Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 

Theme 2: Low vision
Theme 3 : Low Light

:

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False

Step 1

Step 2
Restful API

Modelling Layer

Step 2
1

2

3

Note: Easy Rule framework will handle the conflict 
resolution and final fire rules based on priority 

/UI/UX Authoring Tool – Overall Concept

 Adaptive UI Rule Engine use the user, environmental, technology information  
and UI adaptive rules to fire the UI rules

 UI generator use the fire UI rule in order to generates the final adapted UI

Adaptive UI Rules 
Engine

Data

UI Generator 

UI adaptive 
Rules

Adapted UI

Adaptation Layer – Adaptation Engine
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/UI/UX Authoring Tool – Overall Concept

Adaptive UI Rules 
Engine

Data

UI Generator 

UI adaptive 
Rules

Adapted UI

Used rule from literature 

UI adaptive Rules
Used Objected oriented 

approach for rules creation

Easy Rules : Easy Rules is a simple yet powerful Java rules engine framework

Note: In MM we will created rule Authoring tool, so that 
UX expert will be able to create new rule, update and 
delete the existing rules.

http://www.easyrules.org/index.html

Adaptation Layer – Adaptation Engine

/UI/UX Authoring Tool – Overall Concept

Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Adaptation Layer – Adaptation Engine

3

Adaptation Engine
• It can perform reasoning based on pre-defined adaption and navigations rules. It recommend the user interface components and its styles to render the adaptive UI

1

2

1

Algorithm 2  Adaptation Engine

1. Function reasoning(x, y )

Input: Two kind of information where x is retrieved information, y is adaptation rule sets 

Output:  Fire the final rule so that GUI generator can render the GUI based on that rule

2. If User is not valid Then
3. return(x) ← error

4. else
5. set(x) ← (user profile, environmental information, device information)
6. set(y) ← load all rules from adaptation and navigation rules from the local DB

7. foreach input ϵ y do
8. registered all rules to rule engine

9. end 
10. fire_rule ← fire rules based on matching

11. return (fire_rule)
12. end
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/UI/UX Authoring Tool – Overall Concept

Adaptive User Interface (AUI)

Modelling Layer

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Reasoner

Application Layer

GUI generator

GUI

UI & Style selector

DCL

Capabilities Retriever

User profile
Context

characteristics
Device characteristics

Intermediate Database

User Profiles
Life-log 

Data

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logs

Adaptation Layer – Adaptation Engine

3

Adaptation Engine
UI & style selector
Easy Rules is a simple yet powerful Java rules engine 
framework
 Name: a unique rule name within a rules namespace 
 Description: a brief description of the rule
 Priority: rule priority regarding to other rules 

3

Adaptation Engine
GUI Generator
• GUI received the fire rules
• GUI generator 

2

Adaptation Engine
• It can perform reasoning based on pre-defined adaption and navigations rules. It recommend the user interface 

components and its styles to render the adaptive UI

1

2

1

DCL
Adaptive UI 

Rules 
Engine

UI Generator 

UI adaptive Rules

User Profile 
Data

Rule 1: Color blind 

Rule 2: Low vision
Rule 3: Low Light

:

Theme 1: Color blind 

Theme 2: Low vision
Theme 3 : Low Light

:

User ID: 1
Full Name: Jamil Hussain
Age: 31 year
Vision: Low 
Color Blind: False

Step 1

Step 2

Restful API Modelling Layer

Step 3
1

2

3

Note: Easy Rule framework will handle the conflict 
resolution and final fire rules based on priority 

Step 4

Adaptive UIDefault UI

/Example Scenario 1: Task Success Metric

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_001 Set goal submit
error- integers 
value

… … … …

U_001
Edit

profile

Task Success

Task 1 Task 2 Task 3 Average

U_001 1 0 0 33 %

U_002 1 1 1 100%

… … … … …

U_003 0 1 1 80%

CONFIDENCE 
INTERVAL

2

Data is sent to 
Google’s Server

1 3

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Update weight actions")

.setAction("Update weight ")

.setLabel(updateweight )

.build());

*/

}

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Activities graphs")

.setAction("View activities graphs screen")

.setLabel(activitiesgraphs)

.addActivities(activitiesgraphs)

.setActivitiesAction(activitesAction)

.build());

}

UX Measurement 

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

// Set the dispatch period in seconds. 

GoogleAnalytics.getInstance(this).setLocalDispatchPeriod(15);

DCL

Intermediate Database

User Profiles
Life-log 

Data

U_001 Task Success 33 %

4

5
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/Example Scenario 2: Learnability Metric

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_001 Set goal submit
error- integers 
value

… … … …

U_001
Edit

profile

LEARNING CURVES

2

Data is sent to 
Google’s Server

1 3

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Update weight actions")

.setAction("Update weight ")

.setLabel(updateweight )

.build());

*/

}

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Activities graphs")

.setAction("View activities graphs screen")

.setLabel(activitiesgraphs)

.addActivities(activitiesgraphs)

.setActivitiesAction(activitesAction)

.build());

}

UX Measurement 

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

// Set the dispatch period in seconds. 

GoogleAnalytics.getInstance(this).setLocalDispatchPeriod(15);

DCL

Intermediate Database

User Profiles
Life-log 

Data

5

learnability

Trial 1 Trail 2 Trail 3

Task 1 55 sec 45 sec 38 sec

Task 2 60 sec 50 sec 40 sec

… … … …

Task 3 80 sec 100 sec 200 sec

4

U_001 Task 1 good

U_001 Task 2 good

U_001 Task 3 averave

/Example Scenario 3: Efficiency Metric

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_002 Set goal submit
error- integers 
value

… … … …

U_00n
Edit

profile

LOSTNESS

2

Data is sent to 
Google’s Server

1 3

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Update weight actions")

.setAction("Update weight ")

.setLabel(updateweight )

.build());

*/

}

// Send an event to Google Analytics

tracker.send(new HitBuilders.EventBuilder()

.setCategory(“Activities graphs")

.setAction("View activities graphs screen")

.setLabel(activitiesgraphs)

.addActivities(activitiesgraphs)

.setActivitiesAction(activitesAction)

.build());

}

UX Measurement 

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

// Set the dispatch period in seconds. 

GoogleAnalytics.getInstance(this).setLocalDispatchPeriod(15);

DCL

Intermediate Database

User Profiles
Life-log 

Data

5

4

Task 1 Very good design

Task 2 above average design

Task 3 bad design

Efficiency

Task Completion 
Rate 

Task Time 
(min)

Efficiency 
(%)

Task 1 65% 1.5 71

Task 2 8% 1.2 48

… … … …

Task 3 40% 2.1 19

LOSTNESS 
L= sqrt[(N/S - 1) 2+ (R/N - 1) 2 ]   

N: The number of different screen visited while performing the task 

S: The total number of pages visited while performing the task, counting revisits to the same screen

R: The minimum (optimum) number of screen that must be visited to accomplish the task
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/Example Scenario 4: All UX Measurement Metrics

Adaptive User Interface (AUI) User Experience (UX)

User Satisfaction Model

Personalized Information Evolution

UX Measurement 

DCL

Modelling Layer

Capabilities Collector

User profile
Context

characteristics
Device 

characteristics

Semantic Modeller

Intermediate Database

User Profiles
Life-log 

Data

Adaptive ontology

Adaptation Layer

Adaptation Engine

Adaptation and 
navigation rules

Semantic reasoner

Application Layer

GUI generator

GUI

UI & Style selector

Feedback 
collector

Analytics Collector

Events Screen Session

User IDCrashes & exceptions
DispatcherObservational 

logsCapacity 
collector

Performance metrics 

Task success

Time on task

Errors

Efficiency

Learnability

Issue-Based Metrics

Issues by Task

Self-Reported Metrics

Rating scales

Semantic Differential Scales

Behavioral & Physiological Metrics
Perceptions Emotions

Stress Cognitive

Issues by Category

Frq. Unique Issues

Pragmatic Quality Hedonic Quality

User ID Screen Events exceptions

U_001 Home click

U_001 activity view graph

U_001 Set goal submit
error-

integers value

… … … …

U_002
Edit

profile

1

Task Success

Task 1 Task 2 Task 3 Average

U_001 1 0 1 80 %

U_002 1 1 1 100%

… … … … …

U_003 0 1 1 80%

CONFIDENCE INTERVAL

Time On task

Task 1 Task 2 Task 3

U_001 55 20 10

U_002 30 20 10

… … … …

U_003 0 1 1

2

Errors

Task 1 Task 2 Task 3

U_001 1 1 0

U_001 0 1 1

… … … …

U_001 0 1 0

Efficiency

Task Completion Rate Task Time (min) Efficiency (%)

U_001 1 0 1

U_002 1 1 1

… … … …

U_003 0 1 1

learnability

Trial 1 Trail 2 Trail 3

Task 1 60 % 70% 80 %

Task 2 60 % 50 % 40 %

… … … …

Task 3 80 % 80 % 80 %

LOSTNESS L= sqrt[(N/S - 1) 2+ (R/N - 1) 2 ]   

Update  pragmatic constructs 

in user profile

1. Need  simple UI 
2. Change the task 2 flow

/Contributions

• Rules for adaptive UI

• User experience measurement toolkit development

• User Experience (UX) can be improved with Adaptive UI

• Adaptive UI can improved accessibility

• Adaptive UI can improved users' performance and satisfaction

• Continuous evolution of UI with contextual information change
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Mining Minds Platform 
STENCILS for Layers Micro-Animation

Professor Sungyoung Lee

STENCILS for DCL Micro-Animation
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2

DCL Detailed Architecture

Scenario 1: Real-time
Desc. : Raw-sensory data from multimodal 

data sources is acquisitioned, and 
persisted. identified context on the 
sensory data is mapped to user life-log 
and monitored for situation detection.

875



3

LOGICAL CLOCK SYNCHRONIZATION 1/4

User Activity registered in Smart phone and Kinect Camera.11

LOGICAL CLOCK SYNCHRONIZATION 2/4

User Activity registered in Smart phone and Kinect Camera.

Real Time Synchronization of logical clocks

11

22
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LOGICAL CLOCK SYNCHRONIZATION 3/4

User Activity registered in Smart phone and Kinect Camera.

Real Time Synchronization of logical clocks

Share Synchronized time with smart phone and Kinect connected PC

11

22

33

LOGICAL CLOCK SYNCHRONIZATION 4/4

User Activity registered in Smart phone and Kinect Camera.

Real Time Synchronization of logical clocks

Share Synchronized time with smart phone and Kinect connected PC

Logical Clocks are updated on smart phone and Kinect Connected PC.

11

22

33

4.14.1
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MESSAGE GENERATION 1/1

Logical Clocks are updated on smart phone and Kinect Connected PC.

Creation of communication message of payload

4.14.1

4.24.2

RAW SENSORY DATA ACQUSITION 1/2

Logical Clocks are updated on smart phone and Kinect Connected PC.

Creation of communication message of payload

Created message is communicated through end point of Sensory Data 
Acquisition Services.

4.14.1

4.24.2

55
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RAW SENSORY DATA ACQUSITION 2/2

Logical Clocks are updated on smart phone and Kinect Connected PC.

Creation of communication message of payload

Created message is communicated through end point of Sensory Data 
Acquisition Services.

End point places the received messages in respective Raw content 
buffers.

4.14.1

4.24.2

55

66

RAW SENSORY BUFFER SYNCHRONIZATION
1/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scan the buffer on the basis of user_id and 
time stamp.

66

7.17.1
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RAW SENSORY BUFFER SYNCHRONIZATION
2/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

66

7.17.1

RAW SENSORY BUFFER SYNCHRONIZATION
3/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

66

7.17.1

7.27.2
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RAW SENSORY BUFFER SYNCHRONIZATION
4/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

Sensory Data Synchronizer en-queues the message instance in 
Sensory Data Queue.

66

7.17.1

7.27.2

7.37.3

RAW SENSORY BUFFER SYNCHRONIZATION
5/5

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

Sensory Data Synchronizer en-queues the message instance in 
Sensory Data Queue.

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

66

7.17.1

7.27.2

7.37.3

8.18.1
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SEND FOR CONTEXT AND PERSISTENCE 1/1

8.2

66

7.17.1

End point places the received messages in respective Raw content 
buffers.

Sensory Data Synchronizer scanned messages from the buffer on the 
basis of user_id and time stamp.

Sensory Data Synchronizer create instance of scanned messages  of 
Raw Content Buffer.

Sensory Data Synchronizer en-queues the message instance in 
Sensory Data Queue.

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

7.27.2

7.37.3

8.18.1

8.28.2

66

7.17.1

Big Data Persistence 1/3

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

Data writer create Hive query to perform insert operation on data.

8.18.1

8.28.2

99
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Big Data Persistence 2/3

8.110.1

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

Data writer create Hive query to perform insert operation on data.

Data writer hand over Hive query with data to Name node for data 
persistence.

8.18.1

8.28.2

99

1010

Big Data Persistence 3/3

8.110.1

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message from Persistence and Context 
identification.

Data writer create Hive query to perform insert operation on data.

Data writer hand over Hive query with data to Name node for data 
persistence.

Name Node distributes the data for insertion to multiple data node.

8.18.1

8.28.2

99

1010

10.110.1
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Context Mapping and Persistence 1/8

8.2
Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message for Context identification to 
ICL.

Context Reader receives identified context through end point of 
service.

8.18.1

8.28.2

99

Context Mapping and Persistence 2/8

Instance Writer dequeuer the instance message 
from Sensory Data Synchronizer.

Instance Writer send instance message for 
Context identification to ICL.

Context Reader receives identified context 
through end point of service.

Context Mapper map the  received context into 
respective model through Map operation.

8.18.1

8.28.2

99

1010
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Context Mapping and Persistence 3/8

Instance Writer dequeuer the instance message 
from Sensory Data Synchronizer.

Instance Writer send instance message for Context 
identification to ICL.

Context Reader receives identified context through 
end point of service.

Context Mapper map the  received context into 
respective model through Map operation.

Mapper built Life-log model from the  context 
received from ICL .

8.18.1

8.28.2

99

1010

1111

Context Mapping and Persistence 4/8

Instance Writer dequeuer the instance message from Sensory Data 
Synchronizer.

Instance Writer send instance message for Context identification to 
ICL.

Context Reader receives identified context through end point of 
service.

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

8.18.1

8.28.2

99

1010

1111

1212
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Context Mapping and Persistence 5/8

Context Mapper map the  received context into respective 
model through Map operation.

Mapper built Life-log model from the  context received from ICL
.

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

1010

1111

1212

13.113.1

Context Mapping and Persistence 6/8

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

ORM layer performs UPDATE operation on object received from 
Mapper to update activity End_Time

1010

1111

1212

13.113.1

13.213.2
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Context Mapping and Persistence 7/8

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

ORM layer performs UPDATE operation on object received from 
Mapper to update activity End_Time

ORM layer performs INSERT operation on Activity Table.

1010

1111

1212

13.113.1

13.213.2

13.313.3

Context Mapping and Persistence 8/8

Context Mapper map the  received context into respective model 
through Map operation.

Mapper built Life-log model from the  context received from ICL .

Mapper transform Life-log Model into Object Model.

ORM layer performs READ operation on object received from 
Mapper.

ORM layer performs UPDATE operation on object received from 
Mapper to update activity End_Time

ORM layer performs INSERT operation on Activity Table.

ORM layer performs INSERT operation on Lifelog  table.

1010

1111

1212

13.113.1

13.213.2

13.313.3

13.413.4
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Life-log Monitoring 1/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

1212

13.413.4

14.114.1

Life-log Monitoring 2/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

1212

13.413.4

14.114.1

14.214.2
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Life-log Monitoring 3/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

Situation Event Detector evaluates the occurrence of situation.

1212

13.413.4

14.114.1

14.214.2

14.314.3

Life-log Monitoring 4/5

14.3

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

Situation Event Detector evaluates the occurrence of situation.

Situation Event Detector triggers when situation occurs.

1212

13.413.4

14.114.1

14.214.2

14.314.3

1515
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Life-log Monitoring 5/5

Mapper transform Life-log Model into Object Model.

ORM layer performs INSERT operation on Lifelog  table.

Situation Event Detector scans the situation from situation entities.

Situation Event Detector scans the activity of user against situation.

Situation Event Detector evaluates the occurrence of situation.

Situation Event Detector triggers when situation occurs.

Situation Event Detector notifies SCL on triggering the situation

1212

13.413.4

14.114.1

14.214.2

14.314.3

1515

1616

Scenario 2: Real-time
Desc. : Raw-sensory data from big data storage

is requested for visualization and 
analytics.
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SL Request of Parameters 1/1

SL send a static queries towards Active Data Subcomponent11

Hive Query Selection 1/3

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

11

22
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Hive Query Selection 2/3

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

11

22

33

Hive Query Selection 3/3

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

11

22

33

44
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Query Execution and Response Generation 1/8

SL send a static queries towards Active Data Subcomponent11

Query Execution and Response Generation 2/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

11

22
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Query Execution and Response Generation 3/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

11

22

33

Query Execution and Response Generation 4/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

11

22

33

44
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Query Execution and Response Generation 5/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

11

22

33

44

55

Query Execution and Response Generation 6/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

Send a result set to Data exporter 
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22

33

44

55

66
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Query Execution and Response Generation 7/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

Send a result set to Data exporter 

Convert a result set into a stream 

11

22

33

44

55

66

7.17.1

Query Execution and Response Generation 8/8

SL send a static queries towards Active Data Subcomponent

List of queries are stored in Hive Query module

Static queries are invoked by active data reader subcomponent.

Queries are send to the name node

Static queries are execute on the namenode

Send a result set to Data exporter 

Convert a result set into a stream 

Send a continuous stream of data for Visualization 

11

22

33

44

55

66

7.17.1

7.27.2
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Scenario 3: Off-line (Passive)
Desc. : Raw-sensory data from big data storage

is requested for model training by KCL.

Get Schema 1/4

KCL request DCL for Schema of data persisted in big data 
storage

11

897
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Get Schema 2/4

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

11

22

Get Schema 3/4

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

11

22

33
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Get Schema 4/4

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

11

22

33

44

Generate and Execute Query 1/2

KCL request DCL for Schema of data persisted in big data 
storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

11

22

33

44

66
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Generate and Execute Query 1/2

KCL request DCL for Schema of data persisted in big data 
storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

11

22

33

44

66

77

Generate and Execute Query 2/2

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

The query id execute on data node

11

22

33

44

66

77

88
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Generate and Execute Query 2/2

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

The query id execute on data node

Result send back to query generator 

11

22

33

44

66

77

88

99

Create and Send Response 1/1

KCL request DCL for Schema of data persisted in big data storage

Schema available in data node

Passive Data Reader replying KCL most recent scheme

The scheme is finally send to KCL

Parameters with conditions are returned Passive data reader 

Generate a dynamic query to run over the big data storage 

The query id execute on data node

Result send back to query generator 

Requested response send back to KCL

11

22

33

44

66

77

88

99

1010 1111
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Scenario 4: Periodic 
Desc. : Life-log data is backed up over big data

storage
Video data contents from Kinect source 
are backed Up in big data storage

Life-log Backup 1/6

ORM layer select data of a particular duration 11
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Life-log Backup 2/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

11

22

Life-log Backup 3/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

11

22

33
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Life-log Backup 4/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

Hive Backup query is initiated 

11

22

33

44

Life-log Backup 5/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

Hive Backup query is initiated 

Query runs on the Namenode for available data node 

11

22

33

44

55
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Life-log Backup 6/6

ORM layer select data of a particular duration 

ORM layer communicate data to Raw data storage service

Life-log Backup create Hive query to persist raw data

Hive Backup query is initiated 

Query runs on the Namenode for available data node 

Namenode distributes the data on Data node 

11

22

33

44

55

66

Depth Video Content Backup 1/4

Kinect send the data to video module11
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Depth Video Content Backup 2/4

Kinect send the data to video module

Hive query is responsible for inserting the component

11

22

Depth Video Content Backup 3/4

Kinect send the data to video module

Hive query is responsible for inserting the component

Hive query execute the mapreduce jobs on namenode

11

22

33
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Depth Video Content Backup 4/4

Kinect send the data to video module

Hive query is responsible for inserting the component

Hive query execute the mapreduce jobs on namenode

Finally the data is stored on the available datanode

11

22

33

44

STENCILS for ICL Micro-Animation
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ICL Detailed Architecture
High Level Context-Awareness

Low Level Context-Awareness

Sensory Data Router

Activity Unifier

Inertial                   
Position Indep. 

Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Video
Activity

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Low-level Context Notifier

Emotion Unifier

Audio (Raw)
Emotion

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Silenceless)
Emotion

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Geopositioning
Location 
Detector

GPS Tracking

Input Adapter

Output Adapter

High-Level Context Builder

Context Synchronizer

Context Instantiator

Context Mapper

High-Level Context  Notifier

High-Level Context Reasoner

Context Verifier

Context Classifier

Context Ontology Manager

Context 
Ontology
Storage

Context Query Generator

Context Handler

Ontology Model Manager

Data Curation LayerData Curation Layer

Sensory Data
Userid: user_9876
Timestamp:  100815|11:05:30

Sensory Data
Userid: user_9876
Timestamp:  100815|11:05:30

Smartwatch
Acc = {0.12245, 2.4645, 9.1293}
Smartwatch
Acc = {0.12245, 2.4645, 9.1293}

Smartphone
Acc = {0.12245, 2.4645, 9.1293}
Audiostream = {0001001110…}
Lat = 41.5123, Long=127.2142

Smartphone
Acc = {0.12245, 2.4645, 9.1293}
Audiostream = {0001001110…}
Lat = 41.5123, Long=127.2142

Kinect Camera
Skeleton = {21.52, 15.35}
Kinect Camera
Skeleton = {21.52, 15.35}

Low-level Context
Userid: user_9876
Timestamp: 
10082015|11:05:30

Low-level Context
Userid: user_9876
Timestamp: 
10082015|11:05:30

Activty
Label = “Sitting”
Activty
Label = “Sitting”

Emotion
Label = “Boredom”
Emotion
Label = “Boredom”

Location
Label = “Office”
Location
Label = “Office”

High-level Context
Userid: user_9876
Timestamp:  
10082015|11:05:30
Label = “Officework”

High-level Context
Userid: user_9876
Timestamp:  
10082015|11:05:30
Label = “Officework”

Inertial                   
Position Dep. 

Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

11
22 22 22 22 22 22

33 33 33 33 33

44 44

33

5555

66

77
88

99
10

11

Scenario 1: Low level Context 
Recognition
Desc. : Low-level Context is recognized based 
on Raw-sensory data from multimodal                 
data sources which is received by DCL.
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LLCA: Overall

Lo
w

 L
ev

el
 C

on
te

xt
 A

w
ar

en
es

s
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Low-Level Context Notifier

High Level Context Awareness

Data 
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Input Adapter
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LLCA: Sensory Data Routing
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Sensory Data Router

Low-Level Context Notifier

High Level Context Awareness
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Layer

Audio (Raw)
Emotion
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Audio (Silenceless) 
Emotion

Recognizer

Classification

Feature 
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Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification
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Segmentation

Preprocessing
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Output Adapter
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Video
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Recognizer
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Position Indep. 

Activity Recognizer
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Preprocessing
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Output Adapter

Classification
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Preprocessing
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Segmentation

Preprocessing
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Input Adapter

Output Adapter
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LLCA: Sensory Data Routing

Inertial 
Position 
Indep.                   

Activity
Recognizer

Video
Activity

Recognizer
Inertial 

Position Dep.                   
Activity

Recognizer

Audio 
(Silenceless) 

Emotion
Recognizer

Geopositioning
Location 
Detector

Audio (Raw) 
Emotion

Recognizer

Sensory 
Data 
Router

Data 
Curation 

Layer

Metadata   +    Raw Sensory Data 

Data 
Routing 

Manager

Recognizer type Compatible data

Inertial PI - AR Acc, Gyr

Inertial PD -AR Acc, Gyr

Video AR Pos

Audio ER Wav

Audio ER Wav

Geopos. LD GPS

Sensory Data 
Lookup Table

Sensory 
Data 

Lookup 
Table

11

22

33

44 44 44 44 44 44

33

Raw sensory data is received from DCL 2

The routing manager checks the lookup 
table to determine potential consumers 
of the data

The compatible data is provided to each 
recognizer
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LLCA: Activity Recognition
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Low-Level Context Notifier
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Video
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Recognizer
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Position dep. 
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Video Activity Recognizer

LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Inertial Position Dep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

i jt-t0

t

dX(i,j,t-t0,t)

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

88 88

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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77
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Classification

Feature 
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Segmentation

Preprocessing

Input Adapter

Output Adapter
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88

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

22

The inertial raw data is 
separated from the metadata 
(userID, timestamp) for further 
processing (*this applies to all 
recognizers) 
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Inertial Position Dep. 
Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33
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22

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
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LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11
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The inertial raw data is 
separated from the metadata 
(userID, timestamp) for further 
processing (*this applies to all 
recognizers) 

Each signal is partitioned into 
smaller segments of data
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Inertial Position Dep. 
Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33
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Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
22

LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33
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55

The inertial raw data is 
separated from the metadata 
(userID, timestamp) for further 
processing (*this applies to all 
recognizers) 

Each signal is partitioned into 
smaller segments of data

Low-level descriptors are 
extracted from each segment, 
including time and frequency 
features
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33

44

55

Inertial Position Dep. 
Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

44
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Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
22

912



40

LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
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Segmentation

Preprocessing

Input Adapter

Output Adapter
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The inertial raw data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

Each signal is partitioned into 
smaller segments of data

Low-level descriptors are 
extracted from each segment, 
including time and frequency 
features

Feature dimension reduction 
is applied
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Inertial Position Dep. 
Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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55

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
22

LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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The inertial raw data is 
separated from the metadata 
(userID, timestamp) for further 
processing (*this applies to all 
recognizers) 

Each signal is partitioned into 
smaller segments of data

Low-level descriptors are 
extracted from each segment, 
including time and frequency 
features

Feature dimension reduction is 
applied

Probabilistic models are used 
after training for the 
identification of the activity
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Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
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LLCA: Activity Recognition

Inertial Position Indep. 
Activity Recognizer

Sensory Data Router

Activity Unifier

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
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Preprocessing
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Output Adapter
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The inertial raw data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

Each signal is partitioned into 
smaller segments of data

Low-level descriptors are 
extracted from each segment, 
including time and frequency 
features

Feature dimension reduction 
is applied

Probabilistic models are used 
after training for the 
identification of the activity

The metadata are attached to 
the recognized activity label

11

33

44

55

66

77

88

Inertial Position Dep. 
Activity Recognizer

88

Classification

Feature 
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Segmentation

Preprocessing

Input Adapter

Output Adapter
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Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
22

Video Activity Recognizer

LLCA: Activity Recognition

Sensory Data Router

Activity Unifier

i jt-t0

t

dX(i,j,t-t0,t)

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33
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The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 
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Video Activity Recognizer

LLCA: Activity Recognition

Sensory Data Router

Activity Unifier
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The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

The person is detected and 
the joints-skeleton estimated
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Video Activity Recognizer

LLCA: Activity Recognition

Sensory Data Router

Activity Unifier

i jt-t0

t

dX(i,j,t-t0,t)

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter
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55

The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

The person is detected and 
the joints-skeleton estimated

The video stream is split into 
short clips
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Video Activity Recognizer

LLCA: Activity Recognition

Sensory Data Router

Activity Unifier
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The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

The person is detected and 
the joints-skeleton estimated

The video stream is split into 
short clips

Spatial distance and angle 
features are extracted 
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Video Activity Recognizer

LLCA: Activity Recognition

Sensory Data Router

Activity Unifier

i jt-t0

t
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The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

The person is detected and the 
joints-skeleton estimated

The video stream is split into 
short clips

Spatial distance and angle 
features are extracted 

Probabilistic models are used 
after training for the 
identification of the emotion
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The video stream data is 
separated from the metadata 
(userID, timestamp) for 
further processing (*this 
applies to all recognizers) 

The person is detected and 
the joints-skeleton estimated

The video stream is split into 
short clips

Spatial distance and angle 
features are extracted 

Probabilistic models are used 
after training for the 
identification of the emotion

The metadata are attached to 
the recognized activity label

Video Activity Recognizer

LLCA: Activity Recognition

Sensory Data Router

Activity Unifier

i jt-t0

t

dX(i,j,t-t0,t)

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30
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Preprocessing
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Output Adapter
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Activity 
Unifier

Inertial 
Position Indep.                   

Activity
Recognizer

Video
Activity

Recognizer

Inertial 
Position Dep.                   

Activity
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Sitting, user_9876, 11:05:30

Timer 
Trigger

<11:05:30 - 11:05:32>

LLCA: Activity Recognition

Sensory Data Router

Low-level Context Unifier

88 88 88

Inertial 
AR (PI)

Inertial 
AR (PD) Video AR Time

Sitting Sitting Sitting 11:05:30

Standing Sitting Sitting 11:05:31

Sitting : 5
Standing :1

Majority Voting
Duration: 
Every 6sec

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

88
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Activity 
Unifier

Inertial 
Position Indep.                   

Activity
Recognizer

Video
Activity

Recognizer

Inertial 
Position Dep.                   

Activity
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Sitting, user_9876, 11:05:30

Timer 
Trigger

<11:05:30 - 11:05:32>

LLCA: Activity Recognition

Sensory Data Router

Low-level Context Unifier

88 88 88

99

Inertial 
AR (PI)

Inertial 
AR (PD) Video AR Time

Sitting Sitting Sitting 11:05:30

Standing Sitting Sitting 11:05:31

Sitting : 5
Standing :1

Majority Voting
Duration: 
Every 6sec

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 6 seconds the local 
watchdog triggers the fusion of 
given time window

88

99

Activity 
Unifier

Inertial 
Position Indep.                   

Activity
Recognizer

Video
Activity

Recognizer

Inertial 
Position Dep.                   

Activity
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Sitting, user_9876, 11:05:30

Timer 
Trigger

<11:05:30 - 11:05:32>

LLCA: Activity Recognition

Sensory Data Router

Low-level Context Unifier

88 88 88

99

10 11

Inertial 
AR (PI)

Inertial 
AR (PD) Video AR Time

Sitting Sitting Sitting 11:05:30

Standing Sitting Sitting 11:05:31

Sitting : 5
Standing :1

Majority Voting
Duration: 
Every 6sec

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
11

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 6 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion

88

99

10

11
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Activity 
Unifier

Inertial 
Position Indep.                   

Activity
Recognizer

Video
Activity

Recognizer

Inertial 
Position Dep.                   

Activity
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Sitting, user_9876, 11:05:30

Timer 
Trigger

<11:05:30 - 11:05:32>

LLCA: Activity Recognition

Sensory Data Router

Low-level Context Unifier

88 88 88

99

10 11

12

Inertial 
AR (PI)

Inertial 
AR (PD) Video AR Time

Sitting Sitting Sitting 11:05:30

Standing Sitting Sitting 11:05:31

Sitting : 5
Standing :1

Majority Voting
Duration: 
Every 6sec

Standing, user_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, User_9876, 11:05:31

Sitting, user_9876, 11:05:30

Sitting, user_9876, 11:05:31

Sitting, user_9876, 11:05:30
11

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 6 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion

The labels are combined into 
one by using majority voting

88

99

10

11

12

LLCA: Emotion Recognition

Lo
w

 L
ev

el
 C

on
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xt
 A

w
ar
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s

Sensory Data Router

Low-Level Context Notifier

High Level Context Awareness

Data 
Curation 

Layer

Audio (Raw)
Emotion

Recognizer

Audio (Silenceless) 
Emotion

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Emotion UnifierActivity Unifier

Video
Activity

Recognizer

Inertial                   
Position dep. 

Activity Recognizer

Inertial                   
Position Indep. 

Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Geopositioning
Location Detector

GPS Tracking

Input Adapter

Output Adapter

11

22 22 22 22 22 22

33 33 33 33 33

44 44

33

55
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LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

33

11

22

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

22

The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

11

33

22

LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

33

11

44

22

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

44

22

The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

11

33

44

22
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LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

33

11

44

22

55

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

44

22

55

The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

11

33

44

55

22

LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

33

11

44

22

55

66

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

44

22

55

66

The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

Low-level descriptors are 
extracted from each segment, 
including cepstral coefficients and 
statistical values

11

33

44

55

66

22
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LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

33

11

44

22

55

66

77

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

44

22

55

66

77

The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

Low-level descriptors are 
extracted from each segment, 
including cepstral coefficients and 
statistical values

Probabilistic models are used 
after training for the identification 
of the emotion

11

33

44

55

66

77

22

LLCA: Emotion Recognition

Audio (Raw)
Emotion 
Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Audio (Slienceless)
Emotion 
Recognizer

Sensory Data Router

Emotion Unifier

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12 Boredom, user_9876, 11:05:14

33

11

44

22

55

66

77

88 88

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

33

11

44

22

55

66

77

The raw audio data is separated 
from the metadata (userID, 
timestamp) for further processing 
(*this applies to all recognizers) 

The raw audio signal is adapted 
through reducing the background 
noise and removing silences from 
the speech 

Each speech segment is 
partitioned into smaller segments 
of data

Low-level descriptors are 
extracted from each segment, 
including cepstral coefficients and 
statistical values

Probabilistic models are used 
after training for the identification 
of the emotion

The metadata are attached to the 
recognized emotion label

11

33

44

55

66

77

88

22

922



50

Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

88 88

Audio
ER (Raw)

Audio
ER (Sil.) Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12
Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

88

Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

88 88

99

Audio
ER (Raw)

Audio
ER (Sil.) Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12
Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 9 seconds the local 
watchdog triggers the fusion of 
given time window

88

99
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Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

88 88

99

10 11

Audio
ER (Raw)

Audio
ER (Sil.) Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12
Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 9 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion

88

99

10

11

Emotion
Unifier

Audio (Raw)
Emotion

Recognizer

Audio 
(Silenceledss) 

Emotion
Recognizer

Temporal Low-Level Context Buffer

Context Fusion

Boredom, user_9876, 11:05:12

Timer 
Trigger

<11:05:12 - 11:05:14>

LLCA: Emotion Recognition

Sensory Data Router

Low-level Context Notifier

88 88

99

10 11

12

Audio
ER (Raw)

Audio
ER (Sil.) Time

Boredom 11:05:12

Anger 11:05:13

Boredom Boredom 11:05:14

Boredom: 3
Anger :1

Majority Voting
Duration: 
Every 9sec

Boredom, user_9876, 11:05:14

Anger, user_9876, 11:05:13

Boredom, user_9876, 11:05:12
Boredom, user_9876, 11:05:14

LLC (here activities) identified 
by each recognizer are received 
and buffered in a table

Every 9 seconds the local 
watchdog triggers the fusion of 
given time window

The labels registered for the 
corresponding time window 
are retrieved and served for 
fusion

The labels are combined into 
one by using majority voting

88

99

10

11

12
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Lo
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 L
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Sensory Data Router

Low-Level Context Notifier

High Level Context Awareness

Data 
Curation 

Layer

Audio (Raw)
Emotion

Recognizer

Audio (Silenceless) 
Emotion

Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Emotion UnifierActivity Unifier

Video
Activity

Recognizer

Inertial                   
Position dep. 

Activity Recognizer

Inertial                   
Position Indep. 

Activity Recognizer

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Classification

Feature 
Extraction

Segmentation

Preprocessing

Input Adapter

Output Adapter

Geopositioning
Location Detector

GPS Tracking

Input Adapter

Output Adapter

LLCA: Location Detection

11

22 22 22 22 22 22

33 33 33 33 33

44 44

33

55

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Geopositioning
Location Detector

GPS 
Tracking

Input 
Adapter

Output 
Adapter

Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection

Personali
-zed
Map

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1
User_9876

User_9877

33

11

22

The GPS data is separated from 
the metadata (userID, 
timestamp) for further 
processing (*this applies to all 
recognizers) 

11

33

22
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Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Geopositioning
Location Detector

GPS 
Tracking

Input 
Adapter

Output 
Adapter

Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection

Personali
-zed
Map

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1
User_9876

User_9877

33

11

22 44

The GPS data is separated from 
the metadata (userID, 
timestamp) for further 
processing (*this applies to all 
recognizers) 

Deliver personalized map 
information such as latitude, 
longitude.

11

33

44

22

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Geopositioning
Location Detector

GPS 
Tracking

Input 
Adapter

Output 
Adapter

Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection

Personali
-zed
Map

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1
User_9876

User_9877

33

11

55

22 44

The GPS data is separated from 
the metadata (userID, timestamp) 
for further processing (*this 
applies to all recognizers) 

Deliver personalized map 
information such as latitude, 
longitude.

Based on the GPS coordinates 
(longitude and latitude) an area 
of confidence is calculated. And 
calculated coordinates within the 
person area are used to 
determine the personal location. 
To that end a simple lookup table 
is used

11

33

44

55

22
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Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

Geopositioning
Location Detector

GPS 
Tracking

Input 
Adapter

Output 
Adapter

Office, user_9876, 11:04:55

Sensory Data Router

Low-level Context Notifier

LLCA: Location Detection

Personali
-zed
Map

Location Latitude Longitude

Home 37.246968 127.080653

Office 37.402142 127.057251

Gym 37.202142 127.637251

Restaurants 37.922142 127.527251

…. ……

User 1
User_9876

User_9877

33

11

55

22

66

44

The GPS data is separated from 
the metadata (userID, timestamp) 
for further processing (*this 
applies to all recognizers) 

Deliver personalized map 
information such as latitude, 
longitude.

Based on the GPS coordinates 
(longitude and latitude) an area 
of confidence is calculated. And 
calculated coordinates within the 
person area are used to 
determine the personal location. 
To that end a simple lookup table 
is used

The metadata are attached to the 
recognized emotion label

11

33

44

55

66

22

Scenario 2: LLC Notification to DCL & 
HLCA
Desc. : Low-level Context is notified to High

Level Context Awareness and persisted
at Data Curation Layer.
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Low-level
Context
Notifier

Activity
Unifier

Location 
Detector

Emotion 
Unifier

Notifier
Manager

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

High Level Context Awareness Data Curation Layer

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

Boredom, 
user_9876, 
11:05:12

Sitting, 
user_9876, 
11:05:30

Office, 
user_9876, 
11:04:55

LLCA: Low-level Context Notifier

Low-level Context Integration

11 11 11

The Low-level Context data is 
gathered from each recognizer 
with metadata (user Id, 
timestamp)

11

Low-level
Context
Notifier

Activity
Unifier

Location 
Detector

Emotion 
Unifier

Notifier
Manager

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

High Level Context Awareness Data Curation Layer

user_9876, 11:05:30
Activity: Sitting
Emotion: Boredom
Location: Office

Boredom, 
user_9876, 
11:05:12

Sitting, 
user_9876, 
11:05:30

Office, 
user_9876, 
11:04:55

LLCA: Low-level Context Notifier

Low-level Context Integration

11 11 11

22

The Low-level Context data is 
gathered from each recognizer 
with metadata (user Id, 
timestamp)

Communicate the recognized 
Low-level Context to Data 
Curation Layer and High Level 
Context Awareness Module

11

22

33
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High Level Context-Awareness
Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC
InstantiateNew
UnclassifiedHLC

Context Classifier
ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC

LLCA Activity Recognizer Emotion RecognizerLocation Detector

Overall HLCA

Scenario 3: Unclassified HLC from LLC
Desc. : Low level activities and High level 

activities are modeled in ontology and 
persisted in triple storage. Low level 
activities are mapped, then 
synchronized in a window size for 
HLC reasoning instantiation.
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High Level Context-Awareness
Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC
InstantiateNew
UnclassifiedHLC

Context Classifier
ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC

LLCA Activity Recognizer Emotion RecognizerLocation Detector

Context Ontology Engineering & Persistence

High Level Context-Awareness
Context Ontology Manager

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

Context Ontology Engineering & Persistence

11

11 Ontology Engineers models the context ontology
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High Level Context-Awareness
Context Ontology Manager

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC
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Context Ontology Engineering & Persistence

22

11

11 Ontology Engineers models the context ontology

Ontology is loaded and Ont Model is created for storage 
as triple storage

22

High Level Context-Awareness
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Context Ontology Engineering & Persistence

33

22

11

11 Ontology Engineers models the context ontology

Ontology is loaded and Ont Model is created for storage 
as triple storage

Store Context Ontology in Jena TDB

22

33
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High Level Context-Awareness
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LLC Instance Mapping & Persistence

High Level Context-Awareness
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LLC Instance Mapping & Persistence

55

44

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC

44 55
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High Level Context-Awareness
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55

66
77

44

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC
The ontology model is retrieved for mapping and transformation and 
forwarded to MapLLC

44 55

66 77

High Level Context-Awareness
Context Ontology Manager

High-Level Context Builder

Context 
Ontology
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Ontology Model Manager
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LoadOntology
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Context Mapper
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ReceiveLLC

LLCA Activity Recognizer Emotion RecognizerLocation Detector

LLC Instance Mapping & Persistence

55

66
77

88

44

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC
The ontology model is retrieved for mapping and transformation and 
forwarded to MapLLC
MapLLC transforms the LLCA data into ontological format and send to 
ReceiveMappedLLC

44 55

66 77

88

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user_9876. 

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user_9876.

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user_9876.
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High Level Context-Awareness
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LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
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55

66
77

88

99

10

44

LL activities are notified to HLCA, received ReceiveLLC function and 
forwarded to MapLLC
The ontology model is retrieved for mapping and transformation and 
forwarded to MapLLC
MapLLC transforms the LLCA data into ontological format and send to 
ReceiveMappedLLC
Transformed LLCA data is stored into triple storage

44 55

66 77

88

99 10
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LLC Instance Mapping & Persistence
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High Level Context-Awareness
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Context Synchronization & Unclassified HLC

11

12

Context Synchronizer retrieves the LLC instances which start & 
end within a time window.

U
se

r 9
87

6

llc_1777  
Sitting

llc_1778
Office

llc_1779
Boredom

11:05:30

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 

Trigger LLC

11 12

11:05:45

High Level Context-Awareness
Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology
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Retreive
LLCWindowSize

Store
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Context Synchronization & Unclassified HLC

11

12

13

Context Synchronizer retrieves the LLC instances which start & 
end within a time window.

Retrieves concurrent LLC from the triple storage 

U
se

r 9
87

6

llc_1777  
Sitting

llc_1778
Office

llc_1779
Boredom

11:05:30

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 

Trigger LLC

11 12

11:05:45

SELECT ?llc_id ?llc
WHERE { ?llc rdf:type ?c .

?c rdfs:subClassOf ?type .
?type rdfs:subClassOf icl2:LowLevelContext .
?llc icl2:isContextOf icl2:user_9876 .

FILTER (?starttime > startwindow^^xsd:dateTime)
}

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user9876 .

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user9876 .

Co
nc

ur
re

nt
 LL

C

13
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High Level Context-Awareness
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MapLLC
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Context Synchronization & Unclassified HLC

12

13

14

15

Receive the trigger LLC instance and its concurrent ones.

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user9876 .

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user9876 .

Co
nc

ur
re

nt
 LL

C

15

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 

Tr
ig

ge
r L

LC

11

14

High Level Context-Awareness
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Context Synchronization & Unclassified HLC

12

13

14

15

16

Receive the trigger LLC instance and its concurrent ones.

emo_boredom type Boredom . 
emo_boredom hasStartTime “2015-08-10T11:05:12”^^dateTime .
emo_boredom isContextOf user9876 .

loc_office rdf:type Office .
loc_office hasStartTime “2015-08-10T11:04:55”^^dateTime .
loc_office isContextOf user9876 .

Co
nc

ur
re

nt
 LL

C

15

act_sitting rdf:type Sitting .
act_sitting hasStartTime “2015-08-10T11:05:30”^^dateTime .
act_sitting isContextOf user9876 . 

Tr
ig

ge
r L

LC

11Generate an unclassified HLC Instance which 
contains the LLC instances  and notify the new 
unclassified HLC to the High Level Context 
Reasoner  

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

Unclassified HLC

16

14
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Scenario 4: Classified HLC to DCL
Desc. : LLC instances based reasoning for 
HLC identification and persistence in DCL and 
context ontology storage.
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HL Context Reasoning 
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17

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

HL Context Reasoning 
17 Receive an unclassified high-level context instance 

High Level Context-Awareness
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17

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

Logical consistency check versus the ontology18

17 Receive an unclassified high-level context instance 

HL Context Reasoning 
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High Level Context-Awareness
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19

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
17 Receive an unclassified high-level context instance 

Logical consistency check versus the ontology18

Verify the consistency of unclassified high-level context instance. 19
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19

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
17 Receive an unclassified high-level context instance 

Logical consistency check versus the ontology18

Verify the consistency of unclassified high-level context instance. If the unclassified high-level context instance is valid, serve it 
to the Context Classifier

19

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .
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19

20

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
20 The valid unclassified high-level context instance is served to 

InferHLC function
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20

21

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
20 The valid unclassified high-level context instance is served to 

InferHLC function

Retrieve OntModel and serve it to InferHLC for reasoning21
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High Level Context-Awareness
Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC
InstantiateNew
UnclassifiedHLC

Context Classifier
ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC

17

19

20

21

22

ctx rdf:type Context .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

.ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

18

HL Context Reasoning 
20 The valid unclassified high-level context instance is served to 

InferHLC function

Retrieve OntModel and serve it to InferHLC for reasoning21

Classification of the HLC instance using 
Pellet

22

High Level Context-Awareness
Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC
InstantiateNew
UnclassifiedHLC

Context Classifier
ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC

17

19

20

21

22

18

HL Context Reasoning 

Realization, validation of the HLC instance. 22
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High Level Context-Awareness
Context Ontology Manager

High-Level Context Reasoner

High-Level Context Builder

Context 
Ontology
Storage

Ontology Model Manager

StoredOntModel

CreateOntModel

LoadOntology

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

Context Synchronizer
Synchronized
LLCWindow

Context Instantiator
Send

NewUnclassifiedHLC
InstantiateNew
UnclassifiedHLC

Context Classifier
ValidateHLC

InferHLC

RetrieveOntModel

Context Verifier
VerifyNew

UnclassifiedHLCInstance

RetrieveOntModel

ReceiveNew
UnclassifiedHLC

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

Context Mapper

MapLLC

RetreiveOntModel

ReceiveLLC

17

19

20

21

22

23

18

HL Context Reasoning 

Realization of the HLC instance. 22

Validation of belonging to subclasses of HLC 23

ctx rdf:type Context .
ctx rdf:type OfficeWork .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

24

26

25

24 25 26

SELECT ?hlc
WHERE { 

?hlc rdf:type HighLevelContext .
?hlc isContextOf user_9876 .
?hlc icl2:hasStartTime ?starttime .

FILTER NOT EXISTS { ?hlc hasEndTime ?endtime}
FILTER (?starttime < "2015-08-10T11:05:30"^^xsd:dateTime)

}

Retrieve the previous classified high level context 
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HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

24

26

27

25

24 25 26

SELECT ?hlc
WHERE { 

?hlc rdf:type HighLevelContext .
?hlc isContextOf user_9876 .
?hlc icl2:hasStartTime ?starttime .

FILTER NOT EXISTS { ?hlc hasEndTime ?endtime}
FILTER (?starttime < "2015-08-10T11:05:30"^^xsd:dateTime)

}

Retrieve the previous classified high level context 

Retrieve the previous classified high level context 

ctx0  rdf:type Context .
ctx0  rdf:type Inactivity .
ctx0  hasActivity act_lyingdown .
ctx0  hasLocation loc_office .
ctx0  hasEmotion emo_boredom .
ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .
ctx0  rdf:type hasActivity only ({act_lyingdown}) .
ctx0  rdf:type hasLocation only ({loc_office }) .
ctx0  rdf:type hasEmotion only ({emo_boredom}) .

27

HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

24

26

27

28

25

28

27

lastHlc

newHlc

Add end time to previous high-level context instance. Provide both instances to 
NotifyNewHLC function and new high level context to NotifyDCL function.

28
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HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

29

Communication of the newly recognized 
high-level context to Data Curation Layer 
for storage into the LifeLog. 

29

HL Context Notification 
High Level Context-Awareness

Context Ontology Manager

Context 
Ontology
Storage

Context Handler

Store
ClassifiedNewHLC

Receive
ClassifiedNewHLC

Handle
PreviousHLC

Receive
MappedLLC

Retreive
LLCWindowSize

Store
MappedLLC

Context Query Generator
Access

PreviousHLC

GenerateQuery
LLCWindowSize

High-Level Context  Notifier

Context Notifier
Notify

NewHLC
Retrieve
LastHLC

Notify
DCL

Classify
NewHLC

29

29

30

31

ctx rdf:type Context .
ctx rdf:type OfficeWork .
ctx hasActivity act_sitting .
ctx hasLocation loc_office .
ctx hasEmotion emo_boredom .
ctx isContextOf user9876 .

ctx hasStartTime “2015-08-10T11:05:30”^^dateTime .
ctx rdf:type hasActivity only ({act_sitting}) .
ctx rdf:type hasLocation only ({loc_office }) .
ctx rdf:type hasEmotion only ({emo_boredom}) .

ctx0  rdf:type Context .
ctx0  rdf:type Inactivity .
ctx0  hasActivity act_lyingdown .
ctx0  hasLocation loc_office .
ctx0  hasEmotion emo_boredom .
ctx0  isContextOf user9876 .

ctx0  hasStartTime “2015-08-10T11:04:12”^^dateTime .
ctx0  hasEndTime “2015-08-10T11:05:30”^^dateTime .
ctx0  rdf:type hasActivity only ({act_lyingdown}) .
ctx0  rdf:type hasLocation only ({loc_office }) .
ctx0  rdf:type hasEmotion only ({emo_boredom}) .

Communication of the newly recognized 
high-level context to Data Curation Layer 
for storage into the LifeLog. 

29

29 30 31

Storage of high-level context into the 
Context Ontology Storage
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STENCILS for KCL Micro-Animation

STENCILS for Expert-Driven Micro-
Animation
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KCL Expert Driven Detailed Architecture

Knowledge Creation & Evolution 
Expert-Driven

Knowledge Acquisition Tool

Guideline Manager

Node Handler Relationship 
Handler

Meta Model 
Transformation

Guideline 
Model

Guideline 
Meta 
Model

Guideline 
Validator 

Domain Model Manager

Model Creator

Model Updation

Model Loader

Rule Editor

Model 
Loader

Artifacts 
Loader

Intelli-sense 
Manager

Knowledge Transformation Bridge

Rule Creator

Rule Validator

Rule  Transformation 
Bridge

Situation Event 
Manager

Knowledge Base

Rule Base KBIndex
Based Rules

Knowledge Sharing Interface

RBR Generator

Situation Event Sharing Rules Index Sharing

KCL Expert Driven Detailed Architecture
Knowledge Creation & Evolution 

Expert-Driven

Domain Model Manager Rule Editor

(LLM) Data Curation Layer

Data-Driven

Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Intelli-sense Manager

Retrieve 
Reconcile Model

Filter Matched 
concepts

Display Rule 
Canvas

Retrieve related 
value set

Wellness Model

Knowledge Base

Index Based Rules Rule Base KB

Artifacts Loader

Load Artifacts

Artifacts Repository

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

Situation Event Manager

Identify Salient 
Features

Associate 
Situation Event

Knowledge Sharing Interface
Rules Index SharingSituation Event Sharing

Retrieve 
Situation Event

Transform into 
JSon Share with LLM

Request from 
SCL

Fetch matched 
rules

Transform into 
JSon

User’s Profile

11

2233

33

44

3a3a

3b3b

6a6a

55

77

88
77

1010
9a9a

9b9b

10a10a

10b10b
1212

1313

1414

11a11a

11b11b

1515

1616 1717

Service Curation Layer

1818 1919

2020 2121
Share with 

SCL

2222

2323

6b6b

66
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Scenario 1: Rule Creation

Desc. : I-KAT rule creation scenario for physical 
activity through wellness model and Intelli-sense
support.

Major Steps:
1. Wellness Model Loading
2. Rule Creation
3. Intelli-sense based concept filtration

1. Wellness Model Loading

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Domain Model Manager Rule Editor
Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Wellness Model

11

22

ID Concepts

1 MM – Wellness Model

2 Profile Information

3 Physiological

4 Blood Pressure

5 Systolic

6 Diastolic

22

11

11

22

Domain expert starts creating rule using Rule Editor

Load Concepts fetches all the concepts from wellness model
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1. Wellness Model Loading

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Domain Model Manager Rule Editor
Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Wellness Model

3a3a

3a3a

3b3b

Access Wellness Model function get the connection to the wellness model in database

Load Wellness Model loads the complete wellness model to the editor

3a3apreferencespreferences

FoodFood Physical ActivityPhysical Activity TransportationTransportation

GrainGrain

MeatMeat

seafoodseafood

SittingSitting

StandingStanding

WalkingWalking

SubwaySubway

BusBus

P. CarP. Car

<beans:bean id="dataSource1" 
class="org.apache.commons.dbcp.BasicDataSource" destroy-
method="close">

<beans:property name="driverClassName" 
value="com.microsoft.sqlserver.jdbc.SQLServerDriver" />

<beans:property name="url" 
value="jdbc:sqlserver://163.180.116.194:1433;instance=SQLEXPRESS;dat
abaseName=“DBName" />

<beans:property name="username" value="sa" />
<beans:property name="password" value=“abcdefg" />

</beans:bean>

<beans:bean id="dataSource1" 
class="org.apache.commons.dbcp.BasicDataSource" destroy-
method="close">

<beans:property name="driverClassName" 
value="com.microsoft.sqlserver.jdbc.SQLServerDriver" />

<beans:property name="url" 
value="jdbc:sqlserver://163.180.116.194:1433;instance=SQLEXPRESS;dat
abaseName=“DBName" />

<beans:property name="username" value="sa" />
<beans:property name="password" value=“abcdefg" />

</beans:bean>

3b3b

EatingEating

BreakfastBreakfast

LunchLunch

DinnerDinner

3b3b

11

22

Domain expert starts creating rule using Rule Editor

Load Concepts fetches all the concepts from wellness model

22

11

1. Wellness Model Loading

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Domain Model Manager Rule Editor
Model Fetcher

Access Wellness 
Model

Model Loader

Load Concepts

Load 
Relationships

Reconcile Model

Load Wellness 
Model

Wellness Model

33

44

Load Relationships loads all the relationships among the concepts

Reconcile Model merge the concepts and relationships and transforms id’s to labels of 
concepts.

33
C1ID RelationID C2ID

41 116680003 38

42 116680003 38

43 116680003 38

44 116680003 38

45 116680003 38

C1 R C2

Pain Is-a Symptom

Allergies Is-a Symptom

Sleep Disorder Is-a Symptom

Fatigue Is-a Symptom

Digestion Disorder Is-a Symptom

44

33

44

3a3a

3b3b

22

11

3a3a

3b3b

Access Wellness Model function get the connection to the wellness model in database

Load Wellness Model loads the complete wellness model to the editor
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2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

55 The graphical user interface (GUI) of the Rule Editor is rendered by Display Rule 
Canvas

55

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

55

2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor
66

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

The default information (Metadata)about 
the rules and some guidelines are 
fetched to Rule Editor by Fetch Default 
Metadata.

66

66

55

55
The graphical user interface (GUI) of the 
Rule Editor is rendered by Display Rule 
Canvas
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2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

77

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

Required operators are loaded to Rule 
Editor by Display Artifacts with the help 
of Load Artifacts

77

88 Create Conditions facilitates the expert 
to create desired facts that includes in 
rule creation with the help of Condition 
Keys, Operators, and Condition Values

88

77

Artifacts Loader

Load Artifacts
7a7a

88

66

55

66 The default information (Metadata)about 
the rules and some guidelines are 
fetched to Rule Editor by Fetch Default 
Metadata.

55 The graphical user interface (GUI) of the 
Rule Editor is rendered by Display Rule 
Canvas

2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

1010

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

The Create Conclusions facilitates the 
domain expert to create multiple 
Conclusions with some 
Recommendations text for the 
explanation purpose

1010

1010

77 Required operators are loaded to Rule 
Editor by Display Artifacts with the help 
of Load Artifacts

88 Create Conditions facilitates the expert 
to create desired facts that includes in 
rule creation with the help of Condition 
Keys, Operators, and Condition Values

77

88

66

55
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2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor
Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule

1212

RuleConID RuleID ConditionID

20550 20092 1

20551 20093 1

20552 20092 3

20553 20093 3

20554 20092 5

Rule ID Key Operator Value

20092 Current
Activity

= Walking

20092 Activity 
Duration

= 10 min

1212

101077

88

66

55

The Condition Key is associate with 
corresponding rule and that rule id is associate 
with corresponding conclusions.

1212

1010

The Create Conclusions facilitates the 
domain expert to create multiple 
Conclusions with some Recommendations 
text for the explanation purpose

88
Create Conditions facilitates the expert 
to create desired facts that includes in 
rule creation with the help of Condition 
Keys, Operators, and Condition Values

2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

1313

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule
Rule is tested with some auto generated 
cases to check the duplication and conflict
of rule. It enhances the expert satisfaction 
level.

1313

The Created Rule is 
successfully executed for 
the selected case.
(No duplication and No 
Conflict)

1313

1212

101077

88

66

55

The Condition Key is associate with 
corresponding rule and that rule id is 
associate with corresponding conclusions.

1212

1010

The Create Conclusions facilitates the 
domain expert to create multiple 
Conclusions with some 
Recommendations text for the 
explanation purpose
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2. Rule Creation

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

1414

Rule Creator

Display Artifacts

Fetch Default 
Metadata

Save Validated 
Rule

Display Rule 
Canvas

Create 
Conditions

Create 
Conclusions

Relate Condition 
and Conclusion

Validate Rule
Created rule is saved into the 
knowledge base by Save Validated 
Rule

1414

1414

1313

1212

101077

88

66

55

1313
Rule is tested with some auto generated 
cases to check the duplication and conflict
of rule. It enhances the expert satisfaction 
level.

The Condition Key is associate with 
corresponding rule and that rule id is 
associate with corresponding conclusions.

1212

3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

Intelli-sense functionality first fetches all the 
reconcile model in form of list

3. Intelli-sense based concepts filtration
77

Intelli-sense Manager

Retrieve Reconcile 
Model

Filter Matched 
concepts

Retrieve related 
value set

77

77

9a9a 10a10a

9a9a 10a10a

During write up the reconcile model is 
filtered out according to written characters 
in condition creation

9a9a

10a10a
During write up the reconcile model is 
filtered out according to written characters in 
conclusion creation
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3a3a

Knowledge Creation & Evolution 
Expert-Driven

Rule Editor

3. Intelli-sense based concepts filtration

Intelli-sense Manager

Retrieve Reconcile 
Model

Filter Matched 
concepts

Retrieve related 
value set

9b9b 10b10b

9b9b 10b10b

Retrieve all possible values set of selected concept in conclusion10b10b

9b9b Retrieve all possible values set of selected concept in condition

77

9a9a 10a10a

During write up the reconcile model is filtered out according to written characters in condition9a9a

10a10a During write up the reconcile model is filtered out according to written characters in conclusion

Scenario 2: Situation Event creation 
and sharing

Desc. : I-KAT situation event association with rule 
and sharing with LLM (DCL).

Major Steps:
1. Situation Event Creation
2. Situation Event Sharing
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3a3a

Knowledge Creation & Evolution 
Expert-Driven

1. Situation Event creation

11a11a 11b11b

11b11b

Identify salient features in the rule’s facts 
as Situation EventSituation Event Manager

Identify Salient 
Features

Associate 
Situation Event

Situation Event Sharing
Rules Index Sharing

Retrieve 
Situation Event

Transform into 
JSon

Share with 
LLM

11a11a

11a11a 11b11b

Associate Situation Event to the rule by 
selecting the desired features

3a3a

Knowledge Creation & Evolution 
Expert-Driven

2. Situation Event sharing

1616

Retrieve situation event from the knowledge base 
to share

Situation Event Manager

Identify Salient 
Features

Associate 
Situation Event

1515

Transform the situation event into Json for sharing

Situation Event Sharing
Rules Index Sharing

Retrieve 
Situation Event

Transform into 
JSon

Share with 
LLM

1515 1616 1717

1616
{

"situationID": "1",
"situationDescription": "Testing Situations",
"listSConditions": [

{
"conditionKey": "Current Activity",
"conditionValue": "Sitting",
"conditionType": "String",
"conditionValueOperator": "="

},
{

"conditionKey": "Activity Duration",
"conditionValue": "2h",
"conditionType": "time",
"conditionValueOperator": "="

}
]

}

1515

@Post: BaseURIDCL, content-type:JSon@Post: BaseURIDCL, content-type:JSon

1717

1717 Share the created Json to LLM on specified URL

11b11b Associate Situation Event to the rule by selecting the 
desired features

11a11a 11b11b
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Scenario 3: Rule sharing for 
recommendation

Desc. : I-KAT rule sharing with SCL for 
recommendation generation based on received 
situation event

Major Steps:
1. Situation Event received from SCL
2. Retrieved matched rules (Situation 

Reasoning)
3. Share matched rules with SCL

Knowledge Creation & Evolution 
Expert-Driven

1. Situation Event received from SCL
2. Situation Reasoner

2020

Request from Service Curation Layer to get all 
matched rules for situation occurring

1919

The situation reasoner fetches all matched rules 
from knowledge base

Situation Event Sharing

1919

{
"situationID": "1",
"situationDescription": "Testing Situations",
"listSConditions": [

{
"conditionKey": "Current Activity",
"conditionValue": "Sitting",
"conditionType": "String",
"conditionValueOperator": "="

},
{

"conditionKey": "Activity Duration",
"conditionValue": "2h",
"conditionType": "time",
"conditionValueOperator": "="

}
]

}

**************************************************
INFO : - Rule-ID: 20103
INFO : - Rule-ID: 20102

INFO : - Rules loaded successfully:[2016/02/04 17:41:46]: 2
INFO : - Time of Execution: 24 millisecond

INFO : -
**************************************************

**************************************************
INFO : - Rule-ID: 20103
INFO : - Rule-ID: 20102

INFO : - Rules loaded successfully:[2016/02/04 17:41:46]: 2
INFO : - Time of Execution: 24 millisecond

INFO : -
**************************************************

2020

Rules Index Sharing

Request from 
SCL

Fetch matched 
rules

Transform into 
JSon

Share with 
SCL

1919 2020
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Knowledge Creation & Evolution 
Expert-Driven

3. Shares matched rules

2222

2121

Situation Event Sharing

2121

Rules Index Sharing

Request from 
SCL

Fetch matched 
rules

Transform into 
JSon

Share with 
SCL

2121 2222

[
{
"ruleConclusion": "Take a five-minute walk.",
"conclusionList": [
{
"conclusionKey": "Current Activity",
"conclusionValue": "Walking",
"conclusionOperator": "=",
"ruleID": 20103,
"conclusionID": 10149

}
],
"conditionList": [
{
"conditionKey": "Current Activity",
"conditionValue": "Sitting",
"conditionType": "String",
"conditionValueOperator": "=",
"isItSituation": false,
"conditionID": 1

},
{
"conditionKey": "Activity Duration",
"conditionValue": "2h",
"conditionType": null,
"conditionValueOperator": "=",
"isItSituation": false,
"conditionID": 20163

}
],
"ruleID": 20103

}
]

@Post: BaseURISCL, content-type:JSon@Post: BaseURISCL, content-type:JSon

2222Transform the matched rules into Json for sharing

Share the created Json to SCL on specified URL

1919 2020

2020

Request from Service Curation Layer to get all 
matched rules for situation occurring

1919

The situation reasoner fetches all matched rules 
from knowledge base

STENCILS for Data-Driven Micro-
Animation
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KCL Data Driven Detailed Architecture
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Scenario: Classification Model Creation

Desc. : Lifelog schema and Data is acquired 
from DCL. Preprocessed the data to 
generate the classification model using
J48 algorithm.

Major Steps:
1. Data Selection and Retrieval Process
2. Data Preprocessing
3. Model Learning Process

1 - Data Selection and Retrieval Process (1/2)

@GET: URL: DCL/schema@GET: URL: DCL/schema 11
22

33

obj <- { “schema_name”:Diabetes
Schema”,
“schema_tables”: [   {

“table_name”: “UserInfo”,
“table_metadata”: [

{
"column_name": "User-ID",
"datatype": “(int)"

}, {
" column_name ": “UserName",
"datatype": “(string)"

}, ……      ]  },      ……   }  ] 

obj <- { “schema_name”:Diabetes
Schema”,
“schema_tables”: [   {

“table_name”: “UserInfo”,
“table_metadata”: [

{
"column_name": "User-ID",
"datatype": “(int)"

}, {
" column_name ": “UserName",
"datatype": “(string)"

}, ……      ]  },      ……   }  ] 

44

query <- {{ table="UserInfo", 
column = "User-ID", condition = ""},
{ table="UserInfo", column = "Age", 
condition = ">=21"}, ………}}

query <- {{ table="UserInfo", 
column = "User-ID", condition = ""},
{ table="UserInfo", column = "Age", 
condition = ">=21"}, ………}}

ParseSchema(obj)
schema name : obj. schema_name
table name :
obj.schema_tables[tableindex].table_name
column name : 
obj.schema_tables[tableindex].table_metadata[col
umnindex].column_name

ParseSchema(obj)
schema name : obj. schema_name
table name :
obj.schema_tables[tableindex].table_name
column name : 
obj.schema_tables[tableindex].table_metadata[col
umnindex].column_name

55

objobj

6.16.1

6.26.2

77 88

99

1010

qu
er

y
qu

er
y

Parses the object to retrieve schema, table, and column 
names

Parsed data converts into tree structure using jQuery plugin

Domain expert selects the features based on his own 
experience and knowledge

Domain expert writes the conditions for each selected 
feature

Creates the query object based on selected features and 
their conditions (JSON format)

Forwards the query object for lifelog data loading  purpose

6.16.1

6.26.2

77

88

99

1010

Creates and sends lifelog schema request to DCL

DCL sends lifelog schema object (JSON format)

Retrieves and forwards JSON object for parsing

11 22

33

44 55
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1 - Data Selection and Retrieval Process (2/2)

@POST:  URL: DCL/data?kclquery=query@POST:  URL: DCL/data?kclquery=query 11111212

1313

obj <- { "data_name": “Diabetes Data",
"data_attributes": [ 

{"attribute_name": "User-ID“,"attribute_type": 
"int"}, …],

"data_values": [ 
[1,6,148,72,35,5468,33.6,2.288,50,Positive],
[2,1,85,66,29,0,26.6,0.351,31,Negative],
…..]     } 

obj <- { "data_name": “Diabetes Data",
"data_attributes": [ 

{"attribute_name": "User-ID“,"attribute_type": 
"int"}, …],

"data_values": [ 
[1,6,148,72,35,5468,33.6,2.288,50,Positive],
[2,1,85,66,29,0,26.6,0.351,31,Negative],
…..]     } 

1414

1515

objobj
ParseData(obj)
data name : obj.data_name
attribute name : 
obj.data_attributes[columnindex].attribute_name
attribute value :  
obj.data.data_values[rowindex][columnindex]

ParseData(obj)
data name : obj.data_name
attribute name : 
obj.data_attributes[columnindex].attribute_name
attribute value :  
obj.data.data_values[rowindex][columnindex]

1616

convertData(obj)
@attribute User-ID numeric
@attribute NumberOfTimesPregnant numeric
………
@data
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
……..

convertData(obj)
@attribute User-ID numeric
@attribute NumberOfTimesPregnant numeric
………
@data
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
……..

1717

objobj

1818

1919

Creates and sends lifelog data request based on query to DCL

DCL sends lifelog data object (JSON format)

Retrieves JSON object

Forwards retrieved JSON object for parsing

Parses the object to retrieve data name, attributes’ name and 
value

Forwards retrieved JSON object for CSV conversion

Converts the object into CSV format

Persists the data into CSV file (Original Data)

1111 1212

1313

1414

1616

1717

1818

1919

1515

2 - Data Preprocessing (1/2)
getOriginalData()
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
…..

getOriginalData()
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,0,26.6,0.351,31,Negative
…..

2121

replaceMissingValue()
Filled Data <-
replaceMissingValue(missing_value_location, 
attribute_mean)
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

replaceMissingValue()
Filled Data <-
replaceMissingValue(missing_value_location, 
attribute_mean)
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

search()
missing_value_location <- search(0)
e.g. Instance 2, column 6

search()
missing_value_location <- search(0)
e.g. Instance 2, column 6

computeMean()
attribute_mean <-
computeMean(missing_value_location)
e.g. 205.31

computeMean()
attribute_mean <-
computeMean(missing_value_location)
e.g. 205.31

2222

2323

2424

2020 2525

getFilledData()
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

getFilledData()
1,6,148,72,35,5468,33.6,2.288,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

2626

replaceOutlier()
Consistent Data <- replaceOutlier(outlier_location, 
attribute_mean)
1,6,148,72,35,5468,33.6,0.51,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

replaceOutlier()
Consistent Data <- replaceOutlier(outlier_location, 
attribute_mean)
1,6,148,72,35,5468,33.6,0.51,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

detectOutlier()
outlier_location <- InterQuartileRange(columnindex)
e.g. Instance 1, column 8

detectOutlier()
outlier_location <- InterQuartileRange(columnindex)
e.g. Instance 1, column 8

computeMean()
attribute_mean <- computeMean(outlier_location)
e.g. 0.51

computeMean()
attribute_mean <- computeMean(outlier_location)
e.g. 0.51

2727

2828

2929

3030

Loads original data from CSV file

Identifies and records the locations of missing values (i.e. 0) 
from original data

Computes the mean of all attributes having missing values

Replaces each missing value with its corresponding 
attribute mean and then stores the filled data into memory

2020 2121

2222

2323

2424 2525

Loads filled data from memory

Detects the outliers using InterQuartileRange technique and records the 
locations of outliers (an observation which deviates so much from the other 
observations) from filled data

Computes the mean of all attributes having outliers

Replaces each outlier with its corresponding attribute mean and then stores
the consistent data into memory

2626

2727

2828

2929 3030
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2 - Data Preprocessing (2/2)
getConsistentData()
1,6,148,72,35,5468,33.6,0.51,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

getConsistentData()
1,6,148,72,35,5468,33.6,0.51,50,Positive
2,1,85,66,29,205.31,26.6,0.351,31,Negative
…..

3131

discretization()
Discretized Data <- discretize(no_of_bins, equal_width_partitioning)

'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'', ….., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'', ….., \'(45-57]\'‚
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
…..

discretization()
Discretized Data <- discretize(no_of_bins, equal_width_partitioning)

'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'', ….., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'', ….., \'(45-57]\'‚
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
…..

3232

3030 3333

filterData()
Filtered Data <- filter(greedy_stepwise, subset_evaluation, 
backward_search)

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.51,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
137,43.1,2.288,33,Positive
116,25.6,0.201,30,Negative
…..

filterData()
Filtered Data <- filter(greedy_stepwise, subset_evaluation, 
backward_search)

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.51,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
137,43.1,2.288,33,Positive
116,25.6,0.201,30,Negative
…..

3535

3636

getDiscretizedData()
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'', ….., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'', ….., \'(45-57]\'‚
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
…..

getDiscretizedData()
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
'\'(614.6-inf)\'','\'(3.4-6.8]\'','\'(106-137]\'','\'(63.2-82.8]\'', ….., '\'(-inf-33]\''
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(106-137]\'','\'(43.6-63.2]\'', ….., \'(45-57]\'‚
'\'(614.6-inf)\'','\'(-inf-3.4]\'','\'(75-106]\'','\'(63.2-82.8]\'', …..,'\'(-inf-33]\''
…..

3434

Loads consistent data from memory

Discretizes (mapping the entire set of values of a given attribute to a new set of replacement values) the 
loaded data using equal width partitioning method and then stores the discretized data into memory

Loads discretized data from memory

Selects and filters a subset of relevant features of loaded data using GreedyStepwise technique and then 
stores the filtered data into memory

3333

3434

3535 3636

3030 3131

3232

3 - Model Learning Process

3737

3636

FilteredData

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.51,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
…..

FilteredData

@attribute PlasmaGlucoseConcentration numeric
@attribute BodyMassIndex numeric
@attribute DiabetesPedigreeFunction numeric
@attribute Age numeric
@attribute DiabetesTestResult {Positive,Negative}

@data
148,33.6,0.51,50,Positive
85,26.6,0.351,31,Negative
183,23.3,0.672,32,Positive
89,28.1,0.167,21,Negative
….. 3737

modelLearning()

1. Check for base cases
2. For each attribute a, find information gain ratio
3. Find the attribute a_best with the highest normalized information gain
4. Create a decision node based on a_best
5. Recur on the sublists obtained by splitting on a_best, and add as child nodes

modelLearning()

1. Check for base cases
2. For each attribute a, find information gain ratio
3. Find the attribute a_best with the highest normalized information gain
4. Create a decision node based on a_best
5. Recur on the sublists obtained by splitting on a_best, and add as child nodes

3939

3838 J48J48

computeAccuracy()
Accuracy <- computeAccuracy(filtered_data, J48, 10_cross_fold_validation)

Confusion Matrix ===
a    b   <-- classified as

142  126 |   a = Positive
73  427  |   b = Negative

Model Accuracy = 74.09%

computeAccuracy()
Accuracy <- computeAccuracy(filtered_data, J48, 10_cross_fold_validation)

Confusion Matrix ===
a    b   <-- classified as

142  126 |   a = Positive
73  427  |   b = Negative

Model Accuracy = 74.09%

4040

4141

4242

Loads filtered data from memory for model learning

Selects J48 algorithm for model learning

Learns the model and computes the model accuracy based 
on 10 Cross Fold Validation technique

Generates the decision tree and then stores the 
classification model 

3838

4040

4141 4242

3636 3737

3939
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STENCILS for SCL MMV2.0 Micro-
Animation

SCL Detailed Architecture
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Service Curation Layer - Scenarios

Scenario 1: Recommendation Building
Desc : Generation of Recommendations for the

Situations, triggered by LLM. 
1. Situation Event (SE) received from LLM to Service

Orchestrator (SO).
2. SO forwards the situation to Recommendation Builder(RB).
3. RB builds the recommendations Based on rules retrieved

from KCL and life-log/user profile data from DCL.
4. RB sends the recommendation back to SO.
5. SO forwards the recommendation to Recommendation

Interpreter.

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict
Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send
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Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
ResolverResult 

Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute RuleEP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

SO receives situation event (SE) from LLMSO receives situation event (SE) from LLM

SO forwards SE is to Data FetcherSO forwards SE is to Data Fetcher

1

2

1

2

Situation Event
situationEvent: 
{
uid=39, 
situation = sitting,
Duration= 2 hours
}

1 2

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
ResolverResult 

Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

Conversion

Resolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute RuleEP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

2

Data Fetcher parse SE & sends to knowledge 
loading interface(KLI)
Data Fetcher parse SE & sends to knowledge 
loading interface(KLI)

KLI transforms SE to JSON formatKLI transforms SE to JSON format

3

4

3

4

Parse Situation Event
Parsed Situation: 
{Activity=“sitting”, Duration=“2 hour”}

3

JSON for Situation Event
{
“SituationEvent” [

{
Activity=“sitting”,
ActivityDuration=“1hour”

} 
]

}

4

SO forwards SE is to Data FetcherSO forwards SE is to Data Fetcher2 Situation Event
situationEvent: 
{uid=39, situation = sitting 2 hours}

2
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Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
ResolverResult 

Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

Conversion

Resolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute RuleEP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

4 5

KLI transforms SE to JSON format and sends
KCL for rules
KLI transforms SE to JSON format and sends
KCL for rules

4

KCL share indexed-based rules for the SE KCL share indexed-based rules for the SE 5

Rules JSON for Situation Event
5

JSON for Situation 
Event
{
“SituationEvent”
[

{
Activity=“sitting”,
ActivityDuration=“1hour”

} 
]

}

4

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict
Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

5

6

5a

Rules JSON for Situation Event
5 6

Rules Conditions
{
"conditionList"   [

{
"Weight Status“, 
"Hypertension"   

} 
]

}

5a

KCL share indexed-based rules 
conditions f information with Data 
Fetcher for request generation

KCL share indexed-based rules 
conditions f information with Data 
Fetcher for request generation

5a

Rules are provided to Pattern 
Matcher for reasoning
Rules are provided to Pattern 
Matcher for reasoning

6
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Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict
Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

6

6

7 6

5a

Rules Conditions
{
"conditionList"   [   {

"Weight Status“, 
"Hypertension"   

}  ]}

5a

Preparing Data Request
{

Uid =39
Risk Factor?
Physiological Factor?

}

6

Data Request/Response
{ Uid =39

Gender = Male,   Height= 153cm,
Weight = 65Kg,   Disease = Hypertension
Disability = None

}

7 7a

7a

Rules are provided to Data Fetcher for data 
request preparation
Rules are provided to Data Fetcher for data 
request preparation

5a

Data Fetcher prepares data request from 
DCL data 
Data Fetcher prepares data request from 
DCL data 

6

Data request is forwarded to SO, for loading 
data from DCL
Data request is forwarded to SO, for loading 
data from DCL

7

Data is loaded by SO, and provided back to 
Data fetcher
Data is loaded by SO, and provided back to 
Data fetcher

7a

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict
Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send 8

8a
9

10

Data for Transformation
• height
• weight

8

Prepared Data
Uid =39
Activity = Sitting
Duration = 1 Hour   
Gender = Male
Weight Status = Normal
Disease = Hypertension
Disability = None

9

Input Data/Query JSON
{

“Activity”: “Sitting”
“ActivityDuration”: “2 Hour”  
“Gender”:“Male”
“Weight Status”: “Normal”
“Hypertension”:”Yes”

“Disability”: “none”
}

10

Transform Data
BMI = computeBMI (height, weight)
Weight Status = Normal

8a

Data required for computation is provided to 
Data Transformation module
Data required for computation is provided to 
Data Transformation module

8

Transformation for composite conditions is 
performed using utility library
Transformation for composite conditions is 
performed using utility library

8a

Input/query case is prepared from the computed 
data
Input/query case is prepared from the computed 
data

9

Input case is transformed to input JSONInput case is transformed to input JSON10
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Service 
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Input/output 
Adapter
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Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules
Data Type 

ConversionResolve Conflict
Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

10

Input Data/Query JSON
{

“Activity”: “Sitting”
“ActivityDuration”: “2 Hour”  
“Gender”:“Male”
“Weight Status”: “Normal”
“Hypertension”:”Yes”

“Disability”: “none”
}

10

6

Rules JSON
6

10

Input case is transformed to 
input JSON
Input case is transformed to 
input JSON

10

Rules JSON is passed to Pattern 
Matcher
Rules JSON is passed to Pattern 
Matcher

6

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules Data Type 
ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

Input Data/Query JSON
{

“Activity”: “Sitting”
“ActivityDuration”: “2 Hour”  
“Gender”:“Male”
“Weight Status”: “Normal”
“Hypertension”:”Yes”

“Disability”: “none”
}

10

Input case JSON is passed to the Pattern MatcherInput case JSON is passed to the Pattern Matcher10

Rules JSON
11

10

Rules JSON is passed to Pattern MatcherRules JSON is passed to Pattern Matcher11

10 11

12

Type Conversion
12

Data types conversion take place for rules matchingData types conversion take place for rules matching12
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Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules Data Type 
ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

12

Matched Rules {"ruleID": 20103,"ruleID": 20102}
13

13

Type Conversion
12

Data types conversion take 
place for rules matching
Data types conversion take 
place for rules matching

12

Rules Matcher start 
matching rules using 
forward chaining strategy 
and get matched rules

Rules Matcher start 
matching rules using 
forward chaining strategy 
and get matched rules

13

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules Data Type 
ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

Matched Rules {"ruleID": 20103,"ruleID": 20102}
13

13

12

Rules Matcher start 
matching rules 
using forward 
chaining strategy 
and get matched 
rules

Rules Matcher start 
matching rules 
using forward 
chaining strategy 
and get matched 
rules

13

14

Resolved Rule {"ruleID": 20102}
14

Conflict resolver 
resolves matched 
rules using 
maximum 
specificity algorithm

Conflict resolver 
resolves matched 
rules using 
maximum 
specificity algorithm

14
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Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules Data Type 
ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

12

14

Resolved Rule {"ruleID": 20102}
14

Conflict resolver 
resolves matched 
rules using 
maximum 
specificity algorithm

Conflict resolver 
resolves matched 
rules using 
maximum 
specificity algorithm

14

Execute Rule
15

Resolved rule(s) 
is/are received and 
executed for 
recommendations

Resolved rule(s) 
is/are received and 
executed for 
recommendations

15

15

Recommendation Building Scenario
Service Curation Layer

Service 
Orchestrator

Input/output 
Adapter

SCL Services

Recommendation Builder

Lifelog Data loading Interface
Data Transformer

Rule-based Reasoning

Knowledge Loading Interface

Pattern MatcherConflict 
Resolver

Result 
Generator

Utility LibraryData Fetcher

Knowledge Curation LayerData Curation Layer

Send/Rec SE JSON to/from KCL

Receive SE Req.

Convert SE to JSON

Data Req./Resp. Prepare Data Req.

Prepare Data

Data JSON

Utility Function 1

Utility Function n

Send Rules to RBR & DF

Receive SE Rules 
JSONReceive Data JSON

Match Rules Data Type 
ConversionResolve Conflict

Generate Results

Send Data

Parse & Send SE

Execute Rule
EP. 1

EP. 2

RB Data 
Req/Resp.

Recom. 
Receive/Send

Execute Rule
15

Resolved rule(s) is/are 
received and executed for 
recommendations

Resolved rule(s) is/are 
received and executed for 
recommendations

15

15

16
Send Recommendation

16

Recommendations are 
generated and passed to 
SO as a java object

Recommendations are 
generated and passed to 
SO as a java object

16
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Recommendation Interpreter Scenario

Scenario 2: Recommendation Interpreting
Desc : Interpretation of Recommendations for

Personalization. 
1. Recommendation received from Service Orchestrator (SO) to

Recommendation Interpreter (RI).
2. RI interprets the recommendations Based on the location,

high level, and weather context retrieved from DCL.
3. RI sends the personalized recommendation back to SO.
4. SO forwards the personalized recommendation to DCL for

persistence and SL for presentation.

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

969



Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

1

Received Recommendation
1

SO invokes Recommendation InterpreterSO invokes Recommendation Interpreter1

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send1

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

1

Received Recommendation
1

SO invokes Recommendation InterpreterSO invokes Recommendation Interpreter
1

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send1

2

Context request is sent to SOContext request is sent to SO
2
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Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

2

Context request is sent to SOContext request is sent to SO2

Context is received by Moderator Context is received by Moderator 3

3

Receive Context:

Location:   “Out Doors”
HLC:            “Amusement”
Emotion:   “Happiness”
Weather:   “Rainy”

3

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

Moderator sends context to 
Context Selector for evaluation

Moderator sends context to 
Context Selector for evaluation

Context Selector requests for the 
blocking rules 

Context Selector requests for the 
blocking rules 

Blocking rules are fetched from the 
repository

Blocking rules are fetched from the 
repository

4

5

6

4

5

6

If loc: “Home” AND HLC= “Sleeping”
If HLC= “Having Meal”
If HLC = “Commuting”

…

6
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Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

4

5

6

If loc: “Home” AND HLC= “Sleeping”
If HLC= “Having Meal”
If HLC = “Commuting”

…
Blocking rules are fetched from the 

repository
Blocking rules are fetched from the 

repository
6

Both context and rules are forwarded 
to    the Context Interpreter

Both context and rules are forwarded 
to    the Context Interpreter

Context Interpreter evaluates context 
against the rules and decides about 
User availability Status

Context Interpreter evaluates context 
against the rules and decides about 
User availability Status

7

8

7

return flag Match(rules, context) 
{
flag = -1
rules.add(scanFile.nextLine());
if(rules.contains(context)){

flag=1;
break; } 

return flag;
}

8 6
8

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec.

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

Both context and rules are forwarded to
the Context Interpreter

Both context and rules are forwarded to
the Context Interpreter

Context Interpreter evaluates context against 
the rules and decides about User availability 
Status

Context Interpreter evaluates context against 
the rules and decides about User availability 
Status

7

8

return flag Match(rules, context) 
{
flag = -1
rules.add(scanFile.nextLine());
if(rules.contains(context)){

flag=1;
break; } 

return flag;
}

8

9

If user is available then Content Interpreter is 
invoked otherwise recommendation is 
delayed 

If user is available then Content Interpreter is 
invoked otherwise recommendation is 
delayed 

9

User_Status_Eavl() {
If flag==-1

Delay_Rec()
else        
Content_Interpreter.Select_Path()
}   

7

8

9
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Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Context Interpreter evaluates context against the rules and decides about User 
availability Status

Context Interpreter evaluates context against the rules and decides about User 
availability Status

8

9

If user is available then Content Interpreter is invoked otherwise 
recommendation is delayed 
If user is available then Content Interpreter is invoked otherwise 
recommendation is delayed 9

User_Status_Eavl() {
If flag==-1 Then  Delay_Rec()
else    
Content_Interpreter.Select_Path()}   

10

If a single recommendation is received then “Select Alternative” is invoked 
otherwise “Filter Recommendation” is called for further processing
If a single recommendation is received then “Select Alternative” is invoked 
otherwise “Filter Recommendation” is called for further processing10

Select Rec Eval Path

selt_path(Rec) {

If (Rec.len == 1)
Select_Alternative()

Else
Filter_Recommendation()

}

8

10

9

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Content Interpreter

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

11

Get Global Preferences

get_loc_pref (user_id);
get_hlc_pref (user_id);
get_weather_pref (user_id);
get_emotion_pref (user_id);

Prepared Context Matrix
11a

Global preferences are fetched from the local 
repository for cross-context recommendation
Global preferences are fetched from the local 
repository for cross-context recommendation

Contextual Matrix is generated to evaluate 
recommendation against the current context
Contextual Matrix is generated to evaluate 
recommendation against the current context

11a

11

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 1 1

Sunny 1 1 1 1 1
Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

11
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Recommendation Interpreter
Content Interpreter

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

11

Get Global Preferences

get_loc_pref (user_id);
get_hlc_pref (user_id);
get_weather_pref (user_id);
get_emotion_pref (user_id);

Prepared Context Matrix
11a

Global preferences are fetched from the local 
repository for cross-context recommendation
Global preferences are fetched from the local 
repository for cross-context recommendation

Contextual Matrix is generated to evaluate 
recommendation against the current context

Contextual Matrix is generated to evaluate 
recommendation against the current context

11

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

11a

Recommendation (running) is unsuitable in the 
current context 
Recommendation (running) is unsuitable in the 
current context 

12

Running 
5m

12

11

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Content Interpreter

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Prepared Context Matrix
11a

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

12

Contextual Matrix is generated to evaluate 
recommendation against the current context

Contextual Matrix is generated to evaluate 
recommendation against the current context

11a

Recommendation (running) is unsuitable in the 
current context 
In case of unsuitability, Alternative 
Recommendations are searched in the 
Contextual Matrix

Recommendation (running) is unsuitable in the 
current context 
In case of unsuitability, Alternative 
Recommendations are searched in the 
Contextual Matrix

12

Walking Stretching
10m 15m
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Recommendation Interpreter
Content Interpreter

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Prepared Context Matrix
14

Contextual Matrix

Context/Rec Walking Running Stretching Cycling Sitting

Out doors 1 1 1 1 1

Amusement 1 0 1 0 1

Sunny 1 1 1 1 1

Happiness 1 1 1 1 1

Aggregate 1 0 1 1 1

11a

12

Recommendation (running) is unsuitable in the 
current context 
In case of unsuitability, Alternative 
Recommendations are searched in the 
Contextual Matrix

Recommendation (running) is unsuitable in the 
current context 
In case of unsuitability, Alternative 
Recommendations are searched in the 
Contextual Matrix
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13

For multiple alternative recommendations, 
User’s Preferences are weighed in
For multiple alternative recommendations, 
User’s Preferences are weighed in
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Walking Stretching
10m 15m

get_pref (user_id);
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“Walking” is preferred over “Stretching” by the 
user therefore “Walking” is treated as final 
recommendation

“Walking” is preferred over “Stretching” by the 
user therefore “Walking” is treated as final 
recommendation
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“Walking” is preferred over “Stretching” 
by the user therefore “Walking” is treated 
as final recommendation

“Walking” is preferred over “Stretching” 
by the user therefore “Walking” is treated 
as final recommendation
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Final Recommendation if forwarded to 
Explanation Manager
Final Recommendation if forwarded to 
Explanation Manager

15

Received Description

get_Description()
//empty string

16Forward Description

forward_Descption();

No explanatory sentence accompanies an 
alternative recommendation
No explanatory sentence accompanies an 
alternative recommendation
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Received Description

get_Description()
//empty string

16Forward Description

forward_Descption();

No explanatory sentence accompanies an 
alternative recommendation
No explanatory sentence accompanies an 
alternative recommendation
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Explanation Generation component is 
invoked 
Explanation Generation component is 
invoked 
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Evaluate Description

Eval_Desc() {
if (Descprption.isEmpty())

Explanation_Generation() 
else

Education_Support() 
}  
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Evaluate Description

Eval_Desc() {
if (Descprption.isEmpty())

Explanation_Generation() 
else

Education_Support() 
}  
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A template is fetched from the local 
repository and forwarded to further 
processing

A template is fetched from the local 
repository and forwarded to further 
processing
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A template is fetched from the local 
repository and forwarded to further 
processing

A template is fetched from the local 
repository and forwarded to further 
processing

18

19

20

Process Template

String get_Template(Rec,Duration);

// “You are Recommended Walking
For  10 mins”

Template is processed to accommodate 
contents of the recommendation
Template is processed to accommodate 
contents of the recommendation
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A template is fetched from the local 
repository and forwarded to further 
processing
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Process Template

String get_Template(Rec,Duration);

// “You are Recommended Walking
For  10 mins”

Template is processed to accommodate 
contents of the recommendation
Template is processed to accommodate 
contents of the recommendation
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21

Post Processing is applied to the context 
to reflect certain elements of the context 
e.g. weather

Post Processing is applied to the context 
to reflect certain elements of the context 
e.g. weather

21

Post Process Template

String post_process(Sentence, 
Context);

// “You are Recommended Walking 
For  15 mins and it may rain so take 
umbrella with you”

20

21
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Process Template

String get_Template(Rec,Duration);

// “You are Recommended Walking For  10 
mins”

Post Process Template

String post_process(Sentence, Context);

// “You are Recommended Walking For  15
mins and it may rain so take umbrella with 
you”

22

Template is processed to accommodate 
contents of the recommendation
Template is processed to accommodate 
contents of the recommendation
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Post Processing is applied to the context 
to reflect certain elements of the context 
e.g. weather

Post Processing is applied to the context 
to reflect certain elements of the context 
e.g. weather

21

A complete recommendation along with 
education support is forwarded to SO for 
further processing

A complete recommendation along with 
education support is forwarded to SO for 
further processing

22

20
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Interpreted Recommendation
//return Interpreted_Rec Obj
Obj.Rec = “Walking”
Obj.Duration = “15m”
Obj.Description=“You are Recommended 
Walking For  15 mins and it may rain so take 
umbrella with you”
Obj.Url = 
https://www.youtube.com/watch?v=DYuw4f
1c4xs

22

Recommendation Interpreter Scenario
Service Curation Layer

Recommendation Interpreter
Context Interpreter Content Interpreter

Context Selector

Context Interpreter

Receive Context

Fetch Block Rules

Moderator

Match Rules

Recv Context

Recv Rec.

User Status Eval.

Moderator

Final Rec

Select Path

Select  Alternative

Process Vect.

Context Eval.

Pref-based Filter

Repositories

Blocked 
Rules

Global 
Pref

Template

Explanation Manager
Moderator

Recv. Desc

Eval. Desc

Explanation 
Generation

Fetch Template

Process Template

Post Proc.

Education Support

Fetch URL

Filter Recommendation

Filter Recom.

Context Eval.Gen. Alternatives

Pref-based Filter

Service 
Orchestrator

Input/output 
Adapter

SCL Services
EP. 1

EP. 2

RB Data 
Req/Resp.

Interpretation 
Receive/Send

RI Data 
Req/Resp.

Recom. 
Receive/Send

22

A complete recommendation along with 
education support is forwarded to SO for 
further processing

A complete recommendation along with 
education support is forwarded to SO for 
further processing
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Data Curation Layer Supporting Layer

2323

A complete recommendation along with 
education support is forwarded to SO for 
further processing

A complete recommendation along with 
education support is forwarded to SO for 
further processing

22

SO sends the recommendation to the 
Supporting Layer and Data Curation Layer
for persistence

SO sends the recommendation to the 
Supporting Layer and Data Curation Layer
for persistence

23

Interpreted Recommendation
//return Interpreted_Rec Obj
Obj.Rec = “Walking”
Obj.Duration = “15m”
Obj.Description=“You are Recommended Walking For  15
mins and it may rain so take umbrella with you”
Obj.Url = https://www.youtube.com/watch?v=DYuw4f1c4xs
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Scenario 1: Visualization and 
Analytics from Lifelog data and SNS

1. The request is parsed from the expert.
2. The request is converted into a queries from the

library.
3. Data is integrated and  transformed into a

predefined format
4. Trend analysis is done through calculating facts

and grouping data
5. The data is visualized in graphs and data facts are

presented.
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Get Request from the expert
Find the walking, running and sitting  and their 
average  in last 30 days

Get Request from the expert
Find the walking, running and sitting  and their 
average  in last 30 days

1

QUERY PARSING AND CREATION 1/6

The expert queries the life log data from the 
expert panel
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Get Parameters from the Request
Activity: walking, running and sitting 
Function: average 
Time:  in last 30 days
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Get Request from the expert
Find the walking, running and sitting  and their 
average  in last 30 days

Get Request from the expert
Find the walking, running and sitting  and their 
average  in last 30 days

1

1

2

QUERY PARSING AND CREATION 2/6

The expert queries the life log data from the 
expert panel
The parameters from the queries are extracted
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Breaking Query in attributes
Return Attribute:
Walking, sitting, running 
Conditional Attributes: 
Walking, sitting, running
Temporal Condition Attribute:
1 Jan to 30 Jan

Breaking Query in attributes
Return Attribute:
Walking, sitting, running 
Conditional Attributes: 
Walking, sitting, running
Temporal Condition Attribute:
1 Jan to 30 Jan

2
3

1

2

QUERY PARSING AND CREATION 3/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
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Breaking Query in attributes
Return Attribute:
Walking, sitting, running 
Conditional Attributes: 
Walking, sitting, running
Temporal Condition Attribute:
1 Jan to 30 Jan

3

Parse Query
Set Obj->return: walk,sit,run
Set Obj->cond: activity=walk,sit,run
Set Obj->stime:1/1/2016
Set Obj->etime:30/1/2016

Parse Query
Set Obj->return: walk,sit,run
Set Obj->cond: activity=walk,sit,run
Set Obj->stime:1/1/2016
Set Obj->etime:30/1/2016

4

1

2

QUERY PARSING AND CREATION 4/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
The query is parsed and a complex object is created
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Parse Query
Set Obj->return: walk,sit,run
Set Obj->cond: activity=walk,sit,run
Set Obj->stime:1/1/2016
Set Obj->etime:30/1/2016

4

Load parameters
{activity,time,activity}
Load parameters
{activity,time,activity}

5

1

2

QUERY PARSING AND CREATION 5/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
The query is parsed and a complex object is created.
The parameters (object) are loaded and passed 
through query library
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List_of_queries
Match(list_of_parameters)
List_of_queries
Match(list_of_parameters)
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1

2

QUERY PARSING AND CREATION 6/6

The expert queries the life log data from the expert 
panel
The parameters from the queries are extracted
The query is broken down in 3 main attributes i.e. 
return, conditional and temporal conditional 
attribute
The query is parsed and a complex object is created.
The parameters (object) are loaded and passed 
through query library
The  query is matched from the list
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REQUEST DATA AND VALIDATE 1/5

Send(list_0f_parameters)Send(list_0f_parameters)
7

The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API
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REQUEST DATA AND VALIDATE 2/5

call_webservice(list_of_parameters)call_webservice(list_of_parameters)
8

Send(list_0f_parameters)Send(list_0f_parameters)
7

The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
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REQUEST DATA AND VALIDATE 3/5

call_webservice(list_of_parameters)call_webservice(list_of_parameters)
8

Receiveresponse(resultset)Receiveresponse(resultset)
9

The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
The response is received from the webservice/API
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REQUEST DATA AND VALIDATE 4/5

Receiveresponse(resultset)Receiveresponse(resultset)
9

Validateobject()
Uid ActId DateTime Activity Duration accX accY accZ
2 2 20/08/1513:00:03 Walking 5m 1213.231123 1213.231123 
1213.231123 …………

Validateobject()
Uid ActId DateTime Activity Duration accX accY accZ
2 2 20/08/1513:00:03 Walking 5m 1213.231123 1213.231123 
1213.231123 …………

10

The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
The response is received from the webservice/API
The object is validated against the parameters sent 
from the webservice.
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REQUEST DATA AND VALIDATE 5/5

Validateobject()
Uid ActId DateTime Activity Duration accX accY accZ
2 2 20/08/1513:00:03 Walking 5m 1213.231123 1213.231123 
1213.231123 …………

Validateobject()
Uid ActId DateTime Activity Duration accX accY accZ
2 2 20/08/1513:00:03 Walking 5m 1213.231123 1213.231123 
1213.231123 …………

10

Senddata(validated_object)Senddata(validated_object)
11

The list of parameters are selected from the query 
library and sent to the DCL web service/Tapacross API.
The webservice is called and parameters are sent
The response is received from the webservice/API
The object is validated against the parameters sent 
from the webservice.
The validated object is sent forward for transformation
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Parse_data()
Date,Duration,Activity,
12/1/2016,5m,walk
12/1/2016,120,sit
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Parse_data()
Date,Duration,Activity,
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12/1/2016,5m,walk
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REQUEST DATA AND TRANSFORM 1/3

Senddata(validated_object)Senddata(validated_object)
11

The data received is parsed according to the original 
query 
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Parse_data()
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12/1/2016,5m,walk
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Map(object,json)
{“Walking":45
“Running":4
“Sitting”:120
“Walking":10
“Sitting”:600

Map(object,json)
{“Walking":45
“Running":4
“Sitting”:120
“Walking":10
“Sitting”:600
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REQUEST DATA AND TRANSFORM 2/3

The data received is parsed according to the original 
query.
The complex object is then mapped to the json
format for faster processing and graph plotting
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Map(object,json)
{“Walking":45
“Running":4
“Sitting”:120
“Walking":10
“Sitting”:600

13

Send _JSON()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],
“Sitting”:[120,60,30,21]
}

Send _JSON()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],
“Sitting”:[120,60,30,21]
}
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REQUEST DATA AND TRANSFORM 3/3

The data received is parsed according to the original 
query.
The complex object is then mapped to the json
format for faster processing and graph plotting
The mapped JSON is then forwarded for trend 
analysis
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TREND ANALYSIS AND VISUALIZATION 1/8

passTransformedData(JSON)passTransformedData(JSON)
15

The transformed JSON is passed for data scanning 
and attribute correlation.
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Send _JSON()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],
“Sitting”:[120,60,30,21]
}

Send _JSON()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],
“Sitting”:[120,60,30,21]
}
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Attribute_corelate()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],

Calculate_activity_ratio
{“Walking:200]
“Running":[26]

Attribute_corelate()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],

Calculate_activity_ratio
{“Walking:200]
“Running":[26]
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TREND ANALYSIS AND VISUALIZATION 2/8

passTransformedData(JSON)passTransformedData(JSON)
15

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
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Writetext(){
Walking,running ratio
More walking then running
}

Writetext(){
Walking,running ratio
More walking then running
}
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Attribute_corelate()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],

Calculate_activity_ratio
{“Walking:200]
“Running":[26]

Attribute_corelate()
{“Walking":[45,10,5,7,2,0,2,14]
“Running": [4,0,0,0…..],

Calculate_activity_ratio
{“Walking:200]
“Running":[26]
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TREND ANALYSIS AND VISUALIZATION 3/8

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
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Writetext(){
Walking,running ratio
More walking then running
}

Writetext(){
Walking,running ratio
More walking then running
}
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Findpatterns
Walking,running
Walking,sitting,…..
}

Findpatterns
Walking,running
Walking,sitting,…..
}

TREND ANALYSIS AND VISUALIZATION 4/8

18

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
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Findpatterns
Walking,running
Walking,sitting,…..
}

Findpatterns
Walking,running
Walking,sitting,…..
}

Reduce_attribute(){
Walking,sitting,…..
}

Reduce_attribute(){
Walking,sitting,…..
}
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18

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
After the most frequent patterns, attributes are 
reduced
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Walking,sitting,…..
}

Reduce_attribute(){
Walking,sitting,…..
}
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TREND ANALYSIS AND VISUALIZATION 6/8

The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
After the most frequent patterns, attributes are 
reduced
The data is grouped and different analytics are 
calculated.
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Select_graph()
Load_data(graph)
Send_rendered_output(image,t
ext)

Select_graph()
Load_data(graph)
Send_rendered_output(image,t
ext)
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The transformed JSON is passed for data scanning 
and attribute correlation.
The attributes are correlated (activity) and their 
respective ratios are calculated.
A data fact is written in the form of text.
The data is scanned for association and patterns are 
detected.
After the most frequent patterns, attributes are 
reduced.
The data is grouped and different analytics are 
calculated.
The graph is selected, data is mapped on the graph 
and rendered.
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Select_graph()
Load_data(graph)
Send_rendered_output(image,t
ext)

Select_graph()
Load_data(graph)
Send_rendered_output(image,t
ext)
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Ratio of walking on total active time: 70%
Ratio of Running on total active time: 30%
Ratio of walking on total active time: 70%
Ratio of Running on total active time: 30%

Ratio of walking on total active time: 80%
Ratio of Running on total active time: 20%
Ratio of walking on total active time: 80%
Ratio of Running on total active time: 20%

Users Below 50

Users Above 50

The final output will be in terms of graph and data
facts as shown below.
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Scenario 1: Adaptive User Interface
Desc. : User information, environmental

information, and device information 
are acquired for rule engine to adapt 
the UI accordingly.

RETRIEVE USER PROFILE 1/8
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Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 
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First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address

Please enter valid email
ali.com
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Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}

3

First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address
The checklogin- checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
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User Authentication
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}

3

First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address
The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
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Adaptive User Interface (AUI)

Retrieve User Profile

Da
ta

 C
ur

at
io

n 
La

ye
r

Check login

Load profile

Validate Inputs
Save profile

locally

Start Session

Load dashboard

1 2

3

4

Environmental data 
collection

Initialized light sensor

Collect light level

Device information 
collection

Update onchange
light level

Check screen size

Check battery level

Update device 
information

Template loader

Check current theme

Change theme Adaptation rules

Restart activity
Rule Engine Execution

Initialized rule engine Loads rules

Registered Rules

Fire Rules

Analytics TrackerAdaptive UI

Get recommendation

Parse Json recomm. feeds

Set views

Initialized tracker

Track screen view

Track events

Track exceptions &
errors

Sy
nc

hr
on

iz
ed

 tr
ac

ke
rTrack User ID

Google Analytics

Google API

Login Information
emailAddress: {ali@gmail.com}
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Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 

2

User Profile
User ID: 13 
Email: ali@gmail.com
Full Name: Ali
Age: 31 year 
Vision: Low 
Color Blind: False

5

5User Authentication
user is valid  

4

User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}

3

First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address
The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
User profile are loaded into mobile device.
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5User Authentication
user is valid  
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}
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Add user
user.insert (13 ,ali@gmail.com, Ali,31 
year,Low ,False)

6

First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address
The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
User profile are loaded into mobile device.
Then user profile data are locally save in mobile device
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user is valid  
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}
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Add user
user.insert (13 ,ali@gmail.com, Ali,31 
year,Low ,False)

6

First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address
The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
User profile are loaded into mobile device.
Then user profile data are locally save in mobile device
Login Session is started against that user

User_session
Session(Uid: 13, isLoggedIn)
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Login Information
emailAddress: {ali@gmail.com}
password: {asdf@123}
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Validate inputs data
Validate email: {ali@gmail.com} return : {valid} 
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User Profile
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Email: ali@gmail.com
Full Name: Ali
Age: 31 year 
Vision: Low 
Color Blind: False
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5User Authentication
user is valid  
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User Authentication
emailAddress: {ali@gmail.com}
password: {asdf@123}
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Add user
user.insert (13 ,ali@gmail.com, Ali,31 
year,Low ,False)
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First user input the login credential information 
User login input information are validate either user enter correct 
information such as email address
The checklogin checked the user input information either user exist and 
valid by sending restful request to DCL.DCL validate and return true if the 
user is valid.
User profile are loaded into mobile device.
Then user profile data are locally save in mobile device
Login Session is started against that user
Load the dashboard screen

User_session
Session(Uid: 13, isLoggedIn)
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99 To collect the light information: light sensor is initialized.

User_session
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Sessor initialization
Sensor.TYPE_LIGHT
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To collect the light information: light sensor is initialized.
Light sensor start collecting the light information in the form of light 
intensity(Lx)

User_session
load dashboard

8

Sessor initialization
Sensor.TYPE_LIGHT

9Get Current Light Value
light Value: 1000 lux
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Current Lux: 400
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To collect the light information: light sensor is initialized.
Light sensor start collecting the light information in the form of light 
intensity(Lx)
It is responsible to identify several device characteristics such as Screen 
Size , Battery Level

User_session
load dashboard

8

Sessor initialization
Sensor.TYPE_LIGHT

9Get Current Light Value
light Value: 1000 lux

10

Get device Information
Screen size: 360x640 dpi 
Battery Level: 50%
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Current Lux: 400

Device Information:
Samsung Galaxy Note 4 
Resolution: 1440 x 2560 
Battery Level: 50 %
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To collect the light information: light sensor is initialized.
Light sensor start collecting the light information in the form of light 
intensity(Lx)
It is responsible to identify several device characteristics such as Screen 
Size , Battery Level
All information are combined and loaded into the rule based engine.

User_session
load dashboard
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Sessor initialization
Sensor.TYPE_LIGHT

9Get Current Light Value
light Value: 1000 lux
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Get device Information
Screen size: 360x640 dpi 
Battery Level: 50%
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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Device Information:
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Resolution: 1440 x 2560 
Battery Level: 50 %
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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1212 All information are combined and loaded into the rule based engine

Current Lux: 400

Device Information:
Samsung Galaxy Note 4 
Resolution: 1440 x 2560 
Battery Level: 50 %
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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All information are combined and loaded into the rule based engine

Adaptation rules are loaded into the rule engine

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 
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Current Lux: 400

Device Information:
Samsung Galaxy Note 4 
Resolution: 1440 x 2560 
Battery Level: 50 %
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx

12

All information are combined and loaded into the rule based engine

Adaptation rules are loaded into the rule engine

Rule engine registered the loaded rules

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 
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Rule Matching 
14

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 

:
:

information
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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Combine Information & load to rule engine
User ID: 13
Full Name: Ali
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx

12

All information are combined and loaded into the rule based engine

Adaptation rules are loaded into the rule engine

Rule engine registered the loaded rules

Rule engine perform reasoning and fire the final rules.

Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 

:
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1515Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>
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Rule Matching 
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Adaptation rules
Rule 1: Color blind 
Rule 2: Low vision
Rule 3: Low Light 

:
:

information
Age: 31 year
Vision: Low 
Color Blind: False
Screen size: 360x640 dpi
Battery Level: 50% 
Light Level: 1000 lx
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Rule engine perform reasoning and fire the final rules

Load the current theme and check fire rule values against the current theme
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Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>
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Current Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >12dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark<
/item>

<item 
name="colorAccent">@color/colorAccent</item>
</style>
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Rule engine perform reasoning and fire the final rules

Load the current theme and check fire rule values against the current theme
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Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>

15

Update theme value based on fire rule
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Updated Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >20dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark</it
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<item 
name="colorAccent">@color/colorAccent</item>
</style>
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parent="Theme.AppCompat.Light.DarkActionBar">
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name="colorAccent">@color/colorAccent</item>
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Rule engine perform reasoning and fire the final rules

Load the current theme and check fire rule values against the current theme

Change the values in current theme accordingly the fired rules
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Rule Action
@ Condition

user.get("vision").equals("Low"); 

@Action
<item name="android:textSize" >20dp </item>

15

Update theme value based on fire rule
17

Updated Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >20dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark</it
em>

<item 
name="colorAccent">@color/colorAccent</item>
</style>

Current Theme Style
<style name="AppTheme" 
parent="Theme.AppCompat.Light.DarkActionBar">

<item name="android:textSize" >12dp </item>
<item 

name="colorPrimary">@color/colorPrimary</item>
<item 

name="colorPrimaryDark">@color/colorPrimaryDark<
/item>

<item 
name="colorAccent">@color/colorAccent</item>
</style>
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Scenario 2: User Experience 
evaluation 
Desc.: User experience evaluation based on

user interaction data that collects by 
analytics tracker, to finding the 
different usability metric. Finally the 
user satisfaction is calculating based 
on those metrics.
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ANALYTICS TRACKER 1/3

20

AnalyticsTrackers.initialize(UA-
68058726-1)
Dispatch Frequency (30 min)
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User ID Screen Events exceptions
Uid_13 Home click
Uid_13 activity view graph

Uid_13 Set goal submit
error- integers 
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… … … …

Uid_13
Edit

profile

1919 Google analytics account tracker ID is added in tracker to initialized the tracker
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ANALYTICS TRACKER 2/3
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AnalyticsTrackers.initialize(UA
-68058726-1)
Dispatch Frequency (30 min)
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User ID Screen Events exceptions
Uid_13 Home click
Uid_13 activity view graph

Uid_13 Set goal submit
error- integers 
value

… … … …

Uid_13
Edit

profile

Google analytics account tracker ID is added in tracker to initialized the tracker

Tracker start tracking the user, events, screen views of the login user
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ANALYTICS TRACKER 3/3

21

Dispatcher (ga_data)

20

AnalyticsTrackers.initialize(UA-68058726-1)
Dispatch Frequency (30 min)
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User ID Screen Events exceptions
Uid_13 Home click
Uid_13 activity view graph

Uid_13 Set goal submit
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… … … …

Uid_13
Edit

profile

Google analytics account tracker ID is added in tracker to initialized the tracker

Tracker start tracking the user, events, screen views of the login user

Tracker synchronized the data by calling the dispatch function with google analytics server.
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Save data
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22 22

USER EXPERIENCE MEASUREMENT 1/9

analytics_start_date("2015-11-01");
analytics_end_date("today");
dimensions("ga:screenName");
metrics("ga:sessions,ga:screenviews,ga:timeOnScreen,ga:avgScreenviewDuration");
filters("ga:dimension2==“Uid_13”);
get_analytics();

22

2222 In order to measure the UX first it need to set the 

start , end date, dimensions , and metrics  for loading 

the analytics data. Then request are sent to google 

analytics server

Google Analytics

Google API
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USER EXPERIENCE MEASUREMENT 2/9

analytics_start_date("2015-11-01");
analytics_end_date("today");
dimensions("ga:screenName");
metrics("ga:sessions,ga:screenviews,ga:timeOnScreen,ga:avgScreenviewDuration");
filters("ga:dimension2==“Uid_13”);
get_analytics();

22

In order to measure the UX first it need to set the 

start , end date, dimensions , and metrics  for loading 

the analytics data. Then request are sent to google 

analytics server

Then google analytics sever send the requested data 

for the calculation of performance metric.

Google Analytics

Google API

23

23
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Find the efficiency

Aggregates error rates
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Calculate overall pragmatic quality 

Behavioral data-log Update user profile 

Save data
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24.124.1 All task is checked either it is successfully done or not? Then 

find out the aggregates the task success rate.

23

23

24.1

Uid_13 Task Success 33 %
24.1

Task Success
Task 1 Task 2 Task 3

Uid_13 1 0 0
Uid_11 1 1 1

… … … …

Uid_10 0 1 1

24
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Calculate overall pragmatic quality 

Behavioral data-log Update user profile 
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All task is checked either it is successfully done or not? Then 

find out the aggregates the task success rate.

Find out the spent time on each task and aggregates the 

time on task.

23

23

24.1

Uid_13 Task Success 33 %
24.1

Task Success
Task 1 Task 2 Task 3

Uid_13 1 0 0
Uid_11 1 1 1

… … … …

Uid_10 0 1 1

24

24.2

Uid_13 Time On task 28 %

Time On task
Task 1 Task 2 Task 3

Uid_13 55 20 10
Uid_11 30 20 10

… … … …

Uid_10 0 1 1

24.2

24

24.124.1

24.224.2
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All task is checked either it is successfully done or not? Then 

find out the aggregates the task success rate.

Find out the spent time on each task and aggregates the 

time on task.

Find out the task errors and aggregate the errors rates.

23

23

24.1

Uid_13 Task Success 33 %
24.1

Task Success
Task 1 Task 2 Task 3

Uid_13 1 0 0
Uid_11 1 1 1

… … … …

Uid_10 0 1 1

24

24.2

Uid_13 Time On task 28 %

Time On task
Task 1 Task 2 Task 3

Uid_13 55 20 10
Uid_11 30 20 10

… … … …

Uid_10 0 1 1

24.2

24

24.3

Uid_13 Errors rates 34 %

24.3 Errors
Task 1 Task 2 Task 3

Uid_13 1 1 0
Uid_11 0 1 1

… … … …

Uid_10 0 1 0

24

24.124.1

24.224.2

24.324.3
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2525 All aggregated values are inputs  to find out the efficiency

25

25

25

Efficiency of Uisd_13
Task Completion 

Rate 
Task Time 

(min)
Efficiency 

(%)

Task 1 65% 1.5 71
Task 2 8% 1.2 48

… … … …
Task 3 40% 2.1 19

25.1

Task 1 Very good design
Task 2 above average design
Task 3 bad design

25.1
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All aggregated values are inputs  to find out the efficiency

All aggregated values are inputs  to find out the learnability 

25

25

2525

2626

25

Efficiency of Uisd_13
Task Completion 

Rate 
Task Time 

(min)
Efficiency 

(%)

Task 1 65% 1.5 71
Task 2 8% 1.2 48

… … … …
Task 3 40% 2.1 19

25.1

Task 1 Very good design
Task 2 above average design
Task 3 bad design

25.1

26.1

Learnability for Uid_13
Trial 1 Trail 2 Trail 3

Task 1 55 sec 45 sec 38 sec
Task 2 60 sec 50 sec 40 sec

26.1
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All aggregated values are inputs  to find out the efficiency

All aggregated values are inputs  to find out the learnability 

The overall performance are calculated with the help of efficiency and learnability 

25

25

2525

2626

2727

25

Efficiency of Uisd_13
Task Completion 

Rate 
Task Time 

(min)
Efficiency 

(%)

Task 1 65% 1.5 71
Task 2 8% 1.2 48

… … … …
Task 3 40% 2.1 19

25.1

Task 1 Very good design
Task 2 above average design
Task 3 bad design

25.1

26.1

Learnability for Uid_13
Trial 1 Trail 2 Trail 3

Task 1 55 sec 45 sec 38 sec
Task 2 60 sec 50 sec 40 sec

26.1

Calculate performance( efficiency , learnability)

27
27
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The overall performance are calculated with the help of efficiency and learnability

Calculate the  pragmatic quality

Pragmatic metric data saved  in database

2727

2828

2929

Calculate performance( efficiency , learnability)

27

27

Calculate pragmatic quality(performance)

28

Save all metrics

29
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